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Abstract. We consider (a variant of) the external multi-particle diffusion-limited aggregation (MDLA) process of ROSENSTOCK and
MARQUARDT on the plane. Based on the findings of (Ann. Probab. 24 (1996) 559-598, Arch. Ration. Mech. Anal. 233 (2019) 643—
699, Delarue, Nadtochiy and Shkolnikov (2019)) in one space dimension it is natural to conjecture that the scaling limit of the growing
aggregate in such a model is given by the growing solid phase in a suitable “probabilistic” formulation of the single-phase supercooled
Stefan problem for the heat equation. To address this conjecture, we first prove that the limit points of diffusively scaled MDLA
systems are well-defined and described by absorbed Brownian motions. Then, we show that these limit points satisfy the equation that
characterizes the growth rate of the solid phase in the supercooled Stefan problem with an inequality, which can be strict in general.
This result provides the first rigorous answer to a question that has received much attention in the physics literature. In the course of
the proof, we establish two additional results interesting in their own right: (i) the stability of a “crossing property” of planar Brownian
motion and (ii) a rigorous connection between the probabilistic solutions to the supercooled Stefan problem and its classical and weak
solutions.

Résumé. Nous considérons (une variante) du processus d’agrégation limitée par diffusion externe multi-particule (MDLA) de RoO-
SENSTOCK et MARQUARDT dans le plan. Sur la base des résultats de (Ann. Probab. 24 (1996) 559-598, Arch. Ration. Mech. Anal. 233
(2019) 643-699, Delarue, Nadtochiy and Shkolnikov (2019)) en dimension un, il est naturel de conjecturer que la limite d’échelle de
I’agrégat en croissance dans un tel modele est donnée par la phase solide en croissance dans une formulation “probabiliste” appropriée
du probleme de Stefan de surfusion monophasé pour I’équation de la chaleur. Pour répondre a cette conjecture, nous prouvons d’abord
que les points limites des systemes MDLA a échelle diffusive sont bien définis et décrits par des mouvements browniens absorbés. Puis,
nous montrons que ces points limites satisfont 1’équation qui caractérise le taux de croissance de la phase solide dans le probleme de
Stefan de surfusion avec une inégalité, qui peut étre stricte en général. Ce résultat fournit la premieére réponse rigoureuse a une question
qui a regu beaucoup d’attention dans la littérature physique. Au cours de la preuve, nous établissons deux résultats supplémentaires
intéressants en soi : (i) la stabilité d’une “propriété de croisement” du mouvement brownien plan et (ii) une connexion rigoureuse entre
les solutions probabilistes du probleme de Stefan surfusion et ses solutions classiques et faibles.
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1. Introduction and main results

Growth processes of diffusion-limited aggregation (DLA) type have attracted much attention since their introduction by
ROSENSTOCK and MARQUARDT in [47] and by WITTEN and SANDER in [69,70]. The former let an aggregate grow in
74 by starting with {0} and attaching a neighboring site whenever a particle in a system evolving outside of the aggregate
attempts to enter the aggregate from that site, which is referred to as the multi-particle DLA (MDLA). In [69,70], the
aggregate grows by the same rule, except that the particles do not evolve simultaneously: each particle is generated
according to a chosen distribution at the moment when the previous one is absorbed by the aggregate. The immediate
interest in the DLA type processes stemmed from the dendritic nature of the growing aggregates therein which, at least
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qualitatively, agrees with the shapes observed experimentally in crystallization, electrodeposition, and bacteria colony
growth among many others (see [51] for more details and pointers to the experimental literature). This has led to many
numerical simulation studies of the aggregates resulting from DLA, including [39,66,67] where the fractal dimension of
the aggregate is estimated as ~ 1.7 in two ambient space dimensions, [22,38] where the same is discussed for somewhat
modified growth mechanisms, and [3,63] where parallels and contrasts to Laplacian growth models (such as the Hele-
Shaw process of [49]) are drawn. We refer to the books [27] and [40] for a placement of DLA into the broader context of
random growth processes.

Despite the considerable interest in DLA type processes their mathematical theory in multiple ambient space dimen-
sions remains in its infancy, to the extent that SANDER characterizes the DLA process of [69,70] as a “devilishly difficult

model to solve, even approximately” in [S1]. For the aggregate of [69,70], only an upper bound of the order nﬁ on its
radius upon the attachment of #n sites has been established (see [30], and also [29]), as well as the almost sure conver-
gence to infinity of the number of holes in it when d = 2 (see [17]). For the aggregate in the MDLA process of [47],
only the linear growth of the radius when the initial particle density is sufficiently high has been shown (see [55] and,
for d =2, also [53]). Meanwhile, much more detailed results have been proved for various simplifications of the original
DLA processes from [69,70] and [47]: e.g., for the DLA process of [69,70] in regular trees (see [2], and also [1,13,45]),
the DLA process of [69,70] in infinite cylinders (see [4]), the DLA process of [69,70] in the hyperbolic plane (see [19]),
the directed DLA process in the plane (see [36]), and the Hastings-Levitov aggregation process of [22] (see [7,42,54,64]).
The MDLA process in one ambient space dimension, where the aggregate amounts to a set of consecutive integers, has
been analyzed rigorously in the recent works [12,18,31,55].

The main goal of the present work lies in the rigorous analysis of the connection between the MDLA systems and
the associated free boundary problems, motivated by the recent theoretical results of [8,12], as well as the experimental
results and conjectures featured in [43,50,57] (among others). Specifically, it is shown in [12] that the path of the moving
endpoint of the aggregate in a one-dimensional MDLA tends, after appropriate scaling, to the free boundary in the single-
phase supercooled Stefan problem (1SSP) for the heat equation. A similar connection to the supercooled Stefan problem
is established in [8]. More generally, a connection between DLA and free boundary problems from physics has been
conjectured by many authors ever since DLA was introduced, see, e.g., [43,50,57]. On the other hand, such conjectures
have often been disputed for DLA systems in multiple space dimensions, see, e.g., the numerical evidence in [3], as well
as the relevant discussions and references in [50]. Herein, we establish the first rigorous result regarding a connection
between multi-dimensional DLA systems and an associated free boundary problem.

Motivated by the results of [8] and [12] in one space dimension, we investigate the connection between a diffusively
scaled MDLA system and the 1SSP for the heat equation in two space dimensions. The 1SSP for the heat equation refers
to a choice of signs in the traditional Stefan problem for the heat equation (see [58-61], and also [6]) which physically
corresponds to the freezing of a supercooled liquid (i.e., a liquid cooled below its equilibrium freezing temperature while
kept liquid). In the supercooled regime, the Stefan problem for the heat equation develops singularities already in one
space dimension, in the sense that the velocity of the free boundary diverges in finite time for generic initial conditions
(see [52]). Qualitatively, this is in line with the rapid freezing of supercooled liquids noted experimentally. Despite the
singularities, for the appropriate notion of solution for the 1SSP, referred to as the “probabilistic solution”, the global
well-posedness has been recently established in [11]. Specifically, for appropriate initial conditions, the free boundary
A : [0, 00) — [0, 00) satisfying the probabilistic formulation of the 1SSP

(1.1) A, =P(t <t), t>=0fort:=inf{t >0: Xo+ B; < A},

where X > 0 is a random variable of prescribed distribution (representing the initial temperature distribution in the liquid
phase) and B is a standard Brownian motion independent thereof, exists and is unique under the minimality condition

(1.2) Ar— A= Ay —li%nAs =inf{x > 0:P(t >, Xo+ B; € (Ar—, Ar— +x]) <x}.
sTt

The results of [11] and [8] imply that, in one space dimension, the diffusively scaled MDLA system described in the
following paragraph converges to the probabilistic solution of (1.1)—(1.2).

To describe the MDLA system in consideration, we take N € N and start with an initial aggregate I (I)V_ C R? given
by a union of translates of [—N -7 /2, N -7 /2]¢ centered at elements of Z¢/N 7. In addition, we place N particles at
distinct points in (Z?/N 5) N (Rd\ré{) according to an initial distribution that is symmetric across particles. Regarding
74 /N a as a hypercubic lattice, we let the particles perform a symmetric continuous-time bond exclusion process. That

2
is, we assign i.i.d. Poisson processes of rate N @ /2 to the bonds, and at the arrival times of these processes, any particles
located at the endpoints of the respective bond jump to the other endpoint of the bond. When a particle finds itself at
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Fig. 1. Simulated aggregates in the MDLA variant on a 2 x 2 square. For simplicity, the particles are reflected at the boundary of the square. In all cases,
the particles are uniformly distributed outside of the closed ball F(I)\L initially, with approximately 20% of the initially available sites being occupied.
Top left: N =9900, T = 0.01. Top right: N =9900, T' = 0.015. Bottom left: N = 61,875, T = 0.01. Bottom right: N = 61,875, T =0.015.

distance N~7 /2 from the aggregate, it is absorbed and the N ~i x ... x N7 hypercube around it is attached to the
aggregate. If additional particles are at distance N —d /2 from the aggregate upon the attachment of the new hypercube,
they are absorbed and the N —d - x N4 hypercubes around them are attached to the aggregate as well. This procedure
continues until all non-absorbed particles are further than N -7 /2 from the aggregate. The non-absorbed particles resume
the continuous-time bond exclusion process on Z¢ /N a , etc. Figure 1 depicts snapshots of the growing aggregate ford =2
and two values of N. In fact, our results hold for more general growth processes, whose (slightly technical) definition is
deferred to Section 2.

In view of the findings of [8,12] in one space dimension, it is natural to conjecture that, in the N — oo scaling limit,
the growing aggregate 'V described in the preceding paragraph tends to the growing solid phase in the 1SSP for the heat
equation in any space dimension. To address this conjecture we introduce herein a probabilistic formulation of the 1SSP
for the heat equation in multiple space dimensions. In the latter, one seeks a non-decreasing family (I';);>¢ of closed
subsets of R¥ such that ['g_ C T for a given closed ['g— C R4, one has T, = (=, s forall 7 > 0, and

s>t

(1.3) fR (@) = 1r_ () () dx = E[p(Xo + B) L jz<n ],

¢ e CPX(RYR),¢>0fort:=inf{r >0: Xo+ B, € [',},
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where X € R¥\I'y_ is a random variable of prescribed distribution (representing the initial temperature distribution in
the liquid phase), B is a standard Brownian motion independent thereof, and x is a “phase” function satisfying

(1.4) X (O gy ar, () =T\, AT, (), /r x(t,x)dx =Leb(ATy), s €l0,1],

N

where AT := T’y \ Up<, -, I+ and the union | Jy.,., AT is taken over all s € [0, 7] such that Leb(AT's) > O (the set
of such s is at most countable). Note that if the function 7 — Leb(I';) is continuous, the condition (1.4) amounts to
x (@, x)=1r,(x).

Ford =1, To— = (—00,0] and I';y = (—o0, A¢], t > 0, the formulation (1.1)—(1.2) implies (1.3)—(1.4), with x(z, -)
defined as 0 on (A, 00), as 1 on (—o0, 0], and as the density of the restriction of the distribution of X¢o + B; to (0, A;] on
the latter set. Indeed, condition (1.3) can be verified directly from the definition of y. To check (1.4), on any sub-interval
of {t >0:A,— = A;}! we use the first equation in (1.1) to get

A — Ay =Pt € (s, 1)) =P(X; € (Ay, Ar]), s€[0,0),

which yields the first equation in (1.4). For the second equation in (1.4), we compute
As—+x
P(r >s5, Xo+ By € (As—, As— +x]> =/ x(@, y)dy, se€l0,1),xe[0,AA]

and apply (1.2). In Section 5.2 we discuss the probabilistic formulation (1.3)—(1.4) in detail and show that it leads to
solutions of the 1SSP for the heat equation which are weaker than the classical solutions but stronger than the weak
solutions.

In the main result (Theorem 1.2), we fixa T € (0, 0o) and encode the paths of the particles in (our version of) MDLA on
[0, T] by their empirical measure %"V, viewed as a random element of P(D([0, T +1], RR?)). The latter denotes the space
of probability measures on D([0, T + 1], RY), the set of cadlag paths [0, T 4 1] — R carrying the Skorokhod M1 metric,
endowed with the topology of weak convergence. Here, for technical reasons, we need to consider the dynamics of the
particles and of the aggregate on the extended interval [—1, T'4- 1], assuming that the particle paths are constant on [—1, 0]
and the aggregate is equal to I‘(/)V_ on [—1,0). The growing aggregate ' is captured by the Euclidean distance function
D,N (x):= minyel‘,’\’ |x — y|, regarded as a random element of C(R?, D([—1, T +1],R)), the space of continuous functions

RY — D([—1, T + 1], R) with the topology of uniform convergence. Finally, we introduce the following assumption.

Assumption 1.1.

(a) The empirical measures (,u())( ‘N) NeN of initial particle locations converge in distribution on P(Rd Yas N > ootoa
deterministic limit u())( .

(b) The deterministic distance functions D(])V_(~) = miny er). | - —y|, N € N converge in C (R4, R) to a limit Do_(-) as
N — 0.

(c) The diameters of all connected components of all )Y , N € N are bounded below by a positive constant.

(d) For the closed set 'g— :={x € RY Dy—_(x) = 0}, the Lebesgue measure of the symmetric difference FO_AI‘(’)V_ tends
to0as N — oo.

Our main theorem, Theorem 1.2, follows from Propositions 3.2, 5.7 and Theorem 4.1. (The fact that our version of
MDLA adheres to Assumptions 2.5, 2.8, required in the latter results, is the subject of Remark 2.9.)

Theorem 1.2.

(@) Any subsequence of (W, DN)nen has a further subsequence converging in distribution on P(D([0, T + 1], R%)) x
CR?, D(—1, T + 1], R)) under Assumption 1.1(a)—~(b). Moreover, for almost every realization (uX (w), D(w)) of a
weak limit point of (,LLX’N, DN)nen, the non-decreasing family (I';(w)):cp0,71 := ({x € RY: D (w; x) =0})seq0,171 Of
closed subsets ofRd satisfies To— C To(w) and Ty (w) =, ;<7 s (@), 1 € [0, T).

(b) For d =2 and for almost every realization (WX (w), D(w)) of a limit point,

(b.1) under Assumption 1.1(a)—(c), the canonical process under uX (w) has the form Xo + Bz, t € [0, T, where
t:=inf{t > 0: Xo + B; € T'y(w)}, B is a Brownian motion, and X is an independent random variable with
the distribution /,L())( ,

11t follows from the results of [11] that this set is a union of a countable number of disjoint intervals.
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(b.2) under Assumption 1.1(a)—~(d), fr,(w)\ro, p(x)dx > E[p(Xo + Br)ljz<y] for all ¢ € CX(R?,[0,00)), t €
[0, T].

Theorem 1.2(b) says that, for d =2 and under Assumption 1.1(a)—(d), the growing aggregate I"(w) associated with
almost every realization (u* (w), D(w)) satisfies the probabilistic formulation of the 1SSP for the heat equation, where
x(t,x) =1r,(x), except that (1.3) holds with an inequality instead of an equality. In Section 5.3 we give an example which
illustrates that, for a general limit point of MDLA, one cannot expect to find a x satisfying (1.4) and such that (1.3) holds
with an equality, even for densities of X that are uniformly close to 0. In such cases, the density of absorbed particles in

the aggregate is too low, which is due to the multitude of microscopic holes formed when the N 3 x N7? squares are
attached to the aggregate in a “disorderly” fashion. The density of the resulting “solid” crystal is lower and its enthalpy
is higher than normal. The resulting object is sometimes referred to as a “mushy region” (see, e.g., [65]). Theorem 1.2
and the example in Section 5.3, for the first time, show rigorously the extent to which a scaled two-dimensional MDLA
system is connected to the associated free boundary problem — a connection that has only been investigated numerically
to date.

Remark 1.3. Note that the convergence result in Theorem 1.2 is established for the empirical measures of paths of the
underlying stochastic processes. This is in contrast with most related results (see, e.g., [8,21,33]), where the convergence
is established only for the empirical measures at fixed times. Since the convergence of the finite-dimensional distributions
does not imply the convergence of the stochastic processes, the aforementioned results do not lead to a probabilistic
solution of a Stefan problem and, instead, connect the limiting fixed time distributions to a PDE solution, whose existence
and uniqueness are established using different methods. We, on the contrary, study a Stefan problem for which neither
existence nor uniqueness is known, which naturally leads us to consider the notion of a probabilistic solution (that has
turned out to be the correct notion of solution for the one-dimensional single-phase supercooled Stefan problem, see, e.g.,
[11]). As the probabilistic solution is defined in terms of a distribution on the space of paths, we consider the limit points
of the empirical measures of the particles’ paths.

The rest of the paper is structured as follows. In Section 2, we define the general growth processes studied herein.
Sections 3, 4, and 5 then provide the proofs of Theorem 1.2(a), (b.1), and (b.2), respectively, for these processes. One
of the main technical contributions of the paper is Proposition 4.11, which shows the stability of a certain “crossing
property” of planar Brownian motion, interesting on its own and explaining why Theorem 1.2(b) is restricted to d = 2.
Another result, interesting in its own right, is stated in Propositions 5.5 and 5.6, which show that a classical solution to the
single-phase supercooled Stefan problem must be a probabilistic solution and that a probabilistic solution must be a weak
solution (in the PDE sense). The example mentioned in the preceding paragraph is described at the end of Section 5.3.
We close with an appendix, which contains the verification that the version of MDLA described in this introduction falls
into the framework of Section 2.

2. Preliminaries on a class of external MDLA processes

In the definition of our class of external MDLA processes we use the following notations. We fix a d € N, take for each

N € N the hypercubic lattice Zy :=Z¢ /N a , and write Cy for the set of translates of the hypercube [— N~ a /2, N~ a /214
by elements of Zy. Clearly, the union of all elements of Cy is R?, and the intersection of any two elements of Cy is a
Lebesgue null set. Consider now an initial aggregate F(])Vf (“seed”) which is a union of elements of Cy. Without loss of

generality we assume that the Lebesgue measure of R \ I‘{)V_ is at least 1. Finally, for a fixed T € (0, 00), we let

SILN 2N SN,N
(X, XL X )te[O,T—i—l]

be a (Zy)" -valued cadlag process. We refer to it as the underlying particle system.

Definition 2.1. For a given underlying particle system and seed F{)V_ C R? which is a union of hypercubes from Cy, the
associated external MDLA process consists of the (Z )Y -valued stochastic (“particles”) process

1,N 2,N N,N
(P ERID G ¢ )IE[QT]

and a random non-decreasing family {F,N }te[—1,7] of closed subsets of R? (“aggregate™) such that
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. X;*N=§Zj~ANT,._N,ze[0, T),i=1,2,..., N, where
2.1) ooV =inf{r > 0:dist(XiV, TN ) <N"d/2), i=1,2,... NandT) := | J TV,

O<s<t

e TN=T} ,1e[-1,0),
e at every hitting time 7>V, the set Fi\,{ y 18 given by the union of Fi\; ~_ with all sets C, such that C is a connected

union of cubes in Cy whose centers belong to {Xi;_lx,, Xf,% R X?,’,{,V} and C N F?{N_ # &, and the set 'V remains
unchanged between these hitting times.

Remark 2.2. One could let 75N := inf{r >0 dist()? ;N Flj\i ) = 0} in Definition 2.1 and, at any such hitting time, grow
the aggregate by only adding the hypercube from which the hitting particle entered it. This would not affect our results,
except that Example 5.8 would be more difficult to analyze.

Remark 2.3. One could also study an internal MDLA process in which particles are absorbed upon exiting the aggregate:

N .= inf{r > 0: dist()?;"N, I‘,Ai) > N*5/2}. The main results of Sections 3 and 4 hold for internal MDLA processes
(as well as for other growth processes, see Remarks 3.3 and 4.2). However, the results of Section 5 would change. The
limit points of internal MDLA processes are associated with the regular, rather than supercooled, version of the Stefan
problem. The former is much better understood than the latter and, naturally, much more is known about scaling limits of
internal MDLA processes, so we focus on external MDLA processes herein.

It is clear that for any given underlying particle system and seed, Definition 2.1 uniquely determines the aggregate I'V
on [—1, T']. Informally speaking, whenever a particle finds itself in a hypercube adjacent to the aggregate, the hypercube
is instantaneously added to the aggregate. The choice of hypercubes as the “building blocks” of the aggregate is made for
convenience — we expect our results to apply for any other natural family of partitions of R?, provided the diameters of
the partition elements decay at the rate of N~ 4. It is clear as well that the sets {FtN }te[—1,7] increase by jumps only, with
a total of at most N jumps, and that the right-continuity 'Y = (0, _,_; TN, t € [—1, T) holds. The domain of the time
index of I'V is extended from [0, 7] to [—1, T] in order to yield a precise meaning to F(I)Vf. Also for technical reasons, we
consider the underlying particle system on the extended time interval [0, T 4 1].

While Definition 2.1 amounts to a very general class of external MDLA processes, our results require further assump-
tions. To state the first assumption, we introduce the empirical measure of the particle paths:

N
= 1
(2.2) pN = 5 > 8w
i=1

which is a random probability measure on the Skorokhod space D([0, T + 1], RY) of cadlag functions [0, T 4+ 1] — R,
As stated in Section 1, we equip D([0, T + 1], R?) with the Skorokhod M1 metric, making it a complete separable metric
space (see, e.g., [26,68]), and denote by P(D([0, T + 1], RNd)) the space of probability measures on D([0, T + 1], ]Rd)
endowed with the topology of weak convergence. Thus, XV is a random element of P(D([0, T + 1], R?)). Our first
assumption says that the input of the external MDLA process, encoded by 1%V and F(I)V_, converges as N — oo. This is
the minimal assumption (up to the distinction between the full sequence and its subsequences) needed for the existence
of limit points of external MDLA (Section 3).

Assumption 2.4. The seed F(’)V_ tends to a closed set I'g_ C R? in the distance sense:2
(2.3) lim dist(x, [ ) =dist(x, o), xeR?,
N—o0

The empirical measure ,u}? N converges in distribution as a random element of P(D([0, T + 1], R9)Y).

An example of a particle system satisfying Assumption 2.4 is the system of i.i.d. continuous-time simple symmetric

random walks with jump rates N . More generally, if the underlying particle system {)~( LN }[N: | has a symmetric distribu-
tion and satisfies certain regularity conditions, then the propagation of chaos holds, i.e., the convergence of the empirical

2Such a convergence is also known as the Painlevé-Kuratowski convergence, see [46, Corollary 4.7].
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measure of {i S‘N};V: | to a deterministic limit implies the convergence of uX-N. We refer to [62] for a detailed study of
the chaoticity property.

The next assumption ensures that the underlying particles make only nearest neighbor jumps and that their empirical
measure converges to a Wiener measure. It is crucial for our description of the limiting particles as absorbed Brownian
motions (Section 4).

Assumption 2.5. For any large enough N € N, with probability one, we have

2.4) )N(f’N—liP)N(é’N‘e{O,N_z]‘l}, tel0,T+1],i=1,2,...,N,
STt

and the diameters of all connected components of all ') , N € N are bounded below by a positive constant. In addition,

Assumption 2.4 holds, and ,ui = limpy ;ﬁ? N almost surely equals to the distribution of the process (§ + B;)ic[0,7+1]
where £ is an R¢-valued random variable and B is a standard Brownian motion independent of .

Remark 2.6. Assumption 2.5 can, in fact, be relaxed by replacing B with (By,)/c[0,7+1], for any strictly increasing
stochastic process L. This, in particular, allows to consider more general dynamics, in which the diffusion takes place
at different rates in different locations, leading to a space-dependent diffusion coefficient in the associated heat equation
(4.3).

An example of a particle system fulfilling Assumption 2.5 is the system of i.i.d. continuous-time simple symmetric
random walks with jump rates Na.

Remark 2.7. As the volume of the aggregate grows by N ! every time a particle is absorbed, it makes sense to refer to
N~ as the size of a particle. Thus, the scaling of an MDLA process is determined by the asymptotic behavior of: (i) the
size of the particles, (ii) the size of their jumps (“space scaling”), and (iii) their speed (“time scaling”). We scale these
quantities as N~!, N _5, and N %, respectively. This choice is motivated by our goal to study the connection between
the scaling limits of MDLA processes and the Stefan problem (Section 5). The latter is a parabolic problem, which
explains the parabolic space-time scaling, and the size of the particles is scaled to ensure that their total size is of order

1 2
1. However, other scaling choices are possible, e.g., the choice of N 2 N"d,and N I+37 , with the additional assumption
that the particles are generated from a remote source at a rate of order N, is more natural for connecting the scaling limits
to the (elliptic) Hele-Shaw problem, which has been oftentimes alluded to in the physics literature.

The following assumption is used in Section 5 to establish a connection between the limit points of external MDLA
processes and the supercooled Stefan problem.

Assumption 2.8. As N — oo, the Lebesgue measure of the symmetric difference FO,AF(’)V_ tends to 0. In addition, for
any large enough N € N, with probability one,

(2.5) XpVerd, i=1,2,...,N,

(2.6) XN XN [0, T+ 11,0 # J.

Assumption 2.8 guarantees that the particles start outside of the seed and that no two particles can occupy the same site
(“exclusion rule”). Together with (2.4), it implies that, at any given time, the number of particles absorbed by the aggregate
coincides with the number of hypercubes from Cy added to the aggregate at that time. The latter can be interpreted as
an energy (or, density) conservation property and is discussed in more detail in connection with the Stefan problem,
in Section 5.3. Note that systems of i.i.d. continuous-time simple symmetric random walks violate Assumption 2.8.
Nonetheless, there are particle systems that satisfy Assumptions 2.5 and 2.8. An example is provided by the “bond
exclusion process”, which is described briefly in Section 1. Below we provide its detailed description (see also [62,
Chapter I, Section 3), Example d)]).

Remark 2.9. Consider N particles that, at time 0, are placed at distinct locations in Zy N (R? \F(I)V_) according to an
initial distribution that is symmetric across particles. A bond of Zy is a pair of sites x, y € Zy such that all coordinates

1
of x and y are equal, except for one which differs by exactly N~ @ between the two sites. To each bond we associate an
. . 2 L . . .
independent Poisson process of rate N /2. Every particle X"V, located at a site x, remains there until the first of the
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2d Poisson processes associated with the 2d bonds emanating from x jumps, at which time the particle jumps across the
corresponding bond. The particle at the other end of the bond, if present, is forced to also traverse the bond, and, therefore,
no two particles can occupy the same site. Thus, this underlying particle system satisfies Assumption 2.8, provided the
seed ['o— is approximated with sufficient precision by F(])Vf. It is shown in Proposition A.1 that the bond exclusion process

fulfills Assumption 2.5 also, provided that ,u()f’N = % ZLN=1 i tends to a deterministic limit.
0

Remark 2.10. We refer to the particle system described in the preceding paragraph as a bond exclusion process, following
[62]. The terminology used for this process in the existing literature is somewhat mixed: e.g., [8,33] refer to it as a “simple
(symmetric) exclusion process”, while [21] uses the same term for a slightly different particle system in which the Poisson
processes are associated to the particles (as opposed to the bonds), and where when a particle tries to move into a spot
occupied by another one it stays put instead. The latter system and the bond exclusion system described in the preceding
paragraph are similar in the sense that the empirical measures at fixed times in both systems have the same scaling limit,
as N — oo. This is, perhaps, why no clear distinction is made between the two systems in the works that consider the
empirical measures at fixed times only. On the other hand, herein, we consider limit points of the full empirical measures
defined on the space of the particles’ paths (see Remark 1.3 to recall why). The latter limit points are, in fact, different for
the two systems, as the dynamics of a representative particle are different: a particle in the bond exclusion process follows
arandom walk, while a particle in the alternative system slows down when there are more particles around it. This is why,
herein, it is important to differentiate between the two systems.

We note that the physically relevant quantities in an external MDLA process are given by the empirical measure of the
particle paths

N
1
(2.7) wN = 5 D bxin
i=1

and by the aggregate I'V. Herein, we establish the existence of limit points (in law) of the pair (u*X*¥,T'V) as N — oo,
and describe several important properties of those. In particular, we analyze the relationship between the particles and the
aggregate in a limiting process, and their connection to the supercooled Stefan problem.

Remark 2.11. One can, of course, encode an external MDLA process by (uX*¥, T'V), as the absorption times {t**N}V |
and the empirical measure of the particle paths wXN can then be reconstructed. However, a priori, the functional de-
pendence of 1" on (u*X-¥,T'N) may be lost when we pass to the N — oo limit (in law). In fact, one of the main
conclusions of our work (Theorem 4.1) is that, under Assumption 2.5 and for d € {1, 2}, this functional dependence is not
logt in the limit, so ~that almost every realization of ,uX =limy_ oo /LX N is the distribution of the canonical process under
wX :=limy_ o uXV stopped upon hitting the aggregate. The latter follows from the convergence of the absorption times
which, in turn, relies on Assumption 2.5 and on the stability of a “crossing property” of Brownian motion, known before
for d =1 and shown in Section 4.1 of this paper for d = 2.

3. Existence of limit points

In this section, we prove that, under Assumption 2.4, any sequence of external MDLA processes has a limit point in
distribution. Before proceeding to the result we discuss the topology used to define the convergence in distribution of
MDLA processes. First, we recall that, for a; < a; € Rand d € N, the space D([a1, a>], R9) of right-continuous functions
la1, az] — R? with left limits is equipped with the Skorokhod M1 metric. For technical reasons, we extend the particle
paths to (T, T + 1] constantly and make their empirical measure X' a random element of P(D([0, T + 1], R?)), the
space of probability measures on D([0, T + 1], R¢) with the topology of weak convergence.

Next, again for technical reasons, we allow the time index of the aggregate I'V to vary in [—1, T + 1] by setting

(3.1 rN=rl, te@ T+1]

We also notice that, at any time # € [—1, T + 1], the aggregate FtN is uniquely characterized by the associated distance
function

(3.2) DN (x) :=dist(x,TY) = min |x —y|, xeR%

yery
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The non-decreasing nature of the family {FtN }te[—1,7+17 and its right-continuity imply that the functions ¢ — DtN (x),
x € R are elements of D([—1, T + 1], R). On the other hand, the triangle inequality yields the 1-Lipschitz property of
X DtN(x), t € [—1, T + 1]. Thus, the random field

(3.3) (-1, T+1]xRY >R, (t,x)— D (x)

can be viewed as a random element of C(R?, D([—1, T + 1], R)). We equip the latter space with the topology of uniform
convergence on compacts induced by the M1 metric on D([—1, T + 1], R). This, in turn, induces a topology on the space
of paths of 'V, With this choice of the topology, the limit points of (I'") ycy correspond to the limit points of (D) yen.
As it is more convenient to work with distance functions, we analyze the limit points (in distribution) of external MDLA
processes directly as the limit points (in distribution) of (MX N DNy yen. Hereby, each (,uX N DNy s regarded as a
random element of P(D([0, T + 1], R%)) x C(RY, D([—1, T + 1], R)), and we put the product topology thereon.

Remark 3.1. The criterion for M1 convergence of monotone functions (see, e.g., [10, Theorem 4.2]) and the 1-Lipschitz
property of every x +— DtN (x) imply the following. For any subsequence of (DV)yecn converging almost surely in
C(Rd, D(—1,T + 1], R)), there almost surely exists a set of times T C [—1, T + 1] of full Lebesgue measure such
that x — DN (x) converges pointwise for all # € T. This shows the convergence of the corresponding subsequence of
(I'V)nen in the distance sense (or, equivalently, in the Painlevé-Kuratowski topology) for all # € T almost surely.

Proposition 3.2 is the main result of this section. It states that every subsequence of (,uX N DNy yey admits a further
subsequence converging in distribution.

Proposition 3.2. Under Assumption 2.4, any increasing infinite sequence in N has a subsequence along which
(SN, DN has a limit (uWX, D) in distribution. Moreover, if limy_, oo 1’ assigns probability one to C([0, T + 1], R?)
almost surely, then u* assigns probability one to C([0, T + 11, R?) almost surely.

Proof. Due to Prokhorov’s Theorem, it suffices to prove that the sequence of the respective laws of (X', DV)yen is
tight, i.e., that for any ¢ > 0, there exist compact sets K; C P(D([0, T + 1], Rd)) and K, C C(Rd, D(-1,T + 1], R))
with the property

(3.4) P(u*N ek, DN e K))>1—¢, NeN.

To construct K, we first infer from Assumption 2.4 that the respective laws of (/L)?’N )neN form a tight sequence.
Consequently, for any ¢ > 0, there exists a compact set K1 C P(D([0, T + 1], R4 )) such that

P(u¥N eK))>1-¢/2, NeN.

Let QS] ={weQ: /,L)? N(w) e K 1}. Then, Prokhorov’s Theorem implies that, for any &’ > 0, there exists a compact set
K{ c D([0, T + 11, RY) for which

Mi’N(w)(Ki) >1—¢, weQ) NeN.

Due to the characterization of compactness in D([0, T + 1], R9) of [68, Theorem 12.12.2], the latter givgs a uniform
boundedness and a uniform oscillation estimate on at least N (1 — ¢’) paths of the underlying particles {X*V (w)}f.V: 1
for all w € Qé\' and all N € N. Clearly, the corresponding stopped particle paths X"V (w) satisfy the same uniform
boundedness and uniform oscillation estimates. Applying the reverse direction of Prokhorov’s Theorem we conclude that
there is a compact K1 C P(D([0, T + 1], R?)) such that XV (w) € K; for all w € Q(])V and all N € N. This finishes the
construction of K1, as we recall that }P’(Q(’)V) >1—¢/2, NeN.

It remains to show that, for any ¢ > 0, we can select a compact set K> C C(Rd, D(—1,T + 1], R)) so that ]P’(DN €
K>) > 1—¢/2, N € N. Since the space C(R?, D([—1, T + 1], R)) is equipped with the topology of uniform convergence
on compacts, it suffices to verify that, for any compact set K C R? and any € > 0, we can find a compact set I?z C
C(K,D([—1,T + 1], R)) such that ]P’(DN|K € I/(\Q) > 1—7¢, N € N. We claim that the closure of {DN(w)|K tweQ,Ne
N} in C(K,D([—1, T + 1], R)) can serve as K» for any € > 0. By the Arzela-Ascoli Theorem for general topological
spaces (see, e.g., [28, Chapter 7, Theorem 17]), it is enough to check that the functions x DN (w)(x) from K to
D(—1,T + 1], R) are equicontinuous and that the set (DN (0)(x) :w0 € 2, N eN}is precompact in D([—1, T + 1], R)
for every x € K. The former is a consequence of the fact that the M1-distance between any DV (w)(x), DN (w)(x’) is
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at most |[x — x'|, as can be inferred by choosing synchronous parametrizations for the two functions and noticing that
they differ by at most |x — x’| pointwise. On the other hand, the precompactness of the set {DN (w)(x) :w € Q, N €
N}, for every x € K, follows from the constancy on [—1,0], [T, T + 1] and the monotonicity of this set’s elements,
SUP N eN, we® Dfl (w)(x) = supyp dist(x, F(I)V_) < 00 (cf. (2.3)), and the precompactness criterion for D([—1, T + 1], R)
of [68, Theorem 12.12.2].

Thus far, we have shown that the sequence of the respective laws of (uSN, DV)yen is tight. Now, suppose that
limy 00 ,ui( N assigns probability one to C ([0, T + 1], R?) almost surely. Thanks to the tightness of the respective
laws of (u*V, 1*N)yen and to the Skorokhod Representation Theorem (see [15, Chapter 3, Theorem 5.1]), we may
assume that there exists an 1 C 2 such that P(21) = 1 and for all w € 21, the limits limy_, MX’N(a)), /LX(Q)) =
limpy s o0 ,ux ‘N (w) exist and the former assign~s probability one to C([0, T + 1], R4 ). Here, to simplify notation, we have
relabeled the convergent subsequence of (MX N ,uX Ny yen. Since the MI-convergence to a continuous limit implies
the uniform convergence to that limit (see, e.g., [10, Theorem 4.2]), it is easy to check (e.g., by an application of the
Skorokhod Representation Theorem for D([0, T + 1], R?)) that the sequence (uX-N (w))yen is C-tight in the sense of
[26, Chapter VI, Definition 3.25] for all w € 1. As the oscillations and the absolute values of a stopped path do not
exceed those of the original path, we deduce that the sequence (N (@) yen is also C-tight for all w € 2. (Formally,
the latter follows from [26, Chapter VI, Theorem 3.21 and Proposition 3.26, (i) < (iii)].) In particular, its limit % (w)
assigns probability one to C ([0, T + 1], R?) for all w € Q. (]

Remark 3.3. The proof of Proposition 3.2 reveals that Assumption 2.4 can be slightly relaxed. Instead of requiring that
dist(-, F(’)V_) and ,uX N converge, it is enough to require that the sequence (dist(x, I‘(’)V_)) Nen is bounded for each x € RY

and that any subsequence of (ui Ny nen has a limit point. Moreover, the proof of Proposition 3.2 does not fully utilize
the structure of an external MDLA process. Namely, as long as Assumption 2.4 (or the relaxation just mentioned) holds
for {X*N }1N= {» Proposition 3.2 applies to any family of processes {X LN }1N= | Whose paths are constructed by stopping the
respective paths of (XIN }INZ | in some manner (possibly not even at stopping times) and to any non-decreasing right-
continuous family {FtN }tefo,1 of closed subsets of R,

Note that every limit point D of (DV)yen defines a limiting aggregate:
(3.5) Ii={xeR":D(x)=0}, te[-1,T+II

The Skorokhod Representation Theorem for C(Rd ,D([—1, T + 1], R)) and the characterization of M1 convergence for
monotone functions in [10, Theorem 4.2] yield that, with probability one, all functions ¢ > D;(x), x € RY are non-
increasing and all functions x — D;(x), t € [—1, T + 1] are 1-Lipschitz. This observation implies that, with probability
one, the family {I';};c[—1,7+1] consists of closed subsets of R? and is non-decreasing. It is also clear that I". is constant on
[—1,0) and on [T, T + 1]. Finally, we claim that {I';};¢[—1,7+1] s right-continuous, in the sense that I'; = ﬂthTﬂ I,
te[—1,T +1). Indeed, ', C ﬂ,qf“_l Iy, t €[—1,T + 1). Moreover, if there existed an x € ml<s§T+l I'y such that
x ¢ T'y, then D;(x) > 0 while Dg(x) =0, t <s <T + 1, contradicting the right-continuity of D.(x).

Remark 3.4. We point out that, with probability one, the union of the discontinuity times of 7 > D, (x) over all x € R¢
is countable. This is due to the 1-Lipschitz property of x +— D;(x), t € [—1, T + 1] which lets us take the union over
all x € Q7 only. We refer to the complement of that union as the set of continuity times of D. If a subsequence of
(DN)yen converges to D in distribution (as in Proposition 3.2), then the Skorokhod Representation Theorem allows us
to find realizations of the random variables involved such that, with probability one, for all compact sets K C R? and all
continuity times ¢ of D, it holds sup, . g |DtN (x) — Dy(x)| — 0 along the subsequence in consideration. (Here, we use the
1-Lipschitz property of x — D,N (x).)

4. Limit points as absorbed Brownian motions

Pick a limit point (1%, D) in distribution of a sequence of external MDLA processes, as in Proposition 3.2, and define I
as the aggregate associated with D via (3.5). Recall that, under Assumption 2.5, the empirical measure of the underlying
particle paths converges to the law of a standard Brownian motion with an independent initial condition &. The goal of
this section is to show that, under Assumption 2.5 and with d € {1, 2}, almost every realization of /LX is the distribution
of a standard Brownian motion started from & and absorbed upon hitting the aggregate I'. Theorem 4.1 gives the formal
statement.
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Theorem 4.1. For d € {1,2} and under Assumption 2.5, let (MX, D), defined on a probability space (2, F,P), be a
limit point in distribution of a sequence of MDLA processes as in Proposition 3.2. Then, for P-almost every w € €,
the projection of MX (w) onto P(C([0, T], Rd)), i.e., the restriction of this measure to shorter paths, coincides with the
distribution of the stochastic process

(41) a'_) (%(a) + er(w,@)(a))telo’”,

where & and B are instances of the random objects in Assumption 2.5, defined on another probability space (ﬁ, F , @),
and

4.2) (0, ) = inf{r € [0, T]: D;(»)(§@) + B:(@)) =0}.

The proof of Theorem 4.1 is provided in Section 4.2. It relies on the convergence of the absorption times involved,
which, in turn, follows from the stability of a “crossing property” of Brownian motion in dimensions one and two, shown
in Section 4.1. The latter result is well-known in dimension one, but its analogue for a planar Brownian motion is new and
constitutes the main technical contribution of this paper, interesting on its own. The proof of the stability of the crossing
property explains why we restrict the scope of Theorem 4.1 to d € {1, 2} and to Brownian limit points.

Remark 4.2. As alluded to in Remark 2.6, Theorem 4.1 and its proof hold also for limiting particles that are time-changed
Brownian motions, since the findings of Section 4.1 hold for such processes. Moreover, similarly to the case of Propo-
sition 3.2, the proof of Theorem 4.1 does not utilize the full structure of external MDLA processes (cf. Remark 3.3). In
particular, provided the underlying particle system (XN }1N= | satisfies Assumption 2.5 (or its aforementioned relaxation),
Theorem 4.1 applies to any non-decreasing right-continuous family I'V = {FtN }refo.7) of closed subsets of RY, in which
all points of every F;N can be connected to F(Z)V_ by a continuous curve in F;N , and to any family of processes {XV }lN= 1
whose paths are obtained from the respective paths of {)N( iN }lN: | by stopping them upon hitting v,

Among other things, Theorem 4.1 allows us to describe the limit points of external MDLA processes in terms of
the associated PDEs. To this end, we fix an w € Q and consider the time-¢ distributions of the canonical process on
C ([0, T1, RY) under pu*X (w). By Theorem 4.1, those equal the time-# distributions of a Brownian motion absorbed upon
hitting I' (w), for P-almost every w. A comparison with the unabsorbed Brownian motion reveals that the restrictions of
the latter time-¢ distributions to R? \ I'; () admit density functions, which we denote by u(z, -), dropping the dependence
on o for brevity. A straightforward application of Itd’s formula then shows that u is a weak solution (in the PDE sense)
of the heat equation

4.3) du = %Au on 07 (w) := {(t,x) € (0, TIx RY : x ¢ T ()}

with the restriction of the law of & to R?\I'g(w) as the initial condition and a zero lateral boundary condition. In fact,
Weyl’s Lemma (see, e.g., [37, p. 90, step 4]) yields u € C*°(Q7(w), R) and that it fulfills (4.3) pointwise. We can also
ensure that the initial condition holds classically. However, in general, the zero lateral boundary condition only holds
in a weak sense. The described Cauchy—Dirichlet problem (or, equivalently, its probabilistic formulation in terms of an
absorbed Brownian motion) uniquely determines u for each I' (w). One might conjecture that, in addition, the limit points
of external MDLA processes satisfy the Stefan free-boundary condition which uniquely determines I'(w), as in the case
d =1 (see [11]). We address this conjecture in Section 5.3.

4.1. Crossing property and its stability

Section 4.1 is devoted to the stability of the crossing property of Brownian motion, employed in the proof of Theorem 4.1
and valuable by itself. The precise result is provided below, in Proposition 4.11 and Corollary 4.13. Since its proof is
trivial for d = 1, we focus on the case d = 2 in most of the subsequent statements.

We begin with the notion of the winding number and its connection to the first enclosing time of a point by a continuous
curve on the plane.3 To this end, for x,y,z € R2, with x # 7 # y, we write arg(z, x;y) € [—m, ) for the angular
coordinate of y in the polar coordinate system centered at z and rotated so that arg(z, x; x) =0.

3The upcoming preliminaries on the winding number are essentially known. However, the authors are unaware of a reference containing the exact facts
needed herein, and thus give detailed proofs. In contrast, the case of a continuous curve sampled from the law of a planar Brownian motion has been
studied extensively, see, e.g., the celebrated result in [56], its alternative proof in [16], and its generalizations in [44] and in [5].
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Definition 4.3. For a point z = (z1, 22) € R2, a continuous curve y :lay, a2] — R2, and times a; < f; < > < ay such that
Z& V.0 =1y (@) : t €11, 12]}, the winding number with respect to z of the arc of y over [t1, f;] is defined by

o0
(4.4) Wnd(z, yiti )=y 0",

n=1

where 0™ :=arg(z, y (" V) y (™)), n > 1;1© :=¢; and, forn > 1,
. _ b _
™ ::mf{t €[V 0] arg(z, @1+ 1,22 ¥ () € SZ arg(z, v (r"7V); v () #0} At

The uniform continuity of y and z ¢ y,.1,] imply that the terms of the sequence (rV),cn equal #, from some
no € N on, and the series in (4.4) has a finite number of non-zero summands. It is also clear from the definition that
Wnd(z, y;t1, ) =Wnd(z,y o AL A(t1), A(f2)) for any continuous increasing function A on [t1, #2], i.e., the winding
number is stable with respect to reparametrizations that preserve the curve orientation. In addition, the winding number
with respect to 0 of a curve y does not change if y is scaled by a positive multiple, i.e., the winding number is stable
with respect to space scaling. Lastly, we note that, for any « € (0, 2r), the winding number Wnd(z, y; t1, ) belongs to
[—a, ] when yj, 1,1 is contained in a cone of angle o centered at z. We use these observations repeatedly.

Next, we recall that the winding number of a piecewise smooth closed curve on the plane can be defined in terms of
a contour integral. The following lemma shows, in particular, that Definition 4.3 is consistent with the contour integral
definition, and, in some sense, can be reduced to it even if y is not piecewise smooth, provided y|[ 1] is closed. To state
this result, we identify R> with the complex plane C.

Lemma 4.4. Let y : [a1,a2] — C be a continuous curve whose arc over [t1, 2] is closed, i.e., y(t1) = y(t2), and let
z € C be such that z & y|s, 1, Write {I(")}ZO:O for the stopping times associated with (z,y; t1, t2), as in Definition 4.3.
Then, there exists an o > 0, which can be chosen as a non-decreasing function of minsey, ,1 |y (t) — z| such that, for any
e € (0, 89) and any piecewise smooth curve ¢ : [t1, t2] — C satisfying ¢(zt™) =y (™), n > 0 and max;ef,n] 1£ () —
y(t)| < &, we have

dw.

1 1
4.5) Wnd(z, y; 11, 1) = ~ yg
L Jew—2

Proof. We assume without loss of generality that z = 0, set &9 = minse, 1,1 | (¢)|/2 > 0, and denote by 90 (gp) the
circle of radius o around 0. We then claim that, for any ¢ € (0, g9) and any ¢ satisfying the conditions in the lemma, it
holds

() o 1 1
(4.6) —d¢(@t)=i0"" + —dw — —dw, n>1,
=1 £ (1) (=) W NORY

where each £ is the oriented segment of the line going through y () = ¢ (™) and 0 that connects the former point
to dO(gp). The claim is readily verified by considering the contour obtained by the orientation reversal of £"*~1 and its
concatenation with {1 zmys £™ and the appropriate arc of 30 (g9). Indeed, Cauchy’s Integral Theorem implies that
the integral of w — % along this contour vanishes (because 0 lies on the outside of the contour by the definition of 7"
and the choice of ¢).

Summing (4.6) overn = 1,2, ..., ng, where n is the smallest index such that 7 = 70 =, n > n(, and observing
that £© and £0) refer to the same oriented segment due to y(r(o)) =yt) =y = )/(‘L'("O)), we deduce

no

1
—de()=i ) 0™ =iwnd(0,y;n,n),
5] ;(t) r;

n

from which (4.5) follows immediately. ([l

The right-hand side of (4.5) belongs to 27 Z (see, e.g., [48, Theorem 10.10]). Hence, since every closed arc of a
continuous curve y admits a piecewise smooth approximation ¢ as described in Lemma 4.4, we conclude that the winding
number of a closed arc of a continuous curve with respect to a point not on this arc is also an element of 2w Z.

Next, we show the continuity of the winding number, used in the subsequent analysis.



670 S. Nadtochiy, M. Shkolnikov and X. Zhang

Lemma 4.5. Let y : [ay, a2] — C be a continuous curve and let z € C\y|q4, 4,1 Then, the function s — Wnd(z, y; s, t)
(resp. t — Wnd(z, y; s, t)) is continuous on [ay,t) (resp. (s, az]) for every t € (a1, az] (resp. s € [a1, a2)). In addition,
¥ > Wnd(z, ¥; a1, az) is continuous on the set {y € C([a1,a2],C) : Y(a1) = Y(a2), 2 ¢ Via,.ar]} in the topology of uni-
form convergence.

Proof. The first statement follows from the additivity of the winding number:
4.7 Wnd(z, y;t1, t2) +Wnd(z, y; 2, 3) =Wnd(z, y; 11,13), a1 <t <t <B3 <a.

The above additivity is verified directly from Definition 4.3 for sufficiently small t3 — 12, such that yy, ;;] is contained in
a cone of angle 7 /2 centered at z. The general case, then, follows by partitioning [#1, 73] into sufficiently small intervals.

The continuity of Wnd(z, -; a1, az) results from Lemma 4.4. Indeed, take (y ®)ien, y© in {7 € C([a1, a2],C) :
V(@) = 7(@2), 2  Viay.ay)} With maxg, 4,1 |y ® — y©| — 0 as k — oo. For every k € N, we choose a finite interval
partition IT® of [a;, a»] whose break points include the stopping times {r(k*”)}flozo associated with y ®) per Definition 4.3,
as well as the corresponding stopping times {t("o’”)};‘:"zo associated with y . Moreover, let { ® be the closed continuous
curve interpolating linearly, on the intervals of TT®), between the values of y®). We can ensure that the mesh of 1%
tends to 0 as k — oo and that it holds

) 1 1
4.8) Wnd(z, y*“iay, az) = - dw, keN
iJeww—z

(see Lemma 4.4). If needed, we refine ® | without altering g“(k), so that there exists a break point of ™ between any
two neighboring 700 apd ¢(e0n), Hereby, since all curves involved are closed, we treat the time domain [a, 2] as a
circle (after identifying a; with a») when determining which break points of T1®) are neighboring.

Further, for every k € N, we define EUO by interpolating linearly between the values of y (° at the points {t("o’”)}ff):0
and the values of ¢(* at the other break points of IT¥). Then, upon associating &9 > 0 with ¥(*® via Lemma 4.4,
Max(g, .4, 1L ® — 3| < g for all k € N large enough, and for such ,

1 1
(4.9) wnd(z,y i ara2) = § b du
1 E(’O w—2z

by Lemma 4.4. Note that { ®) and E(k) differ only on the time intervals bounded by a t(®>") and a neighboring break point

of TT®, We write Iik’n) and Iik’”) for these intervals. The concatenation of the arc of ¢®) over Iik’”) U Ij_k’") with the
L
w—z
to 0, for all k € N large enough, by Cauchy’s Integral Theorem (recall that z ¢ y[(;oflz]). Thus, the right-hand sides of (4.8)

and (4.9) coincide for all k¥ € N large enough, implying the same for the left-hand sides. (]

orientation-reversed arc of E(k) over 15y Ij_lc’") leads to a closed contour along which the function w +— integrates

The additivity property (4.9) reveals that the winding number with respect to z of a continuous curve y does not change
if y is rotated around z. This can be seen by splitting y into arcs, each contained in a cone of angle less than 7 centered
at z, and obtaining the rotational invariance of the winding numbers of these arcs directly from Definition 4.3. It is also
worth recording that the continuous functional Wnd(z, -; ai, az) with values in 27 Z must be constant in a neighborhood
of every closed continuous curve on [a1, az] that does not pass through z.

We can now turn our attention to the connection between the winding number and the question of whether a point
is enclosed by a curve. The following corollary of Lemma 4.4 shows that, if the winding number with respect to z of a
closed arc of a continuous curve is non-zero, then z is enclosed by this arc.

Corollary 4.6. Let y : [a1,a2] — R2 be a continuous curve whose arc over [11, tz] is closed, i.e., y(t1) =y (t2), and let
z € R? be so that 7 ¢ Viti.on)- IfWnd(z, y; t1, 12) # 0, then z belongs to a bounded connected component of R%\ Yiti.i2]-

Proof. We argue by contradiction and assume that z belongs to the unbounded connected component of R? \ y(, 1,]-
Then, there exists a semi-infinite continuous path A connecting z to infinity without intersecting y[;, 1,]. Next, we consider
any ¢ satisfying the conditions of Lemma 4.4 that is sufficiently close to y, so that {|;, ;,] does not intersect A. Then, z is
in the unbounded connected component of R? \ {[11.1,]> and the right-hand side of (4.5) vanishes by [48, Theorem 10.10].
Therefore, Wnd(z, y; t1, t2) = 0 by Lemma 4.4, which gives us the desired contradiction. O

Motivated by Corollary 4.6, we introduce the following definition.
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Fig. 2. The left panel visualizes the proof of Lemma 4.9: z = 0, the blue circle is ¥[q, 1], the orange arc is ]33], the green circle is 901, the red
circle is d Oy, the purple circle is 303, and the brown circle is dO4. The right panel visualizes the proof of Lemma 4.12: z =0, Btz0 =B =(1,0),
B,Zl = Btz2 = (11/8,0), the blue circle represents B[Zt() 1] (not actually a circle in the proof), the orange circle represents B[zt1 ] (not actually a circle in
the proof), the green circle is 0 01, the red circle is d O3, and the purple circle is 3 O3.

Definition 4.7. The first enclosing time of a point z € R2 by the arc over [t1, 2] of a continuous curve y : [a1, az] — R2,
with z & |4 1,], 1S defined by

T.(z,y7;t1, ) = inf{t € [t1, 1] :3s € [t1,t) with y(s) = y(¢t) and Wnd(z, y; 5, t) # O}.

The continuity of y and Wnd(z, y; -, -) (cf. (4.7)) implies that, if T.(z, y; t1, #2) < 0o (as usual, we set inf & = 00),
then

35 € [t1, Te(z, y: 1. 12)) 1y () =y (Te(z, i 11, 12))  and  Wnd(z, y:s, Te(z, i 11, 12)) #O0.

Remark 4.8. The latter observation together with Corollary 4.6 reveal that, whenever T, := T.(z, ¥; t1, t2) < 00, there
isan s € [#1, T;) such that y (s) = y(T,) and z lies in a bounded connected component of R2 \ Vs, Te]-

We can now proceed to the crossing property of planar Brownian motion and to the stability of this property. The
next lemma is similar to [34, Section VII.1, Lemma 1]. It shows that almost every path of a planar Brownian motion
immediately encloses its initial point. The main difference between our lemma and [34, Section VII.1, Lemma 1] is in the
definition of the first enclosing time. Herein, we require a non-zero winding number to declare that a point is enclosed
(see Definition 4.7), while [34, Section VII.1, Lemma 1] labels a point as enclosed when it lies in a bounded connected
component of the complement of the curve. The former implies the latter by Corollary 4.6. In the remainder of this
subsection, we denote by B? the planar Brownian motion started from z € R?, constructed on a probability space with a
probability measure PP, and let

(4.10) ti:=inf{t >0:|Bf —z|=r}, r>0.
We also regard the realizations of B? as curves in R? whenever needed.
Lemma 4.9. Forall z € R? and § > 0, it holds*

4.11) %;%IE”(TC(Z, B 15, tf) < o00) = 1.

4The measurability of the event {T.(z, B%; ‘L’(SZ/, r§) < 0o} follows from the measurability of the winding number, which, in turn, can be verified directly
from Definition 4.3.
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Proof. By the translation invariance of Brownian motion we may assume that z = 0. Further, the strong Markov property
and the scale invariance of Brownian motion yield

n—1

B(Te(0, BY: )y 70) = o0) < ﬂ”(ﬂ (70, B 0y ) = oo}) = B(z(0. % 1) =00)’. n= 1.

m=0

Thus, it suffices to prove that P(T. (0, BY: r?, rg) =00) < 1.

A visualization of the remainder of the proof is given by the left panel of Figure 2. For convenience, we take BS =
1

(1,0) € R2. We further introduce a continuously differentiable curve y : [0, 3] — R? obtained by the concatenation of
¥ :10,1] = R?and 7 : [1, 3] — R?, where

o Y(t) = (cos(2mt), sin(2mt)), t € [0, 1],
° ')7(1,2) C 01, with O being the open ball of radius 3/8 around (9/8, 0),
o Y(t)=(9/8+cos(m(t — 1)/2)/4, sin(m(t — 1)/2)/4), t € [2, 3].

We note that (2) = (9/8, 1/4); ¥(3) = (7/8, 0); ¥12.31N O2 = &, where O3 is the open ball of radius 1/16 around (1, 0);
and 71,31 C O;.

Let us show that y admits a neighborhood in the topology of uniform convergence such that any curve therein encloses
0. To this end, we consider the curve ¥ given by the constant extension of ¥ to the time interval [0, 2], i.e., Y (¢) =
y(), t €[0,1] and y(t) = Y (1), t € (1,2]. Lemma 4.5 yields the existence of an &; > 0 such that Wnd(0, ¢; 0,2) =
Wnd(0, ¥; 0,2) = 2 for any closed continuous curve ¢ : [0,2] — R? with max;e[o,2] [c() —¥(t)] < &1. Then, for all
& € (0, &1 A (1/16)) small enough and any continuous curve ¢ : [0, 3] — R? with maxe[o,3] £ (t) — y (t)| < 2, we have:

£(2) ¢ O3, where O3 is the open ball of radius 17/16 around 0;

12(3)| < 15/16;

(31N 02 =9,

(1,31 C O1;

£(0),¢(1) € Oy;

10,11 N O4 = @, where Oy is the open ball of radius 15/16 around 0;
{141 N 82,31 = 9;

Z[0,1/4] and ¢y1,3) are each contained in a cone of angle 57r/8 centered at 0.

For any ¢ as described, we let ¢:[0,2] — R2 be an extension of the arc of ¢ over [0, 1] which linearly interpolates
between ¢ (1) and ¢(0) on the time interval [1, 2]. Note that ¢ is a closed continuous curve in the &1-neighborhood of
¥, thus, Wnd(0, ; 0, 2) = 27, and O lies in a bounded connected component of R? \ E[o,z] by Corollary 4.6. Moreover,
the line segment connecting 0 and ¢(3) belongs to O4 and, hence, cannot intersect E[o,z], so that ¢ (3) lies in a bounded
connected component of R? \E[o,z] as well. On the other hand, ¢(2) ¢ O3 while E[o,z] C O3, which implies that ¢(2)
lies in the unbounded connected component of R? \ E[o,z]- Thus, ¢[2,37 intersects E[0,2]~ As £(0),¢(1) € Oz and ¢ 31 N
0> = &, we deduce that {31 N 2[1,2] = . Consequently, {[2 3] intersects Z[O,l] = {j0,1]- Recalling &[1/4,11 N ¢p,3) =
@, we conclude that {3 3] intersects {[o,1/4]. We write u € [2,3] and u; € [0, 1/4] for two time coordinates of the
aforementioned intersection point. Since Wnd(0, ¢; 0, 2) = 2, the additivity of the winding number (see (4.7)) and the
fact that 2[1’2] is contained in a cone of angle 7 /2 centered at 0 yield Wwnd(0, ¢; 0, 1) = Wnd(0, Z; 0, 1) > 37 /2. Finally,
10,41 and &[1,4,] are each contained in a cone of angle 577/8 centered at 0, and we infer that Wnd(0, ¢; uy, u2) > w /4.
This proves T.(0, ¢; 0, 3) < oo for any continuous curve ¢ in the g>-neighborhood of y.

More generally, for 7 € R? with |2/| = 1, we rotate ¥ by arg(0, (1,0); z') to get ¥< . Then, conditionally on BS =

1

7/, the curve [0,3] — R?, 1 > B$0+t falls into the &;-neighborhood of yz, with a positive probability independent of
1

7/, as can be seen from Girsanov’s Theorem and the rotational invariance of Brownian motion. Hence, the conditional
probability of {T. (0, BY; t?, r? +3) =T.(0, BS°+ ;0,3) <00} N {rg > tlo + 3} given BS = 7z’ admits a positive lower
17 1

bound independent of z’. We conclude that P(T, (0, BY; 'L'IO , rg) = o0) < 1, as desired. O
Lemma 4.9 has a simple but useful corollary.

Corollary 4.10. Fix any z € R?, 8 > 0. Then, for almost every Brownian path B%, there is a bounded open neighborhood

U=U, B) of z such that 3U C B}, ..
(e}
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Proof. Lemma 4.9 implies that, for almost every Brownian path B*, there exists a 8’ € (0, 8) for which T.(z, B%; 7y, 75) <
00. Remark 4.8 then yields the existence of a bounded open neighborhood U of z such that 9U C B? C B? ([

ENEA [0,751°

The fact that each point of any FtN can be connected to some other point in F,N by a continuous curve, the strong
Markov property of Brownian motion and Corollary 4.10 reveal that almost every path of a planar Brownian motion
intersects I'"V infinitely often in each open right neighborhood of its first hitting time. The proof of Corollary 4.13 shows
how to obtain the same conclusion with I in place of I'V. We therefore refer to Corollary 4.10 as the crossing property
of planar Brownian motion, in analogy to the terminology of [10, Lemma 5.6] in the one-dimensional setting. To prove
Theorem 4.1, we need to additionally verify that the crossing property is stable, i.e., that it holds for any continuous path
close to a Brownian path, as captured by the following proposition.

Proposition 4.11. Fix any z € R, 8§ > 0. Then, for almost every Brownian path BZ, there is some ¢ = &(8, B%) > 0
such that, for every path b € C([0, 73], R?) with max; (o, 73] |b(r) — Bf| < &, there exists a bounded open neighborhood
V= V(B, BZ, b) OfZ such that 0V C b[O,TsZ]'

Proof. By Remark 4.8, it is enough to establish the subsequent claim.

Claim. For almost every Brownian path BZ, there is an & = (8, B%) > 0 such that, for all b € C([0, 751, R2) with
max; o 7] |b(t) — Bf| < &, there exists a 8’ € (0, 8) such that T.(z, b; 75, T5) < .

Step 1. For §y € (0, §), let

Esy = {Tc(z, B 75, 75) <00} N {z ¢ B(Zo,rg]}'
The non-increasing family {Es,}s,c0,s) tends to an event of probability one as d¢ | 0, thanks to Lemma 4.9. Thus, it
suffices to prove the claim on Ej,, for an arbitrary fixed o € (0, §). To ease the notation, we set
T = nl_i)néoTc(z, B%; r§0,n).

The latter limit is well-defined and almost surely finite, due to the scale invariance of Brownian motion and Lemma 4.9.
We also remark that 1:5Z <T< r§ on Ej,. (Observe that, by definition, .L.az cannot be a self-intersection time of a Brownian
path.) Further, we decrease Es, by a zero probability event according to

Ej = Es, N {B} ¢ B, .}

(r,00)
Next, we take a §; > 0, expand the underlying probability space so it supports a uniform (0, 1)-valued random variable
n independent of B%, and let
o1 ::inf{t >0: |B§+, — B§| > 8117},

(:= lim T.(B%, B, ;o01,n).
H— 00 C(r T+ 01 )

The strong Markov property of Brownian motion, its scale invariance and Lemma 4.9 show that ¢ is well-defined and
almost surely finite.

The goal of this step is to prove that, almost surely, the conditional distribution of B, given B[ZO, 7] is absolutely
continuous with respect to the Lebesgue measure. The latter follows from the strong Markov property of Brownian
motion and the observation that, for any z’ € R? and with BY :=B*—z+7,the pairs

(’7» B =7 4 U(B,Z//nz . Z’)) and (717 Bz')

have the same distribution. Indeed, the conditional distribution of (Bf 4., 1) given BIZO - almost surely coincides with the

distribution of (BZ,7%) evaluated at 7/ = BZ, where

/ . —~_/ o~ ! . ! —~ ’ . / —~ !
7 = lim Tc(z’, B0} ,n) = lim Tc(z’, BZ/ S eh ,n) =7’ lim Tc(z’, B* ;o /r;z,n),
n—o00 n—oo vl n—o00

of =inf{t = 0:|Bf —Z| =61} =inf{r 2 0: B} , —'| =81} = int{r = 0: |Bf —2/|=41}.

These imply ¥ = 7%, with

77 = ,,lifgoTC(Z/’ BY: Elz/,n) and Ef/ ::inf{t >0: |B,Z/ —z’} > 51}.
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Thus, the conditional distribution of B7, given By, ; almost surely coincides with the distribution of z’ + n(B;;, -7

/
evaluated at z' = BZ. It is only left to notice that the distribution of B;Z, is invariant with respect to rotations around
’
7/ and that 7 is independent of Biz,, to conclude that, almost surely, the conditional distribution of BZ 4, given B[zO 0] is
absolutely continuous with respect to the Lebesgue measure.

Step 2. We can now proceed towards the main topological argument by letting
oy i=inf{r 2 0: |Br,, — B[ = (|B; —z[ A (8 - |B7 - 2[))/2},
Es, 5, := E:SO N{t < o7}

Using the strong Markov property of Brownian motion and Lemma 4.9 we deduce that the non-increasing family
{Esy,5, }5,>0 tends to ESO as 81 | 0, up to a zero probability event. It follows that

o o0
IP(U U El/,“/m> =1.

n=1m=1

Recall also that, almost surely, the set B[ZO’ o] has zero Lebesgue measure. Combining this with the conclusion of Step 1
we infer that, almost surely, BZ, ¢ B[ZO,r]‘ Putting these together with the observation made after Definition 4.7, we see
that, almost surely, there exist dp, §; > 0 such that Tazo <T<TH+o< Taz and ¢ < o7, as well as g, s9, t1, » satisfying
7:810 <ty<so<T <l <bh<T-+0yand

(4.12) B = BE, wnd(z, B 10, 7) #0,
7 7
(4.13) |B,Zo—z|/2<|B§0—B§)|<§|Bfo—z, |Bf—Bf0|<§|Bfo—z, 1 € [to, s0],
(4.14) B} =B}, wnd(B:, B*11,1)#0,
(4.15) |Bf — B| < |B: —z|/2, telt.nl
(4.16) Bi ¢ B, .. B #Bl,

Indeed, a 1y € (rgo, 7) fulfilling (4.12) exists by the definition of 7. The time sg € (fp, T) can be chosen as inf{r > 1 :
|Bf — B,ZO| = 3|Bf0 — z|/4}, which is strictly less than T because B[ZZO,SO] is then contained in a cone of angle 7 centered
at z. The time #, can be taken as t 4 ¢; and #; € (7, 17) satisfying (4.14) then exists by the definition of ¢. In the described
context, we proceed to the following lemma.

Lemma 4.12. There exists an €1 > 0 such that, for any continuous b : [‘L’SZO, 5] — R2 with maX,e[fgb,zg] |b(¢) — B | < €1,
it holds by 501 N biey 1) 7 9.

Let us show how Lemma 4.12 yields the claim at the beginning of the proof. Denote by y the extension of B* from
[to, T] to [fo, T + 1] defined by y(¢+) = BZ, t € (r, 7 + 1]. Then, y is a closed continuous curve and Wnd(z, y;ty, T +
1) = Wnd(z, B%; tp, ) # 0. By Lemma 4.5, there exists an ¢, > 0 such that Wnd(z, ¥; f9, T + 1) # 0 for any closed
continuous curve ¥ in the e;-neighborhood of y. Fixing such an &, > 0, for any continuous b : [Tsz(y 5] — R? with

,ZO —z]/8), we extend b from [#y, 7] to [fg, T + 1] by linearly interpolating between

maxfe[fazo»f;] |b(t) — Bf| < &1 Aea A(|B
b(t) and b(ty) on [, T + 1]. We write b for the resulting extension. Then, b is a closed continuous curve which belongs
to the e3-neighborhood of y and, hence, Wnd(z, b: tg, T + 1) # 0. Since the winding number is additive (see (4.7)) and
E[M_H] is contained in a cone of angle 7 /2 centered at z, we conclude that Wnd(z, b; to, T) ¢ [—37/2, 37/2]. Next, we
apply Lemma 4.12 and denote by u1 € [fg, so] and uz € [#1, t2] two time coordinates of the intersection point of by, 5,1 and
bi1,,1,1- Using the additivity of the winding number again and that by, ,], b¢,4,] are each contained in a cone of angle 7
centered at z (recall (4.13), (4.15)), we infer that Wnd(z, b; u1, us) ¢ [—m/2, w/2]. As the arc of b over [u1, us] is closed,
Wnd(z, b; u1, uz) # 0 shows the claim at the beginning of the proof. (|

Proof of Lemma 4.12. The idea of this proof is somewhat similar to that of the proof of Lemma 4.9. For a visualization,
please refer to the right panel of Figure 2. Relying on (4.16), we pick a sufficiently small r > 0 such that the distance

between B[Zt0 sl and the open ball Oy of radius r around B;, = By, is greater than r. Decreasing r > 0 if necessary, we also
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ensure that the distance between B[l1 . and the open ball O, of radius r around B = B,Z0 is greater than r. In addition,
notice that the arc of B® over the time interval ¢, 2] is closed and that B[t 0] is contained in O3, the open ball of radius
| BZ —z|/2 around BZ. Let e3 > 0 be the distance between B[l ] and 0 O3. Further, BZ ¢ 03U 003 by (4.13). Puteg >0
for the distance between BZ0 and 0 03.

Write y for the extension of B* from [t1, 2] to [#1, t» + 1] defined by y (¢) = tz, t € (tz, to + 1]. Then, y is a closed
continuous curve with Wnd(BZ, y; 11,1 + 1) = Wnd(BZ, B*; t1,2) # 0. Thus, Lemma 4.5 yields the existence of an
&5 > 0 such that Wnd(BzZ, ¥; t1, 2 + 1) # 0 for any closed continuous curve ¥ in the es5-neighborhood of y. Choosing
g1 =r ANe3 AegAes >0, we have for any continuous b : [tg'o, rsz] — R? which belongs to the e;-neighborhood of
B*. .

[rgo,rg]’
e b(t1),b(2) € O1 and by 5, N O1 =2
e b(ty),b(r) € Orand by 1, N Or =&
® by 1) C O3 and b(sp) ¢ O3.

Finally, we introduce the extensmn b of the arc of b over the time interval [#1, t2] by a linear interpolation between b(r)
and b(t1) on [fp, t» + 1]. Then, b is a closed continuous curve in the &5-neighborhood of y and, hence wnd(Bz, b t, b+
1) # 0. It follows from Corollary 4.6 that BZ is contained in a bounded connected component of R? \b [t1,1+1]- In addition,
the line segment ¢ connecting B and b(to) is contained in Oz, which shows that £ does not intersect by, 1,] = by ,1,]-
Since b[,2 n+11 C O1and O1 N Oy = g, the segment ¢ does not intersect b [1.1,+1] €ither, so that b(#p) is contained in a
bounded connected component of R? \b [ty 02+ 1] as well Thus, b[,1 n+1] C O3 and b(so) ¢ O3 reveal that b(ty) and b(sg)
belong to different connected components of R? \ b[n n+11- Therefore, by, 5] and b[,l 1n+1] admit an intersection point.
It only remains to observe that this intersection point cannot lie on b[,2 Hh+1], a8 b[,2 411 C O1 and bygy 5 N O1 = . We
infer that & # by, 5,1 N b[t1 121 = bl1g,501 N b1y, 101> as desired. 0

Applying Proposition 4.11 in the setting of Theorem 4.1, we obtain the following corollary, which is used in the proof
of Theorem 4.1.

Corollary 4.13. For d € (1,2} and under Assumption 2.5, let (1%, D) be a limit point in distribution of a sequence of
MDLA processes (cf. Proposition 3.2), constructed on a probability space (2, F,P). Then, for P-a.e. w € Q, the set

{b eC([0, T +11,RY):¥8 > 03¢ > 0V € C([0, T + 11, R?) [On}axl]|b/ —b|<e
T+
= inf{r € [0, T +1]: Dy (w; b’ (1)) =0} <8 +inf{r € [0, T]: D;(w; b(1)) = 0}},

with the convention inf @ = oo, has probability one under X, where the latter measure is defined in Assumption 2.5.

Proof. By conditioning on & = z for z € R? and subsequently shifting the coordinate system, the corollary can be reduced
to the case £ = 0, so we only consider that case. For d = 1, the corollary results from D;(b(t)) = 0 for t := inf{t €
[0, T]: Ds(b(t)) = 0}, the strong Markov property of Brownian motion and maxo s > 0, minjg 515 <O for all 6 > 0
and almost every standard Brownian path b. From here on, we take d = 2. In view of the Skorokhod Representation
Theorem, we may pick a sequence of MDLA processes, which we denote by (1%, DV)yen for convenience, that
converges to the limit (1%, D) almost surely. Moreover, if inf{t € [0, T]: D;(b(t)) = 0} = oo, then the desired inequality
holds for all »” automatically, and we only need to analyze the paths b with min,eqo,77 D; (b(#)) = 0. The strong Markov
property of Brownian motion and Proposition 4.11 imply that, for almost every standard Brownian path b on [0, T + 1]
satisfying min;¢jo,77 Dy (b(¢)) = 0 and all § > 0, there exists an ¢ = &(8, b) > 0 such that for all b’ € C([0, T + 1], R2)
with max[o 7417 |6’ — b| < ¢, there exists a bounded open neighborhood V = V (8, b, ') of b(t) fulfilling

4.17) aV C bfr,r+6]’ where T := inf{t e[0,T]: D,(b(t)) = 0} <T.

The main claim in the proof of Proposition 4.11 shows that, in fact, there is a g € (0, §) with dV C b{r +80.746]" Further,
we can choose 8§y € (0, §) so that T 4 §p is a continuity point of D (recall Remark 3.4). Note also that D, 15,(b(tr)) =0.
The convergence of Div+60 (b(1)) to D145, (b(7)) =0 then yields V N F£V+50 # @ for all N € N large enough.

Next, we use Assumption 2.5 to deduce the existence of a universal constant §; > O such that, forall N > 1,7 € [0, T +
1]and x € T/, there exists y € I'V, with |y — x| > 81, that can be connected to x by a continuous curve in I'V. In addition,
we deduce from Proposition 4.11 that we can pick V to be contained in the open ball of radius §; around b(7) (by possibly
decreasing ¢ € (0, §)). It follows that, for all N € N large enough, one can find an xy € 9V N Ff’ 50" Taking N — oo, we



676 S. Nadtochiy, M. Shkolnikov and X. Zhang

find a limit point xoo € 0V C b[ T+80.745]" The 1-Lipschitz property of x — Dt 50 (x) and the convergence of D?’ 50 (X¥s0)
to Dy;4s,(Xe0) then imply Dyys,(xo0) = 0 and, since xo € b[rJﬂS 48] also inf{t € [0, T +1]: D,(b'(t)) =0} <1 + 6,
as desired. O

4.2. Proof of Theorem 4.1

Denote by (/,LX N DNyyen a sequence of MDLA processes that converges to (MX D) in distribution along a sub-
sequence. Using this fact and the convergence of (MX Ny nen, we conclude that the joint distributions of the trlplets
(MX N DN, ,u,X Ny ven (along the same subsequence) are tight, and hence, the latter triplets converge to (u D, X))
in distribution along a possibly different subsequence (recall that ¥ is a deterministic measure). To simplify notation,
we assume that the latter subsequence coincides with the original sequence. Further, in view of the Skorokhod Repre-
sentation Theorem, we may assume that the convergence (u*X-¥, DV, u*-N)y — (uX, D, u*) occurs almost surely on
(2, F,P). Our goal is then to show that, for any bounded and uniformly continuous function f : D([0, T], R4 ) —> R,

N
SiN N PP

(4.18) S IENL) /ﬁ FE@) + Bty @) @)
for P-almost every w € 2, where {X LN } _, are the atoms of /LX N'(i.e., the underlying particle system of the N-th MDLA
process), {t"V }N | are the corresponding absorption times (see (2.1)), and &, B, t are as in the statement of the theorem.’
Indeed, the left-hand side of (4.18) tends P-almost surely to the integral of f with respect to uX, so that (4.18) proves the
theorem.

To invoke the stability of the crossing property (Corollary 4.13) below, we define, for each N € N, a continuous
version {YV }N | of the underlying particle system {X LN } |- For this purpose, we denote by p(’)’N < pi’N << p’l’;{\f\,
the ordered elements of the set which consists of 0, 7 + 1 and the jump times of X"V on [0, T + 1]. We then let

FAARED (LRI LI L N TS
PriN_y
4.19) f— pi,N
N . _ TiN j+1 (i N i, N iN i N\ i
4 =Xl"N+i,N7/i,N(XZLN - X"), ’e[p}+1’p;‘+2)’l =0,1,....J"N -2
Pj Pita =Py Pit1 Pj
and introduce
1
oV i=inf{r > 0: DN (v/N) < N~7/2}.

By Assumption 2.5, the range of each Y LN is comprised of segments connecting the neighboring sites of Z¢/N a
visited by XV, which allows us to deduce

iN _ 0N Fi.N  _ yiN 1
(4.20) ™" AT =0""AT and tes[gpﬂ X v =Y, in| SN

1 . . . .
by direct verification. Thus, the M1 distance from XN iy tO Y" is at most N~ 4. Putting this together with the uniform

continuity of f we obtain

AIN

N N
Jim |23 AR S o
i=1 i=1
Consequently, to prove (4.18) it is enough to show the almost sure convergence
% ¢ i,N X
*20 g MIN NZf(nrN(Y‘ ) N=2 /C([o,nu,nd)fonF e

i=1

5Strictly speaking, each underlying particle path XiN is defined on [0, T + 1]. With a minor abuse of notation, we let f act on the restrictions of the
stopped paths to [0, 7] on the left-hand side of (4.18).
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with the absorption mappings 7~ , 7or : C([0, T 4 1], RY) — C([0, T],RY) given by
(4.22) e () = b(- A BY (D)) 10,71, BN () =inf{r [0, T +11: DN (b(1)) < N—i/z},
(4.23) nr(b) = b(- A ,B(b))l[o,r], B) = inf{t el[0, T +1]: D, (b(t)) = 0}.

The main challenge in establishing (4.21) stems from the fact that, in general, 7 (b) is discontinuous in both I" and b.
The remainder of the proof relies on the stability of the crossing property (Corollary 4.13) to verify the desired continuity
of mr(b) at almost every limiting growing aggregate I' (w) and Brownian path b.

First, we aim to demonstrate the almost sure convergence

fonrdui.

N
1 ,

(4.24) —§ ar (YN _>/
NS Far (%)) N=00 JC([0.T+11,R9)

To ease the notation, for any path b € C([0, T + 1], ]Rd) and r > 0, we let
Oc(b,r)i={b' e C(10. T +11.R?): max b~ b| <r].
[0,T+1]

If B(b) > T, we consider

(4.25) &= tel[r(}:fT] Dy (b(t)) = ten[lol,r%] D; (b(t)) > 0.

Since the functions D, (), t € [0, T] are 1-Lipschitz, we have

inf D,(b'(t)) = min D, (b'(¢ 0 d b')>T, forallb’ € O¢(b,e).
Jnt Di(b'()) = min Dy(b'®)>0 and B(b)>T. forallde Oc(b.er)

Thus, near the elements of {b € C([0, T+ 1], R?) : B(b) > T} the mapping 71 just restricts paths to [0, 7'] and is therefore
continuous on this set. -

To tackle the case §(b) < T, we recall from Corollary 4.13 that, almost surely, for y,X -almost every b and all § > 0,
there exists an ¢ = ¢(b, §) > 0 such that

inf{r € [0, T + 11: D;(b'(1)) =0} <8 +inf{r € [0, T]: D;(b(1)) =0}, b € Oc(b, ).
On the other hand, the 1-Lipschitz property of the functions D, (-), ¢ € [0, T'] and the lower semicontinuity of t > D;(b(t))
reveal that, for any path b € C([0, T + 1], Rd) with B(b) < T, and for any 8§ > 0, there exists an ¢’ = &’(b, §) > 0 for
which
(4.26) inf{t el0, T +1]: D,(b’(t)) = 0} > inf{t el0, T +1]: D,(b(t)) = O} -8, be OC(b, 8’).

Hence, almost surely, for y,)?—almost every b and all § > 0, the bound B(b) < T implies |B(b') — B(b)| <8,b' € Oc(b, e A
¢"). Combining this with the triangle inequality

max|r (') = (6)] < max|b(- A B(6)) = b(- A p®)| +max|b — b

’

we see that, almost surely, the mapping 7t is continuous at /ﬁ? -almost every b.

The Continuous Mapping Theorem now reduces (4.24) to the almost sure weak convergence of the empirical measure
putN of (YENIN to uX in C([0, T + 1], RY). Since |Y/'N — XiN| < N=7, we have ¥V — uX weakly in D([0, T +
1], R4 ) almost surely, so it suffices to check the almost sure tightness of {,uY’N }ven on C([0, T + 1], Rd). In view of the
Arzela-Ascoli Theorem, the latter is a consequence of the almost sure C-tightness of (1%V)yen (see the last paragraph
in the proof of Proposition 3.2), the implication [26, Chapter VI, Proposition 3.26, (i) = (ii)] and |Y,’7N -X LN |<N *5.

To finish the proof we show the almost sure convergence

1 N N

(4.27) ~ 2 flren (V) = %Zf(rrr (¥'Y)) — o.

£ ‘ N—o0
i=1 i=1
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The Skorokhod Representation Theorem yields, almost surely, C ([0, T + 1], Hgd)-valued (YON} yen and X, living on
some (€, F/, '), such that the law of YOV is V"N, N e N, the law of X is uX, and limy_ oo Y*V = X almost surely.
Then, P’-almost surely,

—i/\ﬂN(y(}N) —> 0 and [Omax |Y X/\/S(YON) — 0.

o,N
[Or,nT%I)—(I]| Yorgvron AB(YON) N—> o0

The above, the uniform continuity of f, and the boundedness of f reduce (4.27) to

(4.28) Jim ET(£ X g romlior) = £ X ppomlior))1a ] =0,
(4.29) Nli_r)nooE/[(f(}N(./\ﬂN(yQN)|[0,T]) - f(??.A,g(yo,N)l[o,T]))lAz] =0,

where we have partitioned Q' into

Recalling the argument following (4.25) we see that on A it holds (Y*") > T for all N € N large enough. Next, we
claim that, for I”’-almost every outcome in A1,

(4.30) liminf inf DN(YtO’N) > 0.
N—o0 t€[0,T]

This implies BV (Y®N) > T for large enough N € N, yielding (4.28). To show (4.30), we argue by contradiction and let
Ao C A1 be an event with P’ (Ag) > 0 on which

inf DN(Y,O’N

)—> 0
t€[0,T]

along a subsequence of N € N. Then, for all @ € Ag, there exists a sequence (fy,)ken in [0, 7] such that
limy s o0 D (Y O,ka) =0 and fo :=limg o ty, € [0, T]. Further, by Remark 3.4, there exists a decreasing sequence
(sj)jen of contmuity points of D with s; | f as j — oo. For any j € N and all large enough k € N (so that 7y, <),

N /S Ny /& N, 0,N, 0, N, ford ard oy
DY (X1,) < Dy (Xi) < Dy (Y “) + |YNk C = Xy, |+ Xy, — Xi| = 0.

Hence, the right-continuity of D.()N( 1) and the convergences Dg" ()N( 1) = Dsj (}N( 1) @S k — oo for j € N lead to

Dtm(X,OO)_ hm Dy (X, ) = lim hm Dy ’((X,m)—

—)OO k—o00

This contradicts ,3(? ) > T, showing that (4.30) must hold ’-almost surely on Aj.
For P’-almost every outcome in Aj, Corollary 4.13 reveals that, for any § € (0, 1),

4.31) BYON) <5+ B(X) for all large enough N € N.

Moreover, the construction of x in the proof of Corollary 4.13 results in

(4.32) BY(YON) <inflr € [0, T +11: DY (¥)"V) =0} < (X) +8 for all large enough N € N.
On the other hand, by the argument leading to (4.26), for § € (0, ,8(§ ),

(4.33) B(Y*N) > B(X)—8 forall large enough N € N.

Further, by repeating the proof of (4.30), we obtain, for § € (0, 8 ()? ),

(4.34) liminf  inf ~ DN(v)N) >0, thus ¥ (Y*V) > B(X)—8 forall large enough N € N.
N—00 te[0,8(X)—5]

By collecting (4.31)—(4.34), we get B(X) — 8 < BN (YON), B(Y*N) < B(X) + & < T + 6 for all large enough N € N.
This, the uniform continuity of f, and the boundedness of f lead to (4.29), completing the proof of Theorem 4.1. (|
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Remark 4.14. The proof of (4.27) presented above has another corollary that we use below. Namely, the proof of (4.27)
also reveals that it holds supyo, 7 |Y,0*N — X.|—> 0and ﬁN(YO'N) AT, ﬁ(YO’N) AT — B(X)AT,as N — oo, P-almost
surely. These, in turn, imply that, P-almost surely, as N — oo,

WY o (pen (), BN O AT) ™ 1N o (e (0, BO AT) ™ — 1o (O AT) T,

in the topology of weak convergence on P(C([0, T], RY) x R).

5. Connection with the supercooled Stefan problem

In this section, we prove Theorem 1.2(b.2), by investigating the relationship between the scaling limits of (external)
MDLA processes and the single-phase supercooled Stefan problem (1SSP) for the heat equation under Assumptions 2.5,
2.8. Our analysis is motivated by the findings in [8-12,35,41], which ultimately show that, for d = 1, any limit point
(uX, D) of a sequence of MDLA processes is given by the unique (in the appropriate sense) solution of the 1SSP for the
heat equation.® It turns out that, already for d = 2, the limit points of MDLA processes may not solve the 1SSP for the
heat equation. Nevertheless, there does exist a connection between the limit points of MDLA processes and the 1SSP for
the heat equation. In the remainder of the section, we illustrate this connection and provide an example in which the limit
of a sequence of MDLA processes fails to solve the 1SSP for the heat equation.

5.1. Single-phase Stefan problem for the heat equation

We start with the single-phase Stefan problem for the heat equation in its classical formulation. For a closed subset I'y of
R4 and a function wy e_C (R4, R) supported in Rd\Fo, find a family {I';};¢[0,7] of closed subsets of R4 and a function
w e C?(Qr.R)NC(Qr, R), with

(5.1) Or={t.x)e (0, T) xR :x ¢ T},

such that V,w € C(Q7 \ ({0} x R4\Tp), RY) and
ow=Aw/2 onQr,

V=—(Vw-v)/2 on](tx)e©TIxRY:xedl}},
(5.2)
w=0 on{(tx) e TIxR:xedl}},

w(0,)=wy onR? \ To,

where v is the outward unit normal vector field on dI';, t € (0, T], and V is the normal growth speed on that same
set.” In (5.2), T; represents the region occupied by the solid phase (e.g., ice) at time ¢, and R? \ T'; is occupied by the
liquid phase (e.g., water). The function w(z, -) stands for the temperature distribution in the liquid phase at time . We
assume that 0 is the temperature at which the phase transition occurs in equilibrium (hence the third line in (5.2)). The
temperature in the solid phase is assumed to always equal 0, leading to a single-phase problem. The second line in (5.2)
constitutes a growth condition, saying that the speed at which the solid phase grows/shrinks is proportional to the rate of
decrease/increase in the temperature of the liquid in the direction normal to the phase boundary.

In many important applications, e.g., in models of the freezing process in a supercooled liquid, and also in models
of crystal growth, it is necessary to consider the Stefan problem (5.2) with wg < 0. Such a situation is referred to as the
supercooled regime, since then the liquid phase is cooled below its equilibrium freezing temperature initially. Note that
the classical formulation of the Stefan problem does not change in this regime. Indeed, there is no a priori constraint on
the sign of wy in (5.2).

6Strictly speaking, most of the growth processes studied in these references do not fit Definition 2.1 of an MDLA process, as the associated underlying
particle systems do not take values in a discrete space, and the dynamics of the aggregates involve additional non-linear transformations. Nonetheless,
it is not hard to see that, up to minor adjustments, the arguments in the aforementioned papers also apply to the MDLA processes considered herein, for
d=1.

TIn (5.2), we have taken the ratios of the thermal conductivity to the heat capacity per unit volume and of the density of latent heat to the thermal
conductivity as 1/2. This is done only to reduce the number of constants — it is easy to see how these constants can be brought back by a time and space
rescaling, both in (5.2) and in the MDLA process. We also choose to consider the problem on the entire R4, to avoid additional conditions at an external
boundary.
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The downside of the classical formulation is its assumption of substantial regularity on the solution. For example,
we need 9T'; to be sufficiently smooth to define v and for V to make sense.® Establishing such a regularity is an issue
in general (to date, there exist no general well-posedness results for the classical formulation (5.2) when d > 1), but
it becomes a particular concern in the supercooled regime, where the solutions of the Stefan problem are known to
exhibit singularities (see, e.g., [14,23,24,52]). To avoid the regularity assumptions on the solution, a weak formulation of
the Stefan problem was proposed: see, e.g., [8,25,65]. Herein, we provide a modification of this definition that is well-
suited for the supercooled Stefan problem. Namely, for a closed I'o— R and a locally integrable wg : R — (—o00, 0]
essentially supported in Rd\Fo_, find a non-decreasing family {I';};c[0,7] of closed subsets of R4 containing I'p— and
locally integrable w : [0, T] x RY — R, x : [0, T] x R? — [0, oo) with

Vtel0, T],p € CCOO([O, t] x Rd) : /]Rd go(t,x)(w(t,x) — X(t,x)) - (p(O,x)(wo(x) —1r,_ (x))dx
(5.3) , )
= / / 0rp(s, x)(w(s,x) — x(s,x)) + —Ap(s, x)w(s, x)dxds,
0 JRI 2

(5.4 x (@, ) gay g ar, () =1, ar (), / x(t,x)dx =Leb(ATy), s€[0,17],
- - AT

where ATy =TI’y \ ['s— and the union UOfsft AT is taken over all s € [0, ¢] such that Leb(AT') > 0 (the set of such s
is at most countable),

(5.5) 1, (x)w(r,x) =0 for almost every (¢, x) € [0, T] x R?.

The displays (5.3), (5.4) are a weak form of the first two and the last line in (5.2). They ensure that the temperature in the
liquid phase starts from the prescribed initial condition and evolves according to the heat equation, that the solid phase
starts from the prescribed initial condition and grows with the correct speed (in a weak sense) at the continuity times,
and that the energy is preserved at the jump times (i.e., the total enthalpy of a solid block that is attached at a jump time
does not change at that time). The third display, (5.5), is a substitute for the boundary condition (the third line in (5.2)) —
it enforces that the temperature equals to O in the solid phase. We note that, if Leb(I';,\T';—) =0, ¢ € [0, T'], the display
(5.4) reduces to x(t,-) =1r,,t € [0, T].
The boundary condition (5.5) is often strengthened (see, e.g., [8,25,65]) to

(5.6) Ir,(x)w(t, x) =0, IR"\F; (X)L x)<oy =0  for almost every (¢, x) € [0, T] x RY

in the context of a general (not necessarily supercooled) single-phase Stefan problem. The equations in (5.6) imply that
the phase is determined by the temperature. If the temperature at a point is above freezing, the point is in the liquid
phase; and if a point is at the freezing temperature, the point belongs to the solid phase. As a consequence, the phase
1r, (x) depends on the temperature w(t, x) in a monotone way. Using this monotonicity, a comparison principle for weak
solutions of the Stefan problem, which yields its well-posedness, is established in [25] (see also [32], where the same
monotonicity is used to develop a viscosity theory for the Stefan problem). However, as noted in [8,65], the stronger
version of the boundary condition, (5.6), and its implication that the phase is almost everywhere determined by the
temperature, excludes the supercooled regime. Indeed, if the temperature of the liquid is below freezing, the second
equation in (5.6) is violated. For this reason, we impose the weaker boundary condition (5.5).

Remark 5.1. The weak formulation (5.3)—(5.5) is too weak to pin down the solution of the 1SSP for the heat equation
uniquely. In fact, for a fixed wg, adding a Lebesgue null set to I'g— and all 'y, ¢ € [0, T'], and adjusting x (¢, -), ¢ € [0, T']
on Lebesgue null sets via the first equation in (5.4), results in another solution of (5.3)—(5.5). At the same time, an
extended initial aggregate, even if it is extended by a Lebesgue null set, can produce a different weak solution, with the
difference between the aggregates having a positive Lebesgue measure at positive times. This is particularly clear in the
case d = 1, with T'o_ = (—o0, 0] and wg being the negative of a “nice” positive probability density on (0, co), where
the probabilistic approach of [9-11,35,41] shows the existence of a weak solution (w, I, x) with I'. = (—oo, A.] for a
non-decreasing A satisfying Ao = 0, and with x (¢, -) = 1r,. Concurrently, for a constant C > 0 with foc wo(x)dx >
—C, using the probabilistic approach, one can construct a solution (W, T, %) of (5.3)—(5.5) with the initial condition
(fo_ = (—o00, 0] U {C}, wg), with Ft = (—o0, ;\\,(1)] Ul[C — K;Z), C+ Kl(3)], and with x (¢, -) = lfl, for non-decreasing

8More specifically, in order for V' to be well-defined, one may assume I'; = {x € RY O(t,x) <0}, for ® € c! (0, T] x Rd, R) with |V, ®| > 0. In
this case, V = —0; ®/|Vx P|.
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non-negative K(l), A @, A® that are strictly positive on (0, 0c0). As Fo, coincides with I'g_ up to a Lebesgue null set,
we see that (@, T, ¥) is also a weak solution of (5.3)—(5.5) with the initial condition (I'g_, wo). The solution (T, @, ¥)
describes the situation when an instantaneous (homogeneous) nucleation occurs at the point C, upon which the initially
infinitesimal solid crystal at C starts to grow. Both solutions (w, T, %) and (w, I, x) obey the equations (5.3)—(5.5) with
the same initial condition. Such a non-uniqueness is the reason why the 1SSP is often referred to as ill-posed. However, the
non-uniqueness can be resolved by imposing a natural minimality constraint on the solutions of (5.3)—(5.5). To illustrate
this, we note that, in the above example of non-uniqueness, the aggregate I" has the property that there exists no ¢ > 0
such that f‘\x is included in I' for all s € [0, ¢], with a strict inclusion for at least one s € [0, #]. On the other hand, T does
not satisfy this property as I'g is strictly included in f‘o. The existing well-posedness results for the supercooled Stefan
problem, all of which are restricted to d = 1 and ['g— = (—o0, 0] (see [8,11,20]), make additional structural assumptions
on I', ultimately ensuring that I takes its minimal form I'. = (—oo, A.], with the smallest possible function A (see the
discussion of minimality in [11]). Thus, in order to achieve uniqueness for (5.3)—(5.5), this system needs to be equipped
with an additional “minimality” condition. Of course, to date, the existence of a minimal solution to (5.3)—(5.5), or of any
solution at all, is not known except for the cases with sufficiently strong symmetry which are reducible to one-dimensional
1SSPs.

5.2. Probabilistic solutions of the 1SSP for the heat equation

In this sub-section, we introduce the notion of a probabilistic solution for the 1SSP and prove that it strikes a middle
ground between the classical and the weak solutions. Such a notion is especially well-suited for the study of the connection
between the 1SSP and the scaling limits of external MDLA processes, and for d = 1 it has already appeared in [11], where
the uniqueness and regularity of the one-dimensional probabilistic solution are shown (under an additional minimality
assumption on I'). It is also worth mentioning that the probabilistic solutions obtained in [9,10,35,41] for d = 1 do satisfy
the desired minimality property, necessary for their uniqueness. This observation provides another reason for the use of
probabilistic solutions. Herein, we extend the notion of a probabilistic solution for the 1SSP to arbitrary d > 1.

Definition 5.2. Let '\~ C R? be non-empty and closed, and let uo be a probability density essentially supported in
R4 \I'o—. A triplet (i, I, x), with a non-decreasing right-continuous family I' = {I"; };<[0,7] of closed subsets of RY, with
w e P(C([0, T1,R?)), and with a function x satisfying (5.4), is called a probabilistic solution of the 1SSP (5.2) with the
initial condition (uq, ['g—) if

e I'op_CTIy,tel0,T];

e 1 equals to the distribution of the stochastic process (§ 4+ Biat)re[0,7], With a random vector & ~ uo(x) dx, an inde-
pendent standard Brownian motion B, and T :=inf{t € [0, T]: & + B, € T';};

e for the canonical process X on C([0, T], RY) and 7 := inf{r €[0,T]: X; eT;},

(5.7 /d @) (x(t.x) = Ip,_ (%)) dx =E*[p(X:) 1z<y]. @ € CO(RYR),1 [0, T],
R
where [E# stands for the expectation under .
Remark 5.3. The inclusion I'o— C I'gp may be strict, as emphasized by the subscript 0—.
Remark 5.4. The local growth condition (5.7) is equivalent to saying that, on each event {r < ¢}, the distribution of the
(representative) absorbed particle X is given by (x (¢,x) — 1r,_(x)) dx. Recall also that, if the function ¢ — Leb(I';)
is continuous, the condition (5.4) yields x (¢, -) = 1r,, which, in turn, implies that the particles absorbed by time ¢ are

distributed uniformly in I'; \ I'g—. Physically, the latter corresponds to a constant enthalpy in the solid phase.

The next two propositions show that our notion of a probabilistic solution is natural. The first one explains how classical
solutions lead to probabilistic solutions.

Proposition 5.5. Let (w, " :={I';};¢[0,17) be a classical solution of the single-phase Stefan problem (5.2), such that w
is bounded, wo := w(0, -) <0 integrates to —1 and vanishes at infinity, and

(5.8) I={xeR!:0(,x) <0}, rel0,T],
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with a function ® € C1((0, T]1 x R, R) N C([0, T x R?, R) satisfying 3;® < 0 and |V, ®| > 0 on (0, T] x R%. Then,
for any stochastic process X = (§ + Bia7)rel0,7] constructed under a probability measure P, with & being —wo(x) dx-
distributed, with B being an independent standard Brownian motion, and with T := inf{t € [0, T]: & + B, € 'y}, the
triplet (P o X~1, ', 11) is a probabilistic solution of (5.2) with the initial condition (—wq, I'¢).

Proof. The family I is non-decreasing and right-continuous by 8;® < 0 on (0, 7] x R¢ and by the continuity of ®.
Since the first two bullet points in Definition 5.2 hold by construction, it remains to show the probabilistic local growth
condition (5.7). As a preparation, we record the Feynman-Kac formula for w:

(5.9 w(t, x) =E[wo(x + B) VxtB¢r,_,.se0.0}], (¢, x) € Or,

resulting from the first, third and fourth lines in (5.2), as well as (5.8), the continuity of & and w, and the inequality
|V, ®| > 0on (0, T] x R?. On the other hand, multiplying both sides of (5.9) by test functions of x and integrating, we
conclude that —w(t, -) is the density of the restriction of the distribution of X, to R\ T.

Next, let us prove that, for all p € CC2 (R4, R) and almost everyt €(0,7),

d
(5.10) — ¢(X)dx=/ V(t, x)p(x)o;(dx),
dt Jrar, ar,

where o; denotes the surface measure on the boundary 0Ty and V = —9,®/|V, ®|. As the support of ¢ is compact and
both sides in (5.10) are linear in ¢, we only need to prove (5.10) for ¢ supported in a sufficiently small open cube R,
centered at an arbitrary point in R?. Once the center of R is fixed, we choose its side length and & > 0 to be small enough,
so that, for (s,x) € (t — &,t + €) X R, the equality ®(s, x1,...,x7) =0 holds iff x; =« (s, x1, ..., Xi—1, Xi41,--->Xq)
and (X1, ..., X1, Xi+1,--.,Xg) € U, withi €{l,...,d},«x € Cl((t—¢,t+¢)x U,R) and an open U C R4-1 (the same
for all (s,x) € (t — ¢, 4+ €) x R). The existence of such a choice follows from |V, ®| > 0 and the Implicit Function
Theorem. Assuming i = 1 without loss of generality, we find

Bk (8,2, .., Xg) = —aa 5
X1

(s,lc(s,xz,...,xd),xz,...,xd), A=5,X0,...,Xq.

The map (s, x2, ..., xq) — (k(S,X2,...,X%q), X2, ...,Xxq) 1s of class Cl((t—¢,t+¢) x U, R), with a Jacobian determinant
sk non-negative or non-positive everywhere (note that 9;® <0 and d,, ® # 0 in (t — ¢, ¢ + ) x R), and consequently an
injection on the set ((r — &, 1 +¢) x U) N {95k # 0}. Further, for any t — e < ] <ty <t + ¢, the image of ((#1, 2] x U) N
{05k # 0} under this map is contained in (I';,\I';;) N R which, in turn, is contained in the image of (#1, #2] x U. Then, by
Sard’s Theorem, the image of ((#1, 2] x U) N {95« # 0} equals to (I';,\I';,) N R up to a Lebesgue null set. Thus,

/ p(x)dx = @(x)dx
Cip\lyy T\ )NR

= / |k (s, x2, ... x) @k (s, %2, ..., x4), X2, ..., xg) dsdxa ... dxg
((t1,2]xU)N{dsk #0}

_/ 05 P
(t1,2]1xU

Oy, P
Moreover, for any s € [t1, 2], the map (x2, ..., xq) — (k(s,Xx2,...,Xq), X2, ...,Xxq) is a bijection between U and dT;.
Denoting its Jacobian by J, we recall that the associated metric tensor is given by J ' J,

(s,6,%2, ..., xa) @K, x2, ..., xg)dsdxo ... dxg.

vV, ®|? vV, d
[V @l and oy(dx) = |—

det(JTJ)=1+|Vk|* =
e/ ) Vak "= G 00 0, @

(s,6,x0,...,xg3)|dxo...dxg.

We now derive (5.10), using that 9,P < 0, via

15}
/ MDM=/'/
Tp\Iy, n JU

// 90 oo d
= s, X)p(x)o,(dx) ds.
y Jor, Voo ?

0s
o,

)
q)(s,/c,xz,...,xd) oK, x2,...,xq3)dxy ... dxgds
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Next, from (5.10) and the second line in (5.2) we obtain

1
@(x)dx =/ Vt, )ex)or(dx) =—= |  (Vew-v)(r, x)p(x)o;(dx)
I''\I'p al';

dr 2 Jor,

(5.11)

1
== EF(} - (wa . vg)(t, x)@(x)o/ (dx),

where I'y :={x € R4 . d(t,x) < e}, while v* and o/ denote, respectively, the outward unit normal vector field and the

surface measure on the boundary dI';. Indeed, for a local parameterization of 9I'}, without loss of generality given by
(X2, ..., xg) > (KE(t, X2, ..., X4), X2, - .., xg) with k% of class C!, it holds

of (dx) =

avx:;(t,/cs,xz,...,xd) dx; ... dxg.

X1

The last equality in (5.11) is due to k¢ — « as ¢ | 0 and the continuity of V,w, V®. By Green’s first identity, the first
line in (5.2), and the analogue of (5.10) for I'?, we have

1

- —/ (Vew -1%) (1, x)p(x)o; (dx)
2 Jorg

1 1
z_/ Aw(t,x)(p(x)dx—i-—f (Vew - Vo) (t, x) dx
2 RA\T 2 RI\T?

(5.12)

1
=/ atw(r,x)go(x>dx+—f (Vow - Vo) (1, x) dx
RI\Tf 2 Jrivrg

w(t, x)e(x)dx + /
kil

VE@, x)w(t, x)p(x)o/ (dx) + % / (Vew - Vo)(z, x) dx.
ars

dr RI\T? RATY

Using (5.11), (5.12), the third line in (5.2), and Green’s first identity, we continue:

d ) d
— ¢(x)dx =lim| —
dr I'\To elo\ dr RI\T

d 1
=lim| — w(t, x (x)dx——/ w(t, x)A (x)dx)
£¢0<dl‘ Ad\rte ( ) 2 RI\T'E ( ¢

w(t, x)p(x)dx — %/

RI\[

1
. w(t, x)p(x)dx + 5/

. Vew(t, x) - Vo(x) dx)

=— w(t, x)Ag(x)dx,
dr RI\T, ,

where we have relied on the Dominated Convergence Theorem to interchange lim, o and d/d¢ in the last equality (hence,
we obtain it for almost every ¢ € (0, T)). The application of the Dominated Convergence Theorem is justified by the
fact that the term on the first line in (5.12) and the last two summands on the last line in (5.12) are absolutely bounded
uniformly in . Recalling that —w(z, -) is the density of the restriction of the distribution of X, to R? \ T';, we obtain, for
almost every t € (0, T),

d 1
(5.13) p(x) dx = = = E[p(X)1e=n] + SB[ A¢ (X1 e-n].

dz Jrar,

On the other hand, for almost every ¢ € (0, T), it holds

d d d
d—E[w(Xﬂl{?f,}] = d—E[w(Xm] - d—E[w(Xf)lmt}]
(5.14) ! ! !

1 d
= SE[Ae(XD 1= ] = L E[e(XD1-n],

where the second equality follows by taking the expectation and then the derivative with respect to ¢ on both sides of 1t6’s
formula
t

1 t
oK) =9 ®) + 5 /0 Lieos) A(Xy) ds + /0 1225 Vo (X,) - dB.
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By equating the left-hand sides of (5.13) and (5.14) one reaches (5.7) with x (¢, ) :=1r,, t € [0, T'] via fl“o\Fo p(x)dx =
0 =E[p(Xs)1E<ol. O

The next proposition shows how probabilistic solutions translate into weak solutions.

Proposition 5.6. Let (i, I, x) be a probabilistic solution of the single-phase supercooled Stefan problem (see Defini-
tion 5.2) for t € [0, T, with an initial condition (ug, I'o—). Let X denote the canonical process on C ([0, T], RY) and let
the density u(t, -) of the restriction of | o Xfl to RA\T; be extended into T'; by 0. Then, (—u, T, x) is a weak solution of
the single-phase supercooled Stefan problem with the initial condition (—uq, o) in the sense of (5.3)—(5.5).

Proof. Note that (5.4) is a part of Definition 5.2, and that I and w := —u satisfy (5.5) by the construction of u. Thus,
it remains to prove (5.3). We rewrite (5.3) for a test function ¢(s, x) = ¢(s)¥(x), with ¢ € C*°([0,¢],R) and ¢ €
CX®[R4, R):

(5.15) // w(x)(ﬁ(s,x)+5(\(s,x))dxd¢(s)+1// @ ($)AY (X)u(s, x)dxds =0,
R JR4 2 Jr Jre

where u(s, -) := uolioy(s) + u(s, )1, 71(s), x(s,-) := 1r,_1oy(s) + x(s,)1(0,71(s), and we have taken ¢ = 0 on
R\ [0, ). Observe that, once (5.3) is established for the test functions of the form ¢(s, x) = ¢ (s)¥(x), a standard ap-
proximation argument shows that (5.3) holds for all ¢ € C2°([0, 1] x R4, R). Hence, it suffices to prove (5.15).

To verify (5.15), we record that, for 0 < s; <s2 <,

MM Y () (u(s2, %) — s, 1)) da| = [B* [ (X)) Urssp) = ¥ (X)) Ljrsgyy ]|

< EM[| (Xs) [Lreesrnn ] + EX[|¥ (Xs,) — v (Xs)|]-

The limit of the latter expression as s; 1 s2 does not exceed the (supga ||)-multiple of the jump in s = w(r <s) at s;.
By invoking (5.7), we conclude that the jumps of

0,1) - R, s.—>/ Y (x) (i (s, x) + X (s, x)) dx
R4

do not exceed the (2supge |¢|)-multiples of the jumps in s — w(r <s). For any ¢ > 0, the latter function has at
most a finite number of jumps that exceed €. Then, the Continuous Mapping Theorem implies that the left-hand side
in (5.15) can be approximated to any precision by replacing ¢ with an appropriately chosen function of the form
Z]J'=l @ (jt/ DA j=1)/7,j1/0)- Thus, it suffices to check (5.15) for ¢ = 1[4, ,) with arbitrary 0 < s; < s <. For such ¢,
(5.15) becomes

—~ ~ 1 [
/ ¥ () (u(s2, %) + X (52, x) — U(s1, x) — (51, %)) dx = —/ f Ay (x)u(s, x)dxds.
R4 2 1 R4
In view of the connection between u# and X, the last equation is equivalent to

[Rd 1P(JC)(X(Sz,)C) - 7(51,)6)) dx
(5.16) -
= _E[W(st)l{r>s2}] + E[W(Xsl)l{r>ﬂ}] + Ef E[AW(XS)I{‘[>S}] ds,
51
where 57 := s for 51 > 0, 5] := 0— for 51 =0, and we take 0 > 0—. By (5.7),

(5.17) /Rd Y () (x (52, %) = X(s1,0)) dx = E[Y (X)) Lz <s) ] = E[¥ (X 1<y ],

so it is enough to verify that the right-hand sides in (5.16) and (5.17) coincide. For this purpose, we calculate their
difference to

e
]E[I/I(st/\r)] - E[w(XnAt)] - Ef E[AI/I(XS)I{t>s}]dS,
5]

which evaluates to 0 thanks to 1t6’s formula for ¢ (X . A¢). O
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5.3. Limit points of MDLA processes and probabilistic solutions of 1SSP

The analysis of this subsection is restricted to d € {1, 2}. Consider a limit point (1%, D) of a sequence of external MDLA
processes fulfilling Assumption 2.5, and the associated /1,())( , I'o—. Assume that M())( (dx) = ug(x)dx for a probability

density ug essentially supported in R?\I'o_. Then, by Theorem 4.1, almost every realization of (1%, D) results in a pair
(X, T) (with T := (Ttero,ryand Iy :={x € R?: D;(x) =0}) satisfying all properties of a probabilistic solution of the
ISSP (5.2) with the initial condition (ug, I'o—) and with x (¢, ) =1r,, t € [0, T], possibly except for the growth condition
(5.7). The next proposition shows that, under the additional Assumption 2.8, a version of (5.7) with an inequality holds
for (uX, I') almost surely.

Proposition 5.7. For d € {1, 2} and under Assumptions 2.5 and 2.8, let (uX, D) be a limit point of a sequence of external
MDLA processes and T'; :={x € RY: D, (x) = 0}, t € [0, T]. Then, for almost every realization of (uX, D),

(5.18) / o(x)dx > E#" [¢(X) 1iz<n], ¢ € CP(R?,[0,00)),1€[0,T),
I'A\To—

where X is the canonical process on C ([0, T], Rd), andt:=inf{t € [0, T]: X, e I[';}.

Proof. As at the beginning of Section 4.2, we use the Skorokhod Representation Theorem to assume that WX, D, u*)
is the almost sure limit of (uX-V, DV, u*X-¥)yen on (2, F, P). Moreover, we extend X to be the canonical process on
D([0, 1], R"), which does not change (5.18) as pLX is P-almost surely supported in C ([0, T], Rd). Next, we notice that,
for any N € N, under Assumption 2.8, the number of cubes from Cy that are added to F(I)Vf by a time ¢ € [0, T'] equals
the number of particles absorbed by time ¢, and every added cube contains exactly one absorbed particle. Recalling
I'N = {x e R?: DN (x) =0}, one has P-almost surely,

N
_ 1 iNYp -1
(5.19) /F iy POE=y Ew(xt Neiv <y + (SH;‘}’ Vel)O(N 1)

forall # € [0, T] and ¢ € C2°(R?, [0, 00)). Now, we employ the continuous interpolations Y™V of X’V constructed via
(4.19). We first use (4.20), i.e., "N AT = BN(Y"N) AT and sup, (o 1 1XPN — e (YY), | < N—1.Then, writing ¥V
for the empirical measure of {Y*V} |, we deduce from (5.19) that, P-almost surely,

Y.N 1
/r,N\rgv @) dx =E*" [@(rrn (X)) gy xy<n ] + (sﬂgfww)o(N a)

forallt €[0,T) and ¢ € C° (R4, [0, 00)). Remark 4.14 and the Continuous Mapping Theorem demonstrate further that,
IP-almost surely, for every continuity point of the function # — X (8(X) <1) in [0, T),

. X
(5.20) lim e(x)dx =E* [p(X)1ipx)=n]. ¢ € CP(RY, [0, 00)).

N—o0 r‘tN\ré\i

Note that 1ig(x)<;} = 1{z<;) since B(X)AT =1 AT.
Next, to analyze the behavior of the left-hand side in (5.20), we derive

limsup/ ()N (x)dx < / o)1, ,(x)dx, t€[0,T),e>0,
N—oo JRA ! R4 :

P-almost surely, with the open e-neighborhood I'; . of I';. The above is first obtained for (a countable subset of) the
continuity times ¢ of D in [0, T'), and then for all ¢ € [0, T') by an approximation with continuity times from the right.
Passing to the limit ¢ | 0, we get, P-almost surely,

(5.21) limsup/ @)1y (x) dx 5/ o)1, (x)dx, t€[0,7T).
R4 ! R4

N—o00

In addition, the first part of Assumption 2.8 implies

Jim [ oty war= [ pwtn, e
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Upon subtracting the above equation from (5.21), we infer from (5.20) that
X
(5.22) / o, P =B [p(X)1e<y]. ¢ e C(RY,[0, o)),
TA\To—

for (a countable subset of) the continuity points of ¢ — uX(8(X) <1t) in [0, T), P-almost surely. Approximating any
t € [0, T') from the right by such continuity points and taking the limit on both sides in (5.22) we establish (5.18) for all
tel0,T). O

We note that equation (5.19) in the latter proof gives a version of (5.18) with an equality for the external MDLA
process (1", DV), and that the error term in (5.19) even vanishes for functions ¢ which are constant on the interiors of
the cubes in Cp . Nonetheless, it turns out that, when d = 2, the local growth condition (5.7) may indeed hold with a strict
inequality, for all admissible choices of y, see Example 5.8 below. This means that, in general, the limit points of external
MDLA processes do not solve the 1SSP. It is important to record the physical interpretation of a strict inequality in (5.7):
it indicates that the density of the absorbed particles in the aggregate is too low, which occurs because of the accumulation
of microscopic holes created when cubes get attached to the aggregate in a “disorderly” fashion. Thus, the density of the
aggregate is lower and its enthalpy is higher than normal. Such an object is sometimes referred to as a “mushy region”
(see, e.g., [65]).

Example 5.8. In this example, we construct a limit point (%, D) of a sequence of MDLA processes, such that, for
any y satisfying (5.4), the growth condition (5.7) holds with an inequality for all admissible test functions ¢ and this
inequality is strict for some ¢. To construct the desired example, we take d = 2 and consider the initial aggregates
F(I)V_ = Rz\(—N_%/Z —N_%/2 + R)?, for an arbitrary (fixed) integer R > 1 and N = n?, n € N (so that each I‘(/)V_ isa
union of squares from Cy ). Clearly,

e — R2\(0,R)>=:Ty_,  Leb(I'’ ATy ) —> 0.
n—oo n—>oo
~ 2 ~ 2 2
The distribution of the initial particle locations (X é’" . ¢ S 7y, denoted by ng , is chosen as follows. First, we define

P":={(x,y) € Z,2\T% : xnmod R> =0}
and C" as the union of all cubes in C,» whose centers belong to P". We then have

|P"| = Rn|n/R] € [n* — Rn,n?], Leb(C") = (R/n)|n/R] €[1 — R/n,1].

The distribution vy is obtained by assigning | P"| particles, selected uniformly at random from the total of n? particles,

to distinct elements of P" uniformly at random, and subsequently assigning the remaining n> — | P"| particles uniformly
- 2 . .

at random to distinct elements of Z > \(F(')’_ U C"™) (so that no two particles occupy the same site).

. 2. . . .
It is clear that vy is symmetric. Using (n? — |P™|)/n® < R/n and the convergence of Riemann sums to the corre-
sponding integral, we deduce, for any bounded continuous function f : R> — R,

2
1 « ~in? 1
— ) ¢ ) P x)dx almost surely.
nzl;f( )T T S T y

Hence, [62, Remark 2.3] yields that (v(')’z)neN is ug(x) dx-chaotic, where ug := %1(0, R)2> in the sense that the first

(R%)k -marginal of ng tends to (uo(x) dx)® for every k € N. We let the underlying particle system (f 1"’2, ¢ "2’”2)
perform a bond exclusion process, so that Assumptions 2.5 and 2.8 are satisfied with & ~ ug(x) dx (see the discussion
after Assumption 2.8 and Proposition A.1).

Consider a limit point (X, D) of the proposed sequence of MDLA processes (which exists by Proposition 3.2), the
canonical process X on C ([0, T], R2), and its absorption time t :=inf{r € [0, T] : X; € I't}. Then, for t = 0, the right-
hand side in (5.7) reads

X X 1
B [o(X)1r<oy | = E* [0(X0)1{r=0)] = —2/ @(x)dx,
R= Jrovry_
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where the second equality is due to Theorem 4.1. We claim that [y = R?, so that the right-hand side of the above
equation equals f(o R)? @(x)dx/R?. Indeed, each particle initially located in P” is immediately absorbed, and hence
(ng_ uch c F"z, t € [0, T]. Consequently, the distance from any point in R? to Ff2 does not exceed R?/n. Since
To = (Nos<r '+ and F;’z — TI'; in the sense of the distance function for all continuity times ¢ of D, we infer that
I'o = R2. Finally, we can make f(o, R)? @(x)dx/R? arbitrarily close to 1 by picking a non-decreasing sequence of ¢ in
cx (RZ, [0, 00)) tending to 1 pointwise. However, for such a sequence, the left-hand side in (5.7) converges to

/ x0,x) =1, (x)dx = x(0,x)dx =Leb(I'o\['p-) = R®>>1
R2 Fo\lo-

by (5.4). So, (5.7) eventually holds with the inequality “>" for the ¢’s in our sequence.

Remark 5.9. In Example 5.8, put u(z, ) for the density of the restriction of the distribution of X, to R*\T', under p*,
extended into I'; by 0. Then, there is no locally integrable y : [0, T] x R2 — [0, 0o) that would render (—u, T, x) a weak
solution of the 1SSP with the initial condition (—uq, I'g_), in the sense of (5.3)—(5.5). Indeed, since I'; = R2, ¢t [0, T]
almost surely under ,uX, we have u(t,-)=0,1r€[0,T]. Fort =0 and ¢ € C?O(Rz, R) with ¢ =1 on I'g\I'g—, the
condition (5.3) thus becomes

fR2 () x (0, %) + ¢(x) (uo(x) + 1r,_(x)) dx =0,

which under the condition (5.4) amounts to
/ up(x)dx =Leb(I'p\Io-).
To\lo—
This is false, as the left-hand side equals to 1, while the right-hand side is RZ> 1.

Appendix

The appendix is concerned with the behavior of the underlying particle system (X, X!V XIZ’N ey ZN N )refo,7+1] that
follows the bond exclusion process described after Assumption 2.8. Proposition A.1 is a d-dimensional generalization of
[62, Theorem 3.3]. Although the proof therein can be adapted to any d > 1 with only a few changes, we give here an

alternative, somewhat more direct, proof.

Proposition A.1. Let the joint distribution UO of ()? LV XY N) be symmetric and the empirical measure of the
initial locations {X { 0 }N | converge to an vy € P(Rd) weakly in probabzllty as N — oo. Then,as N — oo, the empirical

measure ,uX N of the paths {X LN }N | converges to wX, the distribution on D([0, T + 11, R?) of a Brownian motion with
the initial law vy, weakly in probability.

Proof. Note that the first particle X'"Nisa simple symmetric random walk on Zy with the jump rate N 7d. Since the
first marginal of vév converges to vg as N — oo (see [62, Remark 2.3]), the law of X" LN on D([0, T +1], RY ) tends to the
Wiener measure with the initial distribution vg. In addition, [62, Proposition 2.2 ii)] y1e1ds the tightness of the sequence

(MX Nyyen in P(D([0, T + 1], Rd)). Upon restricting N to a subsequence along which u converges in distribution
to a random element & of P(D([0, T + 1], R9)), we use the Skorokhod Representation Theo~rem to assume, without loss
of generality, that this convergence holds almost surely. Our goal is then to show that /I = u* almost surely.

By the symmetry of the joint distribution of {f LNy lN: | we have, for all bounded and uniformly continuous functions
f:D(0, T +1],RY) — R,

N
% 1 ~ ~ ~

E d XW}:]E —§ XN [ =E[ £(X"Y)] — / du*.
[/D([O,T—H],]Rd)f a [Nl.zlf( )] L ) N—o0 D([O,T+1],Rd)f a

On the other hand, the leftmost expression in this display tends to the expectation of

/ f i
D([O,T+1],Rd)
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along the subsequence in consideration. Thus, it suffices to prove that the variance of the above random variable is 0,
which can be reduced further, via the Dominated Convergence Theorem, to the convergence to 0 of the variances of the
integrals of f with respect to u**V, N € N. Using symmetry again, we find that

X.N i,N Fi NV — SN SON
Var(/D([O,TH],]Rd)fd ) N2 Z COV (X ) f(Xj ))—Cov(f(X ),f(X ))

i,j=1

To prove that the obtalned covariance tends to 0 as N — oo, it is enough to verify that the joint law of (X LN X2.N )
converges to /L ® u as N — oo.

. ~ _1 . .
To this end, we introduce the rescaled basis vectors e := N dei, k=1,...,d, in R, and notice that the Markov
process (XN, XN on (Zy)? has the generator

(SIS

N

d
(,CNg)(x x? _TZ‘: x!' +2x )+g(x — €k, X )—Zg(xl,ﬂ)

+ ()c1 X +ek)+g(x xz—ek) 2g(x1,x2))

EVIN}

B 71”"1‘)‘2|1=N’5}(g(xl’xl) —g(x' %) —g(x*x") + 2(x* %))

::;(ANg—f-A g)(x", x?) — 1 (0g)(x!, x?%)

2 {2 =N" d}

for all g € C2(R*, R), with |x|; := 3"{_, |x¢|. In particular, for such g, the process
t
(XN XPN) — (XN, X3 N) —/ Ly (XN, X2NYds, 1e[0,T+1]
0

is a martingale. As the laws of )?I'N, X2V tend to M}?, the sequence (fl*N, )?Q’N)NeN is C-tight. To identify the limit
points with uX ® X, we recall the martingale problem on C([0, T 4 1], R??) characterizing u* ® X, and thus aim to
check that, forall k e N, 0<t; <--- <ty <Ty <T» < T +1land hy, ..., hi € C.(R* R),

SN $2,N 1N F2,N XLV 2N 1N F2,N
IE|:<g(XT2 ’ XTz ) o g(XTl ’ XTI ) - A (Ag)( dt) l_[hl » X ):|
! =1
converges to 0 as N — oo. This statement is equivalent to

T k
E[( Z(ENg)( LN XIZ’N)——(A (X! el 2N dt)l—[ lN’ )} _ 0.

T N—o00
Moreover, the Lagrange form of Taylor’s Theorem reveals that

Ahg+ AL A uniformly, sup sup N%(®g)(x],x2) < 0.

NeN _1
x! x2eZy:|x!—x2||=N"4d

Therefore, it is enough to show that

3
Al R, ;) 1 ., dt 0.
b N [/T 1N g2 = | N Seo

1

In order to establish (A.1), we consider the process

vV =Na|XN XAV —1, refo,T+1],
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on {0, 1, ...}. Note that, when Y,N =n > 1,itjumps to (n + 1) at the rate (d+m)N% and to (n — 1) at the rate (d—m)N%,

where (d —m) is the Hamming distanci:9 between f,l’N and f?’N. When YtN =0, it jumps to 1 at the rate (2d — 1/2)N%.
Next, we construct a Markov process Y N <y¥N on {0, 1, ...} with the generator

(A2) L1 dN T (g(n 4+ 1) + g(n — 1) — 2g(n)) + 10y (2d — 1/2)N 7 (g(1) — g(0)).

Specifically, )N’(fv :=Y}'; whenever YN =yN =n>1and YN =n—1,weset YN =n —1; whenever YN=vN =n>1
and YN =n + 1, we set YV =n — 1 with the probability m/(d + m) and YN = n + 1 with the probability d/(d + m),
where (d — m) 1~s the Hamming distancg between X ,1’_N and X ,2’_N; whenever 1711! = Yﬂ =0andY tN =1, we set }A’;N =1;
and, whenever YtN < YtN , the process Y evolves independently of Y (according to its generator). Finally, we let SV

be a simple symmetric random walk on Z with the jump rate d N 7 and

(t)'—/tl +2d_1/21 dr’, t>0
ri) = , Sy=0) g sh=0 . P20

Then, |S rA{_)l is a Markov process on {0, 1, ...} with the generator (A.2). Hence,

T,.7, T T 2d T
IN :E[/;l 1{Y1N=O}dti| S]E|:\/T] I{Sz\ét)zo} dti| S WE[A I{Sz\/:()}dr:|

Moreover, for any € > 0,

T, T, T
E[/() 1{S,N=0} drj| 5/{; ]P’(N_éSfv c[—e, 8]) dr — ]P’(«/EB, c[—e, 8]) dr,

N—o0 Jo

where B is a standard Brownian motion. Taking ¢ | 0, we complete the proof. ([
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