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IMPORTANCE SAMPLING FOR THE EMPIRICAL MEASURE OF WEAKLY
INTERACTING DIFFUSIONS

Z.W. BEZEMEK AND M. HELDMAN

ABsTrRACT. We construct an importance sampling method for computing statistics related to rare events for
weakly interacting diffusions. Standard Monte Carlo methods behave exponentially poorly with the number
of particles in the system for such problems. Our scheme is based on subsolutions of a Hamilton-Jacobi-
Bellman (HJB) equation on Wasserstein space which arises in the theory of mean-field (McKean-Vlasov)
control. We identify conditions under which such a scheme is asymptotically optimal. In the process, we
make connections between the large deviations principle for the empirical measure of weakly interacting
diffusions, mean-field control, and the HJB equation on Wasserstein space. We also provide evidence,
both analytical and numerical, that with sufficient regularity of the HJB equation, our scheme can have
vanishingly small relative error in the many particle limit.

1. INTRODUCTION

Consider the weakly interacting particle system:
1) AXPVY = (XN S g 4 (XN S, XN

on some stochastic basis (Q, F,P), {F;}ic[s,7) satisfying the usual conditions, where b : R? x Py(RY) — RY,
o RExPy(RT) — R¥*™ {Wi},y are independent m-dimensional standard F;-Brownian motions initialized
at Wi =0,i¢€ {1,..,N}. Here Po(R?) is the space of probability measures with finite second moment (see
Definition A.1). In (1), N denotes the total number of particles, ¢ € {1,2, ..., N} indexes a particular particle,
and pV*¥ € C([0, T]; P(R?)) is the empirical measure:

N
s 1
(2) oY = v ZaX;,N,S,y, tels,T).
1=1

The 4’th entry of the vector y = (y1,ya,...) € 2, R? contains the deterministic initial condition for the i’th
particle at time s satisfying 0 < s <t < T. The entries y; for i > N are ignored for any particular value
of N; we include them in defining (1) for convenience, since our purpose will be to consider the sequence of
solutions to (1) as N — co. We will at times identify y with its projection onto R¥? = RV = @ /R4
without ambiguity.

In this paper, we design a control-based importance sampling scheme for estimating functionals of the form
(3) E [exp (—Ne(u%y))} , G:PRY SR

The basic method goes as follows: letting v.¥ : [s, T] x RN — R™ be a chosen bounded function, or control,
for each i € {1,...,N} and N € N, we consider the controlled version of the interacting particle system (1)
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given by
dXZ’N’S’y _ [b(Xf’N’S’y,ﬂi’N’s’y) + U(XZ’N’S’y,ﬂi’N’S’y)va(t,Xg’N’s’y, ...,XtN’N’S’y)]dt

(4) B . o
+ o(XPNsY iy g XN sy — g

Girsanov’s theorem allows us to convert statistics for the controlled system (4) into statistics for (1); therefore,
in order to develop a more accurate Monte Carlo estimator for (1) our objective will be to identify controls
va that reduce the variance of our target statistic compared with the uncontrolled version, or in the best
case cause the relative variance to vanish as N — oco. By these measures, we find that subsolutions of a
zero-viscosity Hamilton-Jacobi-Bellman (HJB) equation on Wasserstein space, which we derive starting with
the Dawson-Gértner large deviations principle (LDP) [16,29], provide controls with good performance.

Our main results, stated rigorously in Section 2, show that under certain assumptions our scheme outperforms
standard Monte Carlo methods by requiring a subexponential number of samples to achieve a given relative
error in estimating (3) as N — oo (Theorem 2.4). Under stronger assumptions, we show that in fact only
a vanishing number of simulations suffices (Theorem 2.5), so that for large N our method requires only a
single sample. Our theoretical results are confirmed by numerical experiments in Section 4.

Our importance sampling scheme is related to and inspired by previous work concerning the development of
asymptotically optimal importance sampling methods for estimating expectations of the form

(5) E[exp <—1G (X;vs’y)ﬂ, G € Cy(RY),

where X <%V is a single particle satisfying, e.g., the small-noise SDE:
dX7%Y =b(X7%Y)dt + Veo (X% dWy,

6
© X%V =y e R

We will draw parallels between the small-noise setting and ours throughout this article.

A general strategy for efficiently computing (5) involves exploiting the connection between the large devia-
tions rate function of Freidlin-Wentzell (FW) [48] and a class of first-order Hamilton-Jacobi-Bellman (HJB)
equations, whose subsolutions can then be leveraged to obtain optimal controls for the zero-noise process
X059 In turn, the controls can be used to design an optimal change of measure for estimating (5). The
control formulation of the FW rate function, provided via the weak convergence approach to large deviations
of Dupuis and Ellis [13, 34], makes the chain linking the rate function, zero-viscosity HJB equation, and
optimal control of the zero-noise process more evident. The strategy described above has been applied for a
diverse range of stochastic models [36-38,74,79].

Elevating the above framework for small-noise SDE importance sampling schemes to interacting particle
systems is a major contribution of this paper. Moreover, the connections between the approaches used
herein and in the small-noise setting allow us to conjecture (see Remark 2.6) about extending this research
to problems related to metastable dynamics that have been previously considered for the small-noise case
(see, e.g., [57] and the references therein) such as exit probabilities and mean first passage times. We
therefore view this paper as the first step towards a new method of designing importance sampling schemes
for studying properties of the empirical measure which are of interest to the greater scientific community,
such as the free-energy differences for chemical and biological molecular systems [3,25,61,78] or exit times
of the empirical measure from domains of attraction in models related to social dynamics and consensus
convergence [6,28,49,50, 59].

Let us now make the comparison between the interacting particle system (1) and the small-noise system (6)
more explicit. It is well known that p™>*¥ — L£(X*") in distribution when considered as P(C([s, T]; R?))-
valued random variables. Here v € P(RY) is the weak limit as N — oo of the empirical measures % Zfil Oy,
and X*®" satisfies the McKean-Vlasov equation:

(7) dthfl’ = b(XtS’VwC(X:’V))dt + O_(XS,V’L(X;:S,V))th’ X:’V .

This phenomenon, known as the propagation of chaos, goes back to the works of Kac [63]. The empirical
measure V%Y can also formally be seen to satisfy an infinite-dimensional small-noise equation, analogous
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to (6), with parameter € = ﬁ, as per pp. 249-250 of [29]. Thus, the problem of estimating (3) has the

same basic structure as the more well-known problem of estimating (5), but with a different state space.
An LDP for the many-particle limit of {u™>*¥} yen was first established in the classical work of [29] in the
case where the diffusion coefficient ¢ does not depend on the empirical measure, with the result extended via
the weak convergence approach of Dupuis and Ellis [34] to the general setting in [16]. In the latter, the form
of the rate function is given in terms of a control problem (see Theorem 1.2), which further motivates our
search for an asymptotically optimal importance sampling scheme for (3) associated with an HIB equation
as in the small-noise SDE setting. In contrast to the setting of small-noise SDEs, where the state space of
the HJB equation is Euclidean space, we find that the appropriate HJB equation to consider in our setting
of measure-valued random variables is posed on Wasserstein space.

Perhaps due to the computational intractability of both the Dawson-Gértner [29] and Budhiraja-Dupuis-
Fischer [16] rate functions, practical applications of the LDP for the many-particle limit of the empirical
measure (2) associated with (1) have been few and far between (for some exceptions see, e.g., [30,49,50,70]).
On the other hand, in recent years the HIB equation on Wasserstein space of [73] (along with the related
equations in [21,67]) has received an immense amount of attention both in terms of numerical applications
[20, 22, 47, 54, 55, 60, 66] and theoretical results [5, 18, 19, 26, 27, 56, 65, 73, 80]. The Dawson-Géartner rate
function has previously been related to the theory of mean field games and control through the observation
that it can be viewed in terms of derivatives of the free energy associated to the limiting McKean-Vlasov
equation viewed as a gradient flow on Wasserstein space in some settings [1,2,4,41-44,52]. However, to our
knowledge, this paper is the first time that the connection between the LDP rate function (10) and the HJB
equation on Wasserstein space (23) has been made explicit in the literature (see Remark 2.2).

As far as we are aware, this paper also represents the first time the problem of estimating (3) with an
asymptotically optimal importance sampling scheme has been considered, though many other versions of
the small-noise importance sampling problem have appeared in the literature. These include, for example,
discrete-time Markov chains [37,38], diffusions with multiscale structure [36,69], and stochastic partial differ-
ential equations [40,51]. See in addition [11,35,39,53,57,79| for a diverse, but by no means comprehensive,
collection of small-noise importance sampling research in a variety of settings. We in particular mention the
work of [33] on the design of importance sampling schemes for small-noise McKean-Vlasov SDEs using a
decoupling approach (see also [7,8]) and a complete change of measure approach. The problem posed in [33]
is significantly different from the one we consider here, principally because they seek to estimate statistics
of the limiting McKean-Vlasov equation (7) rather than the interacting particle system (1). The change of
measure they employ is therefore based on the Freidlin-Wentzell (small-noise) LDP for Brownian motion,
rather than the Sanov-type (many-particle) LDP for the empirical measure (2) used in our setting. Note
that Freidlin-Wentzell LDPs have been derived in different settings for McKean-Vlasov equations [32, 68],
though they were not directly employed in the results of [7,8,33].

Finally, we note that methods of importance sampling for high-dimensional diffusions have also been estab-
lished in previous research, e.g., [11,71,77]). While in theory these could be applied to estimate (3), they
are designed for more general problems than ours and therefore do not exploit the exchangeability of the
particles, and resulting propagation of chaos, to obtain an asymptotically optimal scheme. However, it may
be that a combination of these non-asymptotic techniques with ours could allow us to treat a broader range
of problems in the future, as we remark in Section 6.

The rest of the paper is organized as follows. We establish notation in Subsection 1.1 below, and go on
to provide background on large deviations theory for the empirical measure in Subsection 1.2. Then, in
Subsection 1.3 we develop measures of performance for the control-based importance sampling of diffusions
for computing statistics of the form (3), some of which can be quantified using large deviations theory. In
Section 2, we formally derive the HJB Equation on Wasserstein space and state our main results, Theorem
2.4 and Theorem 2.5. In Section 3, we introduce a class of linear-quadratic examples for which the HJB
equation can be solved analytically and discuss simple cases in which our scheme can be thoroughly analyzed
in comparison to standard Monte Carlo, along the way comparing with results for small-noise diffusion
processes on R?. In Section 4, we demonstrate our method with numerical examples. Section 5 contains
detailed proofs of the results stated in Section 2, before Section 6 provides concluding remarks. Lastly, in
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Appendix A we provide additional background on the calculus of square-integrable probability measures,
Py (RY).

1.1. Notation. In the following paragraph, let X and Y be Polish spaces, and (£2, F, 1) a measure space.
In the course of this paper, we denote by P(X) the space of probability measures on X endowed with
the topology of weak convergence. We use P2(X) C P(X) to denote the subspace of P(X) consisting of
square-integrable probability measures on X endowed with the 2-Wasserstein metric (see Definition A.1).
We additionally let B(X) be the Borel o-algebra associated with X, C(X;Y) the space of continuous
functions from X to Y, C3(X) the space of bounded, continuous functions from X to R with norm ||¢|| =
sup,cx |¢(x)], and for p > 1 we define LP(Q, F, u; R?) as the space of p-integrable functions on (2, F, 1)
with values in R? and norm

1/p
1600 mey = ([ 106)Puta))

Cy.1.(R?) C Cy(R?) is the set of bounded, globally Lipschitz functions ¢ : R — R with norm ¢l r =
9]l oo + SUDP, yerd paty M For ¢ € LY(X, u), n € P(X), we define the pairing (¢, i) by

lz—y
wm:Aammm

We note that, as in the above definitions, the codomain for a given function space is assumed to be R unless
otherwise specified. We will also occasionally refer to a measure on a topological space X without explicitly
stating the corresponding o-algebra; in this case, the measurable sets are assumed to come from B(X).
Partial derivatives of a function ¢ with respect to a variable x are normally denoted by d,¢; if the variable
x is measure valued then the derivative 9, should be interpreted in the Lions sense (see Appendix A). For
time derivatives 0;¢ with respect to t € I C RT, we also use the notation ¢.

For ¢ : [0,T] x P2(R?) — R, we use ¢ € C12([0,T] x P2(R?)) to mean that p +— ¢(¢, u) is fully C? in the
sense of Definition A.2 for all ¢, with all derivatives in that definition jointly continuous in (¢, z, 2/, 1) and the
map ¢+ ¢(t, p) continuously differentiable in ¢. The subspace Cy ([0, T] x Po(R%)) € C12([0, T] x Py (RY))
denotes the class of functions ¢ such that further ¢ and all its derivatives from Definition A.2 are uniformly
bounded.

For z,y € RY, o = (x1,...,24),y = (y1,---,Ya), * -y denotes the standard inner product z -y = Zle i
For A, B € R matrices with entries {a;;}{,_, and {b;;}¢,_, respectively, A: B := szzl a;jbij.

For z € ®Y \R? or ®32,;R?, we will denote by pl associated empirical measure, i.e., the element of P(R%)
given by

Finally, for given sequences {f,},{gn} in RT, we use the following notation to compare their asymptotic
behavior: f,, = O(g,,) if there is a constant C' > 0 independent of n such that f, < Cg,, and f, = o(g,) if
g% — 0 as n — oo. If instead of positive real numbers f, and g, are sequences on normed spaces, we use
the same notation to refer to the behavior of the sequences |f,,| and |gy|.

1.2. Large deviations results and an HJB equation for the particle system. We now introduce some
of the key tools for proving the our main results in Section 2, namely, a stochastic control representation
for the LDP associated with the empirical measure (2) as provided by [16] and a control representation for
statistics of the form (3). The final tool, the HIB equation on Wasserstein space, will be introduced in
Section 2.

The Laplace principle stated in Theorem 1.2 is based on the controlled version of (7):
dX; = DX LX) + o (X, L(XP™))o()]dt + o (X", LX) dWr,

XU oy,

(8)
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For the LDP to hold, we need the following assumptions on the particle system (1), the controlled version
of the limiting McKean-Vlasov equation (8), and the problem data:

Assumption 1.1. Suppose:

(A1) The initial conditions y for (1) are such that there exists v € Po(RY) with py — v as N — oo.
(A2) The coefficients b and o are continuous on R x P(R?).
(A3) For all N € N, existence and uniqueness of solutions holds in the strong sense for the system of
SDEFEs (1).
(A4) Weak uniqueness holds for solutions of (8) in the sense that if ©',02 are probability measures such
that fori=1,2:
o O is the law of some process triple (XVi5" v;, W) satisfying (8) on some filtered probability
space (QF, F!,PY), {]:f}te[s’:p] satisfying the usual conditions
e v; is an F}-progressively measurable control with B’ [fﬁT lv; (t)|2dt} < 00
e W' q standard F}-Brownian motion with W! =0
and ©' o 971 = B2 0 ¥~ where ¥ is the identity mapping in the second and third coordinates and
the evaluation map at time s in the first coordinate, then ' = 2.
(A5) For any sequence of controlled processes { XN5¥} from (4) with Fy-progressively measurable controls

oV = (o], .. vk satisfying

N

1 T
sup E —Z/ [N (t)2dt| < oo,

Nen | N &=

pN o= % Zf\;l Sxin.ey 18 tight as a sequence of P(C([s,T];R%))-valued random variables.

Assumption 1.1 is taken directly from [16] with the exception of (A4), which is a mildly less restrictive form
of weak uniqueness under which the arguments from [16] still hold (see Lemma 3.4 in [15] or Definition 3.6
in [9]). For verifiable conditions on the data of the problem under which (A4) holds, from Appendix C in
[45] we have that:

(A1’) b, 0 are jointly globally Lipschitz on R? x P(R?) where P(R?) is equipped with the bounded Lipschitz
metric dpL (11, ) = SUP(4eq, , ma) o), , <1} Jra @(@)[1(dx) — v(dz)].
(A2") o is bounded and o(x, 1) = o(u).
are enough to imply (A2)-(A5). Note that the proof given in [45] that (A1l’) and (A2’) together imply (A4)
(Proposition C.1 in [45]), is based on an erroneous localization argument. See [15] for a correct proof.

We are now ready to state the LDP for the empirical measure.

Theorem 1.2. Under Assumption 1.1, for any F € Cy(C([s,T]; P(R?))):

: 1 N,s,y _ . . : v
9) Jim_ = 10gE |esp(-NF(u)| = Qs Fyi= b {SE(e) + P}

where SY p C([5,T); P(RY)) — [0, +<] is given by

1 T
(10) () = inf IO
’ velliu(t)=L(X} ") tes. T 2 | Js
In the above we take inf ) = 400, and in the expression for S;”T(,u) the admissible set of controls U is the
set of all quadruples (2, F,P), {Fi}refs,r), v, W) such that:

1. ((Q,F,P),{F:}) forms a stochastic basis satisfying the usual conditions,

2. W is a standard m-dimensional Brownian motion initialized at Wy = 0,

3. v is an R™-valued {F;}-progressively measurable process such that E {fST |v(t)|2dt] < 00.
We write v € U to denote ((Q, F,P),{Fi}iels,r), v, W) €U in the above. For each v € U, XZ”’ satisfies the
controlled McKean-Viasov equation (8) on the space (2, F,P), {Fi }tes, ) with driving Brownian motion W .
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Proof. The result follows from Theorem 3.1 in [16] (see also Theorem 5.1 in [45]) by applying the contraction
principle to pose the rate function on C([s, T]; P(R?)) rather than P(C([s, T]; R%)) as in Proposition 5.6 of
9]. O

The following corollary of Theorem 3.6 in [13], which provides a prelimit expression for the left-hand side of
(9) which can be applied to prove Theorem 1.2, is also critical to our arguments in this paper. In Section 5,
we apply it to several auxiliary systems of the form (1) with different choices of the drift term in the course
of proving Theorem 2.4. The drift terms in the new system have a slightly different form from those in (1),
since they are allowed here to directly depend on the time variable.

To distinguish these auxiliary systems and their solutions from those of the original system (1), we establish
alternative notation here for the solutions of the controlled and uncontrolled auxiliary systems and their
empirical measures that we will also use in Section 5.

Proposition 1.3. Let ji} *Y = %Zil Sginon,t € [s,T) where XY solves the system (11) (i.e., (1)
- t
with b replaced by b):

(11) dXti,N,s,y — E(t,XZ’N’s’y7 /jtiv’s’y)dt + O.(XZ,N7S,y7ﬂiV,S7y)thi7 X’;’,N,&y =1

and b, o are such that ezistence and uniqueness holds in the strong sense for the system of SDEs (11) and Wi
are IID standard m-dimensional Brownian motions initialized at Wi = 0. Then for F € C,, (C([s,T]; P(RY))):

N T
1 . , 1 .
(12) — oy logE exp(—=NF (@™ ’y))} = inf JE N E / uiY ()] dt | +E[F(a">¥)] ¢,
=178

where UN is the space of adapted controls u™ = (ul¥, ..., ul),ul : [s,T] — R™ such that E [fST \uN(t)\th} <

oo, and g%V is the empirical measure associated with the controlled version of (11), i.e
dX N = (e, XpN gty de 4 o (XN g () de 4+ o (XN, gl awy, o XENY =y,

1.3. Log-efficiency and asymptotic optimality in control-based importance sampling. Recall our
definition of the controlled particle system (4), and let

T T
) . . .1 . .
(13) 2PN = exp (—/ ol (b, XPNsY L XEN Yy aii — 5/ loN (8, XPN5Y XZ’N’S’y)|2dt>.

By Girsanov’s theorem, an unbiased estimator for (3) is given by
N

(14) Zexp ( NG ~N,s,y, j)) H ZZ,N,s,y,j
i=1

where (pV5vd ZUNswsd - ZNN89.0) are M independent samples of (Vv ZLNsw | ZNNsy) and

(15) gty = NZéxtwsy

We note that the standard Monte Carlo method estimator, which we denote by dx, corresponds to (14) with
N =0, so that ZHV:svd = 1.

We define the relative error of the estimator (14) by

) B|exp(-2G () [T, (20 .
E[exm—NGwN’s!y»r |
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To control the size of (16) we either need to increase the number of samples M or reduce the variance by
choosing v}¥ so that

E[exp(-2n G %) TTY (2

(17) R(Sy) =

b

2
E|exp(-N G )
is close to 1. With this in mind, we define our first measure of the efficiency for an importance sampling
scheme (14) in terms of the asymptotic behavior of R(dx) as N — oo:

Definition 1.4. An importance sampling scheme of the form (14) is called log-efficient if

. 1 &
]\;gnoo N log R(0n) = 0.

Note that, in our definition, we do not require that R(6x) — 1 or even R(dy) = O(1); instead we only ask
that as N — oo, R(0y) does not grow exponentially in N.

The notion of log-efficiency can also be described in terms of large deviations theory. For the uncontrolled
system, from (9) in Theorem 1.2 we know that if G € C,(P(R%)) and Assumption 1.1 holds, then

o1 s

lim — log Elexp(—~NG(uz*"))] = =G(s,v5 1= Glur)) = -,
Jim - log Efexp(~2NG(u3"*"))] = =G(s,vs p 1= 2G(r)) = 7.

Thus, for the standard Monte Carlo scheme the relative error can be written in terms of v, and 7, as follows:

(19) plon) = = v/exp(N 231 =72+ o(1)]) ~

Starting from the inequality E[exp(—QNG(ug’s’y)] > Elexp(—=NG(ud))?, taking logarithms, multiplying

by —%, and taking the limit N — oo shows that vo < 27;. Evidently, the relative error p(dy) grows
exponentially in N if the inequality is strict, i.e., 7 := 273 — 72 > 0. Exponentially many samples are

therefore required to reduce the relative error below a given tolerance in that case.

Now, we assume that the the relative error for the importance sampling scheme (16) admits the same
representation as the standard Monte Carlo importance sampling scheme in (19), with analogous quantities
A1, Y2, and 4 = 297 — 4. That is:

(20) pln) = <= /exp (N5 (1)) 1.

Note that in the same way as with standard Monte Carlo, we can conclude via Jensen’s inequality that
4 > 0. Then we can compare the relative error p(dy) to the Monte Carlo relative error p(dx) by comparing
the corresponding quantities 4 and ~:

1. If 4 < ~, then the importance sampling scheme is more efficient than standard Monte Carlo in the
sense that asymptotically (as N — 00), it yields a smaller relative error.
2. If 4 = 0, then the importance sampling scheme is log-efficient and, if v > 0,

1
plin) = 7 /exp(o(N)) 1= ol (o).
The object of our first result Theorem 2.4 presented in the next section is to show conditions under which,
for our choice of controls, ¥ < v or ¥ = 0.

Though the assumptions underlying Theorem 2.4 preclude the relative error of our importance sampling
scheme from growing exponentially, extremely fast subexponential growth rates may still be possible. To
obtain a more refined result, one needs to study the behavior of the o(1) terms in R(g ~). To that end, our
second main result, Theorem 2.5, assumes an expansion of the prelimit quantities on the left-hand side of
(18) leading to an expression for R(dy) of the form

(21) R(SN) = exp (aON +a;+ay N+ ) .
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Note that here ag plays the same role as 4 in (20). Analysis of the coefficients in the power series appearing
in the exponential shows that, under stronger regularity assumptions than required for our Theorem 2.4,
ag = a1 = 0, which implies that the importance sampling scheme has vanishing relative error:

Definition 1.5. An estimator of the form (14) is said to have vanishing relative error if, for p(SN) as
in (16),

A}gnoo p(dn) = 0.
We conclude this chapter by comparing to the small-noise diffusion regime. Our discussion in this section
parallels that of the first section in [79], in which similar importance sampling scheme for small-noise diffusions
is presented along with numerical schemes for estimating the optimal controls. However, we note that in our
paper stating the LDP and its underlying assumptions is somewhat more involved due to the measure-valued
state space.
In [79], the authors also provide sufficient conditions for a log-efficient importance sampling scheme for small-
noise diffusions to have vanishing relative error. For our Theorem 2.5, we instead opt to perform an analysis
in the spirit of the later [75]. The paper [75] furthered the analysis of the small-noise case by expanding the
o(1) terms in the relative error into powers of the small-noise parameter € to recover log-efficiency from the
first-order expansion, and the vanishing relative error result from of [79] from the second-order expansion
(see also the related Section 3 of [62]).

2. THE HJB EQUATION AND STATEMENT OF MAIN RESULTS

We now turn to the full statement of our importance sampling scheme in terms of the solution to an HJB
equation on Wasserstein space, explain its relationship to the rate function (10), and give a formal derivation
of the importance sampling scheme and the HJB equation as the zero viscosity limit of a sequence of zero
variance controls.

Starting with the Hamiltonian function which acts on p € Py(R%), p: R? = R? and I' : R? — R4*? by:

@) HolepT) == [ ) pe) = 50(a) - oo @ (@) + 5007 (2,0 Dol
the HJB equation on Wasserstein space is given by:
—0,¥(t,v) + Ho(v,0,%(t,v)[-],0.0,%(t,v)[]) =0, t€[0,T),v € Py(RY),

U(T,v) = G(v), v € Po(RY).
Recall here that 9,¥(t,v)[] : R? — R%, the derivative of ¥ in the measure-valued variable y, denotes the
Lions derivative of ¥ at v (Definition A.1 in Appendix A).

We will make use of the following notion of subsolutions to (23):

Definition 2.1. We call ¥ : [0,T] x P2(R?) — R a classical subsolution to (23) if:
(i) ¥ € C12([0,T] x P2(R?))
(ii) 0yU(t, 1) = Ho(p, ¥ (¢, p)[], 0:0,9 (¢, p)[]) = 0 for all t € [0,T), p € Pa(RY)

(i) W(T, 1) < G() 1 € Py(RY)
(iv) There exists C > 0 such that

(23)

sup 10,0 (L, p)[2]| < C,
te[0,T],neP2(RL),z€R4

sup 10:0,%(t, p)[2]] < C(1+ |2[?),
te[0,T],neP2(RY)

D2U(t, )] <C

L2REm)QL2(RYp)

sup
te[0,T],neP2(RY)

Note that under the above definition, a classical subsolution ¥ to (23) is also a viscosity subsolution in the
sense of Definition 3.5 in [26]. Moreover, a classical solution ¥ to (23) which also satisfies the bounds of
item (iv) in Definition 2.1 is also a classical subsolution.
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Remark 2.2. Under certain sufficient conditions stated in Proposition 3.1 of [73], the HIJB equation (23)
coincides with the large deviations rate function SY  from (10) in the sense that ¥ solving (23) is given by:

24 U(s,v) = inf sv G .
(24 ()= nf (S5e() + Glan))

Stated more concretely, [73] shows that if o is constant, b is Lipschitz on R? x P2 (R?), G(p) < C [pu |2[*1(dz)
for some C' > 0, then any ¥ € C}*([0, T]; Po(R%)) satisfying (23) in the classical sense must be given by (24).
Note that while 73| restricts to the case of Markovian feedback controls for the infimization problem (9),
we know thanks to the convexity of the running cost in the definition of the rate function that the restricted
infimization problem is equivalent to the full one (see Proposition 5.8 in [9]).

Moreover, Definition 3.5 of [26] states a natural notion of viscosity solutions to (23), and Theorem 3.8 therein
establishes sufficient conditions for the value function (s,v) = inf,co (s, (re) {54 7 (1) + G ()} to be the
unique viscosity solution to (23). Although that theorem does not allow for the linear growth in the control
present in our drift term nor the quadratic running cost in the definition of S¢ 1, it appears the results should
hold under this same set of assumptions or similar; see Remarks 2.11 and 3.2 in [27].

Whether the value function is indeed the unique viscosity solution to (23) is of no consequence to the results of
this paper. However, the connection between viscosity solutions of (23) and the rate function from Theorem
1.2 parallels the small-noise regime, and helped us to identify the correct PDE for designing our importance
sampling scheme (compare (24) with, e.g., Equation (2.12) in [79] in the small-noise setting).

2.1. Formal derivation of the HIB equation (23). In this section, we will see formally how to arrive
at the expression for the control used in our importance sampling scheme in terms of the HJB equation on
Wasserstein space (23).

Following pp. 1778-1779 of [79], we let PN [0, T] % @é\f:le — R be the solution to the backward Kolmogorov
equation with terminal condition exp(—NG?¥ (z1,...,zx)) = exp(—=NG(ul)) associated to the system of
SDEs (1), so that ® satisfies:

(25) 8V (1,2) = Blexp(-NGA))], = eRY 1 e [0,7],
and
A N A
0, N (t, ) + Z bz, pl) - 0., &N (t, )
i=1
(26)

1 o
+ iao—r(xi,,uiv) 102 0N (t,z) =0, te[0,T), = (x1,..,vy5) € R,

&N (T, 2) = exp(~NG(ud)), € RV,
For fixed N, choosing controls

6wi(i)N(t,£C1, ,SL‘N)

27 vZN t,21,..., T =0 5, i,v -
( ) ( ! N) ( a ) (I)N(t,l‘17...7.’13]v)

in the construction of dy from (14) leads to a deterministic estimator for (3) with zero variance:
N N
(28) e NG ™) H Z0Nsy — N (5,91, ..., yn).
i=1

The change of measure described above is commonly known as the Doob h-transform, and the equality (28)
can be seen via an application of It6’s formula.
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Next defining éN(t, Xly ey TN) = —% log @N(t, x1,...,ZN), we have that Y is a solution to the second-order
HJB equation:

N
—0, N (t, 21, ..., xn) — Z{b(l‘i, phy - azifi)N(t,xl, vy TN)
i=1

N ~
(29) = Sl @i 1) BV (b, )P

1 -
+ ioa—r(xi,uiv) : aﬁi@N(ml,...,xN)} =0, z1,.,eny €RLEE0,T),

ON(T, 1, ..., zn) = G(ud), T1,...,xn € RY
and the choice of controls from (27) is given in terms of ®V by:

(30) va(t,xh wy TN) = —NJT(xi,uiV)amiéN(Lml, ey TN)-

As per (28), in (30) we have constructed a zero-variance estimator for (3) from solutions of (29):

N
(31) exp(~NON (5,41, ... yw)) = Ele™ NOUr ")) = ¢~ NG T z0New,

i=1
so if one had access to ®V in order to construct vV, one would already be able to compute the desired
expectation explicitly.
Until this point, we have merely derived PDEs for the exact expectation that we wish to compute. To
derive an importance sampling scheme that is effective for all large values of N, we assume that, given
the symmetries in the coefficients and terminal condition in (29), there exists ®V : [0,7T] x Po(R?) — R
which is fully C? in the sense of Definition A.2 such that ®V(t, uY) = &N (¢, zy,...,zy) for all ¢ € [0,T],
x1,...,xx € R? Then by Proposition A.3, we get:

—0, N (t, ) — /

1
» bz, 413 ) - Ou @™ (t, 13 )2] = 5o (2 12)0, @™ (8, ) 2]

1
+ iggT(zaNi\r) : azaﬂq)N(t’Mva)[z]
1
+ 70_0_7(2711/%\[) : ai@N(t,Miv)[ZﬂZ]uiv(dz) = Oa L1y TN S ]Rd7t € [OaT)v

2N
N(T, 1) = G(ud), z1,...,xn € R

The zero-variance optimal control from (30) can then be expressed as
vzgv(t T1yeeey ‘TN) = 7UT($i7 Miﬁv)aﬂq)]v(tv Miﬁv)[‘rl]

Finally, supposing that the equation for ®~ holds not only for measures of the form u2, but for all v €
P2 (R%), the above becomes:

—0, 0N (t,v) — /

b(z,v) - 08N (1,0)[2] — 310 (2, 1)0,8" (1,0)[e]
Rd

+ %O'O'T(Z, v) 1 0,0,0N (t,v)[¢]

+ %O’O’T(z, v): aiq)N(t, V)2, 2lv(dz) =0, ve Py(RY),te(0,T),

oN(T,v) = G(v), v e Py(RY).

As N — oo, we expect that, up to leading order, solutions to (32) should be well approximated by solutions
to the zero-viscosity HIB equation (23), which we arrive at by simply setting the O(1/N) term in (32) to
0, leading us finally to the HJB equation on Wasserstein space (23). Rigorous justifications for this limit in
the case where there is a common driving noise between the particles can be found in [56].

Our discussion here parallels the construction in Section 3.1 of [79] of a log-efficient control in the small-noise
setting, in which the authors start from the deterministic scheme given by the Doob h-transform and take
a formal zero-viscosity limit in the small-noise parameter. Given the expression (31), we expect then that
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at least the O(N) terms in an expression for log R(dx) with the choice of controls from Theorem 2.4 should
vanish, since they are 0 when considering the controls from (30). The log-efficiency proved in Theorem 2.4
shows that this is not only the case for classical solutions to (23), but even certain classical subsolutions.

2.2. Statement of main results. We are now ready to state our main results, Theorems 2.4 and 2.5,
the proofs of which are contained in Section 5. The first is on designing a log-efficient importance sampling
scheme, and parallels Theorem 8.1 in [38] and Theorem 4.1 in [36]. It requires the additional two assumptions:

Assumption 2.3. Suppose:

(B1) G in equations (3) and (23) is bounded and continuous on P(R?)
(B2) o is bounded.

Theorem 2.4. Suppose V¥ is a classical subsolution to (23) in the sense of Definition 2.1 and that Assump-
tions 1.1 and 2.3 hold. Then the importance sampling scheme from (14) with the choice of controls

N N
1 1
(33) va(tv L1yeees I'N) = _JT Zi, N Z 5% 8,u\I] t, N Z 5% [xz]
j=1 j=1

has the property that

Jim ——log R(dx) > W(s, ) — 7,
where R(8y) is as in (17), v1 is as in (18), s is the initial time in (1), and v is as in (A1). In particular,
if U(s,v) > 72 — 71, then this importance sampling scheme performs better than the standard Monte Carlo
estimator in the sense that it admits an expansion of the form (20) such that 4 < 2y — 2 (recalling here
(19)).

Moreover, if U(s,v) = 1, then this importance sampling scheme is log-efficient in the sense of Definition

1.4.

As we discussed in Section 1, [79] provides sufficient conditions in terms of a concept of “uniform log-efficiency”
for the log-efficient importance sampling estimator in their small-noise setting to have vanishing relative error
(Definition 1.5). It is not immediately clear how to verify such conditions in our setting; their proof relies
heavily on local regularity results from the theory of (standard) first-order HIB equations which we cannot
directly apply to our infinite-dimensional HJB equations. In [75], the author takes a different approach,
where an asymptotic expansion in the small-noise parameter of the HJB equation associated to the Doob
h-transform (see (32) herein) is used to establish that their log-efficient importance sampling estimator in
fact has vanishing relative error. This is done by establishing an expression of the form (21), where the a’s
are expressed in terms of solutions to different PDEs. Vanishing relative error can then be established by
showing ag = a; = 0.

In order to carry out a similar analysis here, we will likewise derive PDEs whose solutions can be used to carry
out an asymptotic expansion analysis in Theorem 2.5. Firstly, let ¢y denote a classical C’b1 2([0, T] x Pa(R%))
solution to (23). Using the control from (33) with ¢¢ in the place of ¥, we obtain an expression for the
numerator of R(3y) from (17), which results from applying Girsanov’s theorem, the Feynman-Kac’s formula,
and a log transformation. Concretely, letting =V satisfy:

9,2 (t,v) + / bz, v) — o2, )0t v, 2)] - 9N (1 1) 2] + %acﬁ(z,u)  0,0,EN (1, 1) [2]v(d2)
R
= [ 3T EIBEN P + ot ) Pl
R
(34) 1 T 22N d
+ IN S oo (z,v): 0,57 (t,v)[z z|v(dz) = 0, t€[0,T),v e Pa(RY),
EN(T,v) =2G(v),  veP(RY,

v(t,v,2) = —o | (2,1)0,¢0(t,v)[x], te[0,7),z € R v e Py(RY),
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we have

N
1
EN(t,M;V):_Nng[eXp( aNG(iip ") [[(Z2"M 1) } te0,T],z € R,
i=1

Note that this corresponds to Equation (3.3) in the small-noise setting of [75].

Expanding ZV (¢, 1) = &o(t, 1) + o(1), we expect that & solves the “zero viscosity HJB equation” obtained
by setting the final O(1/N) term in (34) equal to 0, that is:

Ocoltor) + [ e = oo p)olt 2] - Oyt )2

(35) + 5007 o) 0.0, ) Eln(dz) — [ 50T Gnou6olt ) )P

+ 10" (2, 1) 0udo(t, w2 Pp(dz) =0, ¢ €[0,T), u € P2(RY),
£O(Ta /~L) = QG([L), IS PQ(Rd)a

where v is as in (34). Note that, by the same logic, expanding ®V from (32) as ®V (¢, u) = ¢o(t, 1) + o(1),
we expect that ¢g(t, 1) solves (23).

We will also consider higher order terms in the following series expansions of ® from (32) and =V from
(34):

(36) (1, 1) = G0t ) + 1201 (6 1) + 33026 ) + o+ S Ou(0 ) + 0(1/NP),
and
(37) =N (b, 0) = Eolt, 1) o0t + 3p6a(ts ) + o (o) + o(1/NY)

for some k € N and all ¢ € [0,T], u € P2(R?).

Matching terms of the same order upon inserting this ansatz into the equations for ®V and =V, we expect
that

8t¢k(t;,u) + /]Rd b(za ,U) : au¢k(taﬂ)[z] + %UUT(Z7M) : azalLQSk(t;U)[z]U(dz)
+ [ 5007 o) Bna (bl 2t
(39) ~[Y Tkl a )

i+7=k,0<i<j
+ §IUT(Z,M)3M¢k/2(t, 1)[2)* 1y jpenp(dz) =0, € Pa(RY),t €[0,7),
on(T,p) =0,  p€ Py(RY)

and
Btgk(t7 N) + /]Rd [b(Z, ,U) + U(Zv M)UT (Z7 M)8M¢0(t7 M)[Z] ’ aﬂgk (t’ M)[Z]
+ %mwz,u) 00,8k (t, 1) ) (d2)
1 2
(39) + /]Rd iga—r(’z’ﬂ) : augkfl(tvu)[z’ Z]M<dz)

/R S (0T 0t e, 0T (2 )0 (1 1) 2))

4 i+j=k,0<i<j
1
+ §|UT(Z7M)aué-k/Q(t’/'L)[ZHQ]lk/QGNM(dZ) = 07 ne PQ(Rd)7t € [07T>7

G(T,p) =0, pe PR
for all £k > 1. Note that these correspond to the PDEs found in Theorem 3.3 of [75].
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Both of these equations fit the form of Equation (1.2) in [23], so under sufficient regularity assumptions we
would have by Theorem 3.8 therein that for & > 1:

40

(10) .

outtn) =E| [ S0 (28, L(Z) 02 L2 20 240
t

- > (0T (ZE1, L(ZE4)) i (T, L(ZEM) [ ZEH], 0 T (ZEF, L(ZEH))0ud; (7, L(ZEH))[Z0M])
i+i=k,0<i<j<k

1
) lo T (ZE+, L(ZEM))Dur o (T, L(ZEH)) [ ZE1H] Qlk/ZeNdT} ,

dzbr = [Wi*t L(ZEM) = o0 (ZEM, L(Z5)) Do, azi#)){zm] dr + o (Z, L(ZE)AW,, ZP" ~

and -
Er(t,p) =E { /t iaaT(YTt’“, LYM)) 0 921 (7, LYER) [V Y]
- Do (o TP L) (1, LYV [V,
i+j=k,0<i<j<k
o (YR, L(YP)) 0,85 (T, LIYER))[YEH])
(41) 1

- 10T OV L E)0, 62, L DYy

Y2 = (U0 LV ) 4 00T (VL) Byn(r, LYV,
- 00T (VLD ol VNIV dr 4 0V LA, Y ~

As we will see, the ay’s from (21) will be realized in terms of the solutions to the PDEs (38) and (39) via
the representation:

ar =20k (s, iy ) — &k (s, ), k€N,

where s € [0,7] is the initial time for the particles (1), y € ®32,R? encodes their initial conditions, and we
use the empirical measure notation from the end of Section 1.1. See the proof of Theorem 2.4 in Subsection
5.2 for more details.

In order to generate a single realization of u™¥*¥, we need to simulate a system of N SDEs. Thus, with
R(dn) as in (17), the quantity

(42) T(N) = N[R(én) — 1],

is proportional to the maximum number of particles which need to be simulated (and therefore the computa-
tional work required) in order for the relative error from (16) to be below a certain threshold. Put explicitly,
to achieve a certain relative error ¢, we require at least % samples of (NN, ZLNwswy ZNNsy)
Therefore, the total number of particles simulated will need to be at least T(N)/c?. Note, of course, that
even if R(SN) = 1, that we will need to simulate at least IV particles to get a realization of -V,

This motivates us to go beyond studying ¢o, &o, ¢1, and & in order to prove ay = a; = 0 in (21), and to
further study as. We find that if we assume third-order expansions of the form (36) and (37) that have
sufficient regularity properties, then not only does the relative error vanish, but it vanishes fast enough that
T(N) is bounded as N — oo. This further suggests that the relative error of our importance sampling
scheme is expected to vanish like O(1/ VN ) as N — oo if the coefficients of the interacting particle system
(1) and the target function G from (3) are sufficiently regular.

Theorem 2.5. Let Assumption 2.3 and Assumption 1.1 (A1)-(A4) hold. Assume also that |b(z,p)|*> <
C(1+ |z® + [|2]?u(dz)) for all x € R? and p € Po(RY). Consider @V, ZN : [0,T] x P2(R?) — R from
(32) and (34) respectively. Suppose these are unique C’;’Q([O,T} x Pa2(R9)) solutions admitting expansions of
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the form (36) and (37) respectively up to k =1, and that o, &, ¢1,&1, are the unique Cp > ([0, T] x Po(R?))
solutions to (23),(35),(38),(39) with k = 1 respectively, with ¢1,&1 admitting the stochastic representations
(40),(41) with k = 1 respectively. Then the importance sampling scheme from Theorem 2.4 with ¢q in the
place of ¥ has vanishing relative error in the sense of Definition 1.5.
If further we assume expansions of the form (36) and (37) up to k = 2 and that ¢o2,&> are the unique
C;’2([O,T] x Po(R%)) solutions to (38),(39) with k = 2 respectively admitting the representations (40),(41)
with k = 2 respectively, then

T
(4 i (V) = E| [ 10T (R0 £0R ), LKA P

S

N—o0
where XY s as in (8) with u(t) = —a T (X%, L(X5 ). (t, LIXS) X t € [s,T).

Remark 2.6. The results of Theorems 2.4 and 2.5 can easily be extended to the situation where we modify
the desired expectation (3) to

T
E foxp (=N |GG + [ e

for sufficiently regular f : P2(RY) — R. In this case one takes F(u) = G(ur) + ng F(ud=¥)dt in (9) and
modifies Hy from (22) to

ol 1) == [ W) pla) = 50@) - lo” (e p)pla)] + 500 (o0 Ta)aldn) = £0.

One should also be able to extend these methods in order to design importance sampling schemes for the
probabilities of rare events. That is, rather than estimating (3), one may want to estimate

P(up ™" € A)

for some A C P(R?). This formally corresponds to taking

400, € A°
Gu) = :
0, weA

in (3) and (23). It is well known that this extension can be made in the small-noise setting — see, e.g.,
[36] Proposition 4.2. We refrain from performing this analysis here, but we plan to extend the methods
presented to not only probabilities at finite time, but also exit probabilities and mean first passage times in
future work. Thanks to the many parallels to the small-noise setting, we expect that designing importance
sampling schemes related to exit events will require the study of HJB equations of the form (23) restricted
to some subset of the space P(R?) with boundary conditions (compare with, e.g. Equations (2.4)-(2.5) in
[35]). Such equations are already beginning to be studied in the context of optimal stopping problems for
McKean-Vlasov equations — see, e.g., [76].

Remark 2.7. The additional assumption that b has at most linear growth in the statement of Theorem 2.5
ensures that the unique solutions of the Feynman-Kac equations (26) and (62) are given by their appropriate
stochastic representations, i.e. the denominator and numerator of R(dy) from (17), respectively. This can
of course hold under weaker conditions.

Moreover, although we do not necessarily assume (A5) for Theorem 2.5, it is unlikely that there are situations
in which the existence and uniqueness of classical solutions to the HIB equations (32) and (34) hold for which
(A5) doesn’t hold. In particular, the required assumptions for Theorem 2.5 should be much stricter than
those imposed for Theorems 1.2 and 2.4.

The unique stochastic representations assumed for ¢y, £k, k = 1,2 solving the PDEs (38) and (39) are known
to hold under fairly weak assumptions — see Theorem 3.8 in [23]. Moreover, these representations for the
prefactor terms in the expansion yield parallels to those found in the small-noise setting — see the discussion
towards the end of Subsection 5.2. The reason for the assumptions in Theorem 2.5 being stated as such is
that little is available in the current literature in terms of sufficient conditions for existence and uniqueness
of classical solutions to (23), let alone on obtaining the desired formal expansions in N. Indeed, even the
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convergence of ®V to ¢ (corresponding to the first-order expansion) has only been studied in the case where
the particles have common noise — see [56].

The assumptions made in terms of this expansion essentially mimic the conclusion of Theorem 3.3 in [75],
which is a consequence of Theorem 5.1 in [46]. We expect that analogous conditions to those of these
theorems should be able to be found to be sufficient for the expansion analysis of Theorem 2.5 to go through.
This is an interesting avenue for future research.

More generally, on p. 1781-1782 of [79], it is discussed how if a discontinuity of their optimal control is
anything more exotic than a single curve, they are unable to prove log-efficiency. In general the interplay
between regularity of solutions to the zero-viscosity HJB equation and the properties of the relative error of
the importance sampling scheme is an interesting open problem even in the small-noise setting, though there
there is a wealth of numerical evidence suggesting that in many situations importance sampling schemes
derived from non-differentiable subsolutions of the zero-viscosity HJB equation may have bounded or even
vanishing relative error.

We contribute to these numerical findings in the context of weakly interacting diffusions in the numerical
examples of Subsection 4.2, where we construct subsolutions for modifications of the linear-quadratic regime
discussed in Section 3 such that the corresponding optimal controls (33) are discontinuous. We find that,
depending on the nature of the discontinuity, the relative error of our importance sampling scheme can be
expected to grow sublinearly, or even vanish — see Tables 3 and 2, respectively.

3. A CrAss oF EXAMPLES: THE LINEAR-QUADRATIC REGIME

We now consider a class of HIB equations of the form (23) for which explicit solutions are known. Consider
the setting where

b(z,p) = by + Bx + B zu(dz),
]Rd
(44) o(x,u) =0
.
6= [ TPzt sutan) + | [ sutan)] P [ i)+

for bg,p1 € RY, 0 € R™¥! (so m = 1), p» € R, and P,, B, B, P, € R%*? such that P», P, are symmetric and
positive semidefinite. By Section 4 of [73], the unique classical solution to (23) is given by

W) = [ STAGml) + [ /. zu(dar[r(t) — 8] [ sula2) 90 [ () +x00)

Rd
where:
A(t) + At)B+ BTA(t) —2A(t)oo "AT (t) = 0,A(T) = Py,
D(t)+T(t) B+ B]+[B+B]'I'(t) — 2I(t)oo "I (t) = 0,1(T) = P, + P,
(45) 5(8) + [B+ B]T1(t) - 20(8)oo Ty(t) + 20(t)bo = 0,5

%) — 37 (100 A1) + (1) b + 0 TA(H)o = 0,X(T) = p».

The above Riccati equations admit unique solutions v € R4, x € R,A,T" €
and positive semidefinite for all .

R%*4 such that A, T are symmetric

Then, using:
OV (t, 2] = 2A(1)z + 2[T(2) — A(1)] /Rd zp(dz) + (1)
the controls from (33) in Theorem 2.4 are given by
o (t, 21, an) = —0 0, U(t, 1))

o) = o7 [2A0ms +2000) A0 [ 202 (d) +00)|-
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Note that using Remark 5.2 in [5], we can extend to the case where m > 1, though we refrain from doing so
for simplicity. We could also allow for time dependence in the coefficients, but for the sake of simplicity we
do not make this extension here.

Despite the fact that G from (44) does not satisfy the Assumption 2.3 (B1), as we will see in Remark 3.6,
the controls (46) yield not only the log-efficiency proved in Theorem 1.4, but in fact zero relative error for
all N.

Our first example from the linear-quadratic regime is chosen to have symmetries such that the relative error
of the standard Monte Carlo estimator § and of the importance sampling estimator d (14) with the choice
of control (46) are both easily computable.

Ezample 3.1. Let G(u) = [, zp(dx),d =m =1, and

t
XZ7N757y:y7’ /XZNSy—fZXJNSydT%—O'Wt

S

Symmetries in this problem allow us to calculate the target expectation (3), as well as the Monte Carlo
relative error p(dy) and importance sampling relative error p(dn) (16), explicitly.

We have

N

N T
, 1 , .
E[exp(NG(M]Y))] E[exp( E {y1+/ XNy _ N E Xt]’N’S’ydt+0W}}>}
i=1 s

and similarly:

N

N
) 1 . )
E exp(—zNG(u¥))] [exp( 23 { / Xpher— =) Xg’NﬁvydtJraW%})}
i=1

j=1

= exp <_2 Zy) exp(2No?(T — s)),

i=1

where in the last step we have used the formula for the moment generating function of a normal random
variable. Thus:

Now, to construct the control (46) for our importance sampling scheme, we have that in the setup of (44),

bp =P, =P, =p; =p, =0, B=p; =1,and B = —1. Thus the solution to the system of ODEs (45) is
A(t) =T(t) =0, v(t) =1, and x(t) = $0*(t — T), and so the solution to the HJB equation (23) is

1
U(t, p) = / zu(de) + 502(15 - T).
R
Our control from Theorem 2.4 is given by

(s, x,u) = —o.
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Then, to compute the relative error of the importance sampling scheme, we have

E [exp(—Z SN XENE T exp (20’W% - fST 02dt>}
-1

B exp(-NG(u)| 2

I e i e GO I

\ E|exp(-NG()| 2

where
t 1 N
5i,N,s, >i,N,s, >i,N,s, 2 Gri
e y:y’*/‘“ Wy 2 XN — T 4 W
s ,
j=1

Continuing, we have

) — ) E[exp <—2 va_l{yi + [T XN - L XN a2dt}>} exp (—NU2(T - S)) B
o B [eso( NG|

B E[exp(QZlN_l(yi(Ts)a%)}exp(]\foz(’fs))_l

E[exp(- NG ))]2

B exp (-2 >N yi> exp (2N02(T - 5)> exp <—No-2(T - 5)> »

\ exp<—2 >N yi) exp(No?(T — s))

This shows that where the Monte Carlo estimator has relative error which increases exponentially as N — oo
or T'— oo, our importance sampling estimator actually has zero variance for all N and T'.

The reader familiar with small-noise importance sampling schemes for SDEs may realize at this point that
the controls computed in Example 3.1 can also be derived using the classical small-noise theory. In that vein,
we make the following remark relating a special case of our importance sampling method to the classical
small-noise importance sampling scheme:

Remark 3.2. In the linear-quadratic regime, Y;""*¥ = + Zi\il XNs¥ gatisfies the small-noise SDE:

aY = oo+ (B+ BV dt + Wy,

VN
N
yNsy _ L Sy,
S - N yu

i=1
where for each N, W¥ is the standard one-dimensional Brownian motion W} = ﬁ Zf\;l W{. Thus, when

G(1) = 9(Jpa zp(de)) for some g : R? — RY, estimating functionals of the form
Efexp(—~NG(uy"*))] = Elexp(~Ng(Y7*"))]
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can also be done using standard small-noise importance sampling for SDEs, i.e., the appropriate control is
o(t,y) = —o T 9,1(t,y) where 1 satisfies the standard first-order HJB equation:

=0np(t,y) — [bo + (B + B)y] - 9yt (t. ) + %IaTayw,y)lQ =0,  yeR%Lte(0,D),
U(Ty)=9(y), yeR’

(47)

— see, e.g., equations (1.12) and (2.11) in [79]. The resulting importance sampling estimator is given by

M T T
R 1 . , . . . N . .
(48) by = i § exp(—Ng(Y,)"*¥7)) exp (—\/N/ o(t, Vs vIy LN — 5 |6(t, nN’S’W)th)
j=1 s

S

where Y;"*¥J denotes the j’th realization of ¥;""**¥ solving
N
N, VYN o oois PINs Y, Ny _ L
dY;" = oo+ (B+ B)Y, " 4 od(t, Y, )dt + —=dW, Y = N;y
In our linear-quadratic regime (44), the choice of parameters P, = 0,p1 = [p, 0] " (so that g(y) = py +
y ' Pyy + p2) is therefore covered by the small-noise theory.

To show that the two importance sampling estimators (48) and (14) are always identical in this case, we
make the ansatz W(t,v) = ¢ (t, Jga zu(dz)). Then 9, ¥(t,v)[z] = Oy (t,fRd xu(dw)) ,0,0,¥(t,v)[z] =0,

and (23) is given by:
2
o Oy (t,/ zu(dz))‘ =0,
R4

— 041 (t, /R zu(dz)) - (bo +[B + B] /R zu(dz)) Oy (t/]R zy(dz)) +%

t€[0,T),v € Pa(RY),
y (T, /R zu(dz)) _yg (/R zu(dz)) L vePy®Y),

which we see holds for any v by substituting y = [;, zv/(dz) into (47). Then the controls from (33) in
Theorem 2.4 are given by

N
1 .
oM (t, 2y, y) = —UTﬁy@[J t, N E_l x; |,vie{l,..,N}

and the importance sampling estimator (14) is given by

1 M 1 N T 1 N
; 9N, NS, i
oN = i JZ;GXP —Nyg N ;th Y | exp (Z{/S oo | t, N ZXtJ v |- awy
2

- = o O |t =) XY dt})
2/, szl
N T

N T
1 A . N . . . )
= 37 2_exp(=Ng(¥7""")) exp (VN / o, Y)Wy = ot Y;N’S’y’ﬂnzdt> :
=1 s s
where in the first line above

N N
N . N . 1 - ~ . 1 ~ ) a .
dth,N,a,y _ bO + Bth,N,a,y + NB E Xg,N,a,y _ O.O.Tayw t, N E g’N7é,y dt + O.thZ,
j=1 j=1

NS Y )
Xs = Yi-
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Note, however, that not all examples in the linear-quadratic case (44) can be framed as a small-noise
SDE problem. For instance, even when d = 1, P, # 0, one needs to consider both YV:*¥ and ﬁN’s’y =
+ SN (XPNY)2. For the latter, the martingale term will be 2 A fST XNSYaWE | which cannot be
written in terms of W/ .

Our next example 3.3 shows that our importance sampling scheme can yield zero relative error even in the
situation where the particles from (1) are non-interacting, and hence IID. Again, the fact that the relative
error of the importance sampling scheme is zero can be viewed as the consequence of a more general principle
discussed in Remark 3.4.

Example 3.3. Consider now the system:

t
X =y i
0
where d = m = 1, and we fix s = 0 and suppress it in the notation for simplicity. We are now dealing with
IID diffusions, that is, there is no interaction between the particles.

Suppose we take G(p) = [ #?u(dz). Then in the notation of (44), P, = p1 = p1 = B = by = po = 0,
c=P =1, B= 71 and y; =y for all i € N. Using the known density of the Ornstein—Uhlenbeck process
Xl,N,y .

T 7, we get:

N
E[exp(—NG(ﬁ’y))} E fexp [ =) (X3"V)?
i=1

N
=E |exp ((X}Ny)z)]

= exp (Ny?/(1 - 262T)) (2 = ¢72T)~N/2

and similarly

E [exp (—ZNG(MTZY’yD] = exp (2Ny2/(2 - 3e2T)) (3 —2e72T)=N/2,

Then:

p(On) =

P <2Ny [(2—-3e2T)~1 —(1— 2€2T)—1]) (W)N/Q B

W

€2t —
562T —¢2t1 | =

Meanwhile, the optimal control can be found from solving the ODEs (45) to get A(t) =T'(t) =
0, x(t) = log(v/2 — e2*=2T) 50 the control (46) is given by:
2e2t

N —
v; (6,21, 2N) = o2t _ 921 Vit

Then the relative error p(dy) is given by

LBl (-2 ) T xp (47 s K00 — ] e (202 )|

T -1

E[expwc:(u?’y))} 2

_\/M —1

E[exm—NGmN»r



20 Z.W. BEZEMEK AND M. HELDMAN

where
Xt =y /Ot 6252_622562T - 1] XiMvds + W
By Ito’s formula, we have
R g
= 9241 _ 1262T +2 /Ot (e2s 642362T)2 (XM¥)2ds + 2 /Ot XN 025 i28262T dw; + ;bg(QZe;TT_ejt )

Setting t =T, we get

645

T T s
(Xi,N,y)Z + 2/ (Xi,N,y)?ds + 2/ Xi’N7y e2 dWl _ _yg 1 B 1 log e2T ’
T 0 (62‘9 — 2€2T)2 s 0 s e2s — 2e2T s 1 —2e2T 2 2e2T — 1

so, continuing;:

N e2NT
1 eXp(12262T 92) (2e2T—1)N
VM \ exp (2Ny?/(1 — 2¢2T))

This shows that in this situation as well, while the standard Monte Carlo method yields a relative error
which grows exponentially in N for fixed y € R, T > 0, and grows exponentially in |y| for fixed N € N,
T > 0, our importance sampling scheme has zero error.

plon) = (2—e2T)N —1=0.

In this trivial case, the controlled particles are IID, so for both the importance sampling scheme and standard
Monte Carlo we only need to simulate one particle (making the analysis in N a bit useless in practice, but
the analysis in |y| still holds true when N = 1).

Remark 3.4. This last example can be viewed through the following lens. Suppose that b(x, u) = b(z),o(x, u) =
o(z) (so that the particles are IID when given the same initial condition) and that G(u) = (g, 1) for some
g:R? — R. Making the ansatz W(t, u) = (1(t,-), ) in (23), we get:

(=) = b0 ) + 510 (Dt ) — 50T ()3 O2(E ) H) =0, 1€ [0,T), € Py(R),

<'¢(T7 )7/”'> = <g()7ﬂ'>7 ne PQ(RCZ)7
which of course is satisfied if we have a unique solution 1 to
(19) (b, ) b(w) - 0.(1,2) + 5l (@)1, 2) — 500 () (1, 0) =0, +€[0,T)w € RS
(T, z) = g(x), r € RY.

For a related discussion, see Remark 3.3 in [73]. Equation (49) is the HJB equation corresponding to the
zero-variance estimator resulting from the Doob A-transform in the single particle setting — see Equation
(2.7) in [79]. It can thus be seen, as in, e.g., [79] pp. 1778-1779, that letting v(¢,z) = —o ' (2)0,9(t, x),

T T
E |exp (—29(?3’%’9)) exp (—2/ o(t, X;Y) - dW, —/0 vt Xf’y)|2dt> = Elexp(—g(X3:¥))]?

where
dX;Y = b(X]Y)dt + o(X[Y)dWy, X3V =y
and

dX7 = p(X7Y) + ov(t, X7Y))dt + o (X7Y)dW,, X3 = y.

Here y € R% and W, W are standard m-dimensional Brownian motions initialized at W, = WS = 0. Then

N,s,y ~N,s . . . Y s . .
we have, for p"™Y, fiz>*? the empirical measure on IID copies of solutions X 7Y, X7:¥ respectively (which we

denote by X»%¥ X%*Y i € Nand by W* W their driving Brownian motions) and using the controls from (33)
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in Theorem 2.4 are given by vN (t, 21,22, ..., 2n) = —0 ' (2;)0, U (t, ul)[x;] = —0 T (2:)0:0(t, 2;) = v(t,z;),
the importance sampling relative error from (17) satisfies:

B |oxp (2N G ) TTY, (2407

E[exp (_NGWM))} 2

B |exp (S0, ~20005) = 2 [T ot K00)aivy - 7 o, Ko Par) |
_ 1

e [exn(- 2 o]

N
T T
= | E [exp (—29(X%’y))exp(—2/ v(t,Xf"”)-th—/ Iv(t,Xf’y)Ith> Elexp (—g(X3¥)] 72| -1

1-1
=0.

Thus our importance sampling scheme yields an estimator with zero relative error in the setting of non-
interacting diffusions and linear G.

This also shows that in the non-interacting regime, even when G is linear, solving (23) is as difficult as
solving for the exact (non-zero viscosity) solution to the HJB equation associated with the importance
sampling scheme for one particle (49). We take this remark as motivation to construct importance sampling
schemes for the empirical measure of weakly interacting diffusions based on the joint small-noise and large
N limit large deviation principles derived in [72] and [14]. We expect that using such a scheme, in the non-
interacting and linear G regime, the small noise importance sampling scheme of, e.g., [79] will be recovered,
and solving the resulting first-order HJB equation on Wasserstein space will be equivalent to solving the
standard zero-viscosity HJB equation found as Equation (2.10) therein.

Remark 3.5. Note, despite the framework of our linear-quadratic example and the discussion in Remarks
3.2 and 3.4, that in Theorem 2.4, we have the freedom to choose G(u) to be arbitrarily non-linear so long as
it is sufficiently smooth to have a classical subsolution in the sense of Definition (2.1). That is, it need not
take the form G(u) = (g, u) or even G(u) = g1({ga, pt)). Also, as evidenced in the examples of Subsection
4.2, we expect that even if G is not smooth, so that only a (weak) subsolution to (23) can be recovered,
our importance sampling scheme can be expected to still yield sub-exponentially growing (log-efficient —see
Definition 1.4), or even vanishing relative error (Definition 1.5) — see Tables 3 and 2, respectively.

Moreover, our importance sampling scheme treats the empirical measure of IID diffusions and of weakly
interacting particles uniformly. The former case can in some sense be seen as a “Sanov’s Theorem” type
generalization of the “Cramér’s Theorem” type results found in [37], since using the ideas outlined in that
paper would essentially correspond to taking independent particles and G(u) = g( fRd zu(dz)).

We end this section by observing that the above examples are not anomalous within the linear-quadratic
setting. Namely, the exact desired expectation (3), and hence the relative error of the standard Monte Carlo
estimator, can always easily be found by solving a system of ODEs. Moreover, from this we can make the
observation that the relative error of the importance sampling estimator with control (46) will in fact always
have zero relative error.

Note that in the linear-quadratic regime, the right hand side of prelimit representation from (12) in Propo-
sition 1.3 with b = b and F(u) = G(ur) takes the form of a standard linear-quadratic stochastic control
problem. We see then that

—% log E[exp (—NG(A@S”’))] =7 AN(S)T+n(s) - T+ xn(s),
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so the desired expectation from (3) is given by
N,s,y o _T _ _
B oxp (~NG(A™) | = exp (- N AN ()7 + () 7+ 0]

In the above we denote by (y1,...,yn) = 7 € R, and Ay € RIVXIN ~y € RIN v € R satisfy the Riccati
equations:

AN(t) + AN(t)BN + B]—\;AN(t) — 2NAN(t)UNJ]—\r]A—I\r[(t) - O,AN(T) = PNQ,
'VN(t) + B]—\r]’)/(t) — 2NAN(t)O'NO'1—\r[’YN(t) + 2AN(t)b0N = O,WN(T) = PN1,

N

. N _ _

Xn(t) — gvﬁ(f)UNUEVN(t) +an (1) -bon + Y 6 N AN (H)Fsn = 0,xn(T) = po.
=1

Here

bON = [bg, ,b(;r]T S RdN,

oy = diag(o) € RN,

1
PiN = N[PI7 7p1r]—r S RdNa
1 -
By = diag(B) + By € RAN* AN

L. L 5 AN xdN
Py = Ndlag(Pz) + ﬁpzN e R

and By is the block matrix with every d x d entry given by B, P,y is the block matrix with every d x d
entry given by P, 6; n € RN has i’th entry o and the rest 0.

It may seem initially that we need to solve dIV x dN Riccati equations in order to get this value, but in fact
we can find that, letting A%/ € R?*? denote the d x d block matrix in the 4, j position, that A% = Ay for
all i # j and A%y = Ay for all i € {1,..., N}, and hence 74, =y € R? for all . Thus we need only solve:

- _ _ 1 4 _ _ L 1 -+ . _ _ _
An +An[B+ Bl + <[Av —AN]B+[B+ B]"An + NBT [An — An] = 2N[(N — 2)Anoa Ay,
+Anoo AL, + Ayoo TAN] =0,

- 1

AN(T) = ﬁpm
I 1 - _ 1. - ~ _ _ N _ _
Av+ (1= )ANB+(1- N)BTAN +AN[B/N + B]+ [B/N + B]"Ay — 2N[(N — 1)Ayoo "A},
+ANJUTA]—5] =0,
) 1 - 1
An(T) = WP2 + NP%

An + [B + B]"n — 2N[(N — 1)Ax + An]oo " 4n + 2[(N — DAy + An]bo = 0,
AN(T) = p1/N,
N2 R
XN(t) — T’VJEO'UT’_)/N —+ N’?N . bo —+ NO'TANO' =0,

xn(T) = pa.
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Then we have

E [ex (~N G0 ] = exp (<N [17Ax (05 + ()5 (9] )

N
= exp ZyTAN yJ+ZyTAN $)yi + 7" (5) D> yi+ xw(s)
i#] i=
.

N N N )
= exp (—N[ Zyz An(s) Zyl + Zy;r [AN(s) - AN(S)} Yi
i=1 i=1 i=1
N
") v+ XN(S)D
i=1

Note that this is useful not only for establishing the true desired expectation (3), but also allows for us
to calculate the relative error for the standard Monte Carlo estimator p(dy) by substituting 2G for G in
(44) with Py, py, and P, modified to 2P, 2p;, and 2P, respectively. We will use this fact in the numerical
example in Subsection 4.1.

Also note that we can see directly how to write the right-hand side of the previous display as a function of
N L ;
Hy - Letting

(50)

#¥(0) = N2 | [ uta)] e [ ntan)| ¥ [ =Tl - Awtolentaz)

Rd

+ NG / 2u(dz) + Tn (8)
]Rd

where Ay (t) = N [AN(t) - AN(t)} Ty = N(N = DAx () + NA(#), 3w () = N~(t), we have

exp (—N@N(s,piv)) =K [exp ( NG(uy Nye I))} ,
and get the Riccati equations:
(51) AN—FANB—FBTAN—QANO'O'TA]—\F]:O, AN(T):PQ,
Iy +Tn[B+B|+[B+B| T —20yoo T =0, Tn(T)=P+ P,
In(t)+ [B+ B "an(t) — 20 n(t)oo TN (t) + 20N (H)bo = 0, An(T) = pi,
3 1. - ~ ~ 1 ~ ~ B
xn(t) — §V;UUT7N +9n bo+ 0 Ayo+ NUT[FN —An]o =0, xn(T) = po.

Note firstly that it is easily verified that ®V(t,v) from (50) satisfies the prelimit HJB equation (32) for
all v. Also observe that, other than the perturbation of the ODE for xyny by the addition of the term
LoT[Iy — Ax]o, these are the same Riccati equations as (45) for the “zero viscosity” HJB equation (23).
The zero variance control from (30) is thus:

(1) = =07 280025 4 280 - A0) [ (a2 + 500
— o7 |20+ 200 - A0 [ @) 4200)|

that is, it is the same as the control from Theorem 2.4 in the linear-quadratic regime (see (46)).
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Remark 3.6. The above discussion implies that in the linear-quadratic regime, the relative error of our
importance sampling scheme is always zero.

This can also be derived via the following observation: In (32), when we use the ansatz that the solution takes
the form of (50), since 2PN (1)[z1, z2] = [T n(t) — An(t)], the only term appearing from the second-order
term [p, 500! ¢ 82(I>N(t,u)[z,z}u(dz) is oo [Ty (t) — An(t)] = %UT[fN(t) — An(t)]o. Thus, when
deriving the form of the Riccati equations (51), it will only show up for xx, which collects the constant in
[ terms.

More generally, if we have a solution to (23) such that 9,V = 9,®% for all N, where ® solves (32), then the
importance sampling scheme has zero relative error for all N, as per the discussion in Section 2.1. Supposing,
as in the linear-quadratic case, that we have a solution W to (23) such that 02 (¢, u)[z1, 2] = C(t) € Rdxd
and that o does not depend on z, i, then ¥(T,v) = G(v) and:

0¥ (t,v) — b(z,v) - 0,9(t,v)[z] — %\aTaullJ(t, v)[2])?
Rd
1 7 : L 7.9 __ 1T
+ 500 (z,v) : 0.0,9(t,v)[z] + Y 10,V (L, v)[z, 2|y (dz) = Yoadd 1 C(¢),

so letting A € C([0,T]; R) solve A(t) = —gvo0 ! Ct),NT) =0, ®N(t, ) = V(t, ) + A(t) is a solution to
(32), and 9,9~ =9,V for all N.

It thus clear that letting m > 1 or having the coefficients by, B, B, o in (44) depend on time does not change
the fact that our importance sampling scheme yields a zero-variance estimator in the linear-quadratic regime.
Also note that this discussion also applies in the linear-quadratic setting for small noise importance sampling
schemes — compare Equations (2.7) and (2.10) in [79] and recall that if b is linear in x, ¢ is constant, and
G is quadratic in = therein that solutions to equation (2.10) will have second derivatives which are constant
in z.

This reflects a difficulty present in both our setting and the small noise setting for importance sampling
schemes based on large deviation principles and zero-viscosity HJB equations — the hurdle of actually
computing the derivative of a solution to the HJB equation and hence the control to be used, numerically
or otherwise, persists, and in the main class of problems for which a solution can be computed analytically
(the linear-quadratic regime), the solution to the zero-viscosity HJB equation is no easier to solve for than
the desired expectation. This means that eflicient methods for numerically computing 0,V appearing in
the definition of the control (33) in Theorem 2.4, or otherwise numerically obtaining the control, are highly
desirable. Designing and implementing such schemes is an interesting avenue for future research.

4. NUMERICAL RESULTS

Here we present numerical results based on examples in the linear-quadratic regime of (3) and perturbations
thereof. In all three examples, the importance sampling scheme greatly outperforms standard Monte Carlo
methods. In the standard linear-quadratic regime, we observe that the importance sampling relative error
is near 0 for all N, as expected, in Table 1. When a “global” lack of differentiability is introduced to G,
we observe in Table 2 that the importance sampling relative error appears to be vanishing. When a “local”
lack of differentiability is introduced to G, we observe in Table 3 that the importance sampling relative error
does not seem to vanish, but grows sublinearly, still a massive improvement over the standard Monte Carlo
relative error which increases exponentially with IV in all three examples.

We simulate all the SDE systems using the Euler-Maruyama method with time step At = .01/N, which we
chose empirically by iteratively refining until the estimates dx and dy stabilized (i.e., consecutive estimates
were nearly equal). We use M = 107 samples for all our simulations. In each case we also use the same final
time 7" =1 and diffusion constant o = .5.

We note that our tabled results stop at relatively modest values of N; although the importance sampling
relative error remained small for much larger values of N than those presented in the tables, the exponential
growth in the standard Monte Carlo relative errors required too many simulations to resolve for large N for
us to make accurate comparisons.
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A Python code implementing the examples in this section is provided on the public Gitlab repository
https://gitlab.com/mheldman /IS-interacting-particles.

4.1. The Linear-Quadratic Regime. For our first example, we consider
(52) G(p) = /RzZM(dz).

This corresponds to the linear-quadratic regime in Section 3 with d =m =1,s =0,B = —1, B=2P =
1,bg = P =p; =ps =0and y; =y for all s € N.

We seek to estimate

E oxp (-NGGA™)| [exp<—§ xR

where

N
. . 2 ) S
(53) dXPNY = | =XpN 4 SN T XPY dt+ od W XN =y
N &~

Note that, as discussed in Remark 3.2, the importance sampling scheme for this case cannot be derived from
previous work on small-noise SDEs since P, # 0.

The typical dynamics from (7) will have IE[X;S v] = ye! for all t € [0,T] (we suppress the initial condition s in
the notation here) and thus will be given by the time-inhomogeneous Ornstein—Uhlenbeck-like process with
drift coefficient b(t, z) = —z + 2ye’ and diffusion coefficient o. The result of evaluating G from (52) at u™¥:

N
1 .
N, N,
50 G - L3 v
i=1
is thus expected to be close to the second moment of such a process at time T as N becomes large, which is
2
o
(55) E {|X§y|2] = 2™ + (1 — exp(=21)),

The atypical event we are seeking to sample, represented by G being close to zero, is that the particles
interact in such a way that they are closer to the origin than expected via (55).

The role of the importance sampling scheme from Theorem 2.4 will thus be to modify the interaction and
dynamics of each particle to predictably remain closer to the origin. Indeed, as discussed in Remark 3.6, the
theoretical relative error of the importance sampling scheme is zero, so any contributing relative error will
be due to numerical discretization. Indeed, we observed in numerical experiments that taking At | 0 also
decreases the relative error of the importance scheme to 0.

Solving the Riccati equations (45), we get
2t

e

A(t) = e2T(1 + 02) — e?tg?’
2T

() = T2 — 2(g2 — 1)’

v(t) =0,

1 e?T
£ = =1
X(®) 2 Og(eQT(l +02) — €2t0'2)

Thus the optimal control v from (46) and Theorem 2.4 is given by:

2t 1 2T o2t N
oM (t, 2y, . xN) = —20 c T+ — - x5 |-
i\ T(1+02) —e?o? ' N\e2To2 — (02— 1) e2T(1 + 02) — e2io? - @

1=

In Table 1 below, we provide for various N the estimated expectation from standard Monte Carlo §y
and importance sampling ox (14), the empirical relative error from standard Monte Carlo p(dy) and for
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importance sampling 5(dx), and the exact value of the expectation (3) from (50) and (51). Here 5(dy) is as
in (16) but where M = 1 and the expectation and second moment are computed empirically. That is:

2
M < N,s,y,] N 4
i > =1 exp(=2NG (i >¥7)) (Hi—l Z%st,y,3>
—1

O

(56) pon) =

and similarly:

M ,8,Y,]
ST exp(—2NG(uh5¥7))

(57) pON) = 52 -1,
H \ IS Scheme \ Standard Monte Carlo \ H
H N ‘ ON p(0N) ‘ ON p(ON) ‘ Exact Value H

5 12.3816-10~T 3.4601-10"2 ] 2.3807-10"T 1.0380 [ 2.3747-107!
10 [ 8.2550-1072 2.7101-10"2 [ 8.2551-10"2 1.5721 | 8.2412-10"2
15 | 2.8641-10=2 2.4001-10~2 | 2.8661-10=2 2.1957 | 2.8600- 10~2
20 [ 9.9373-1073 2.2369-1072 | 9.9165 - 10=2  2.9589 | 9.9254 - 10~3
25 | 3.4486-10~2 2.1310-10"2 | 3.4824-10~3 3.9086 | 3.4445-10~3
30 [ 1.1968-10~3 2.0550-10~2 | 1.1951 - 10~ 5.1415 | 1.1954-10°3
50 [ 1.7361-10~° 1.8934-10~2 | 1.7569 - 10~° 14.5202 | 1.7339 - 10~5
80 [ 3.0339- 103 1.8003-10~2 | 3.2426- 108 74.1871 | 3.0289 - 10~3

TABLE 1. Comparison of the standard Monte Carlo estimator dy with the importance
sampling estimator dy (14) and their corresponding relative errors p(dy) (57) and p(on)
(56) with G as in (52) and particles obeying (53) with initial condition y = .2.

In Figure 1(a) we plot an average of trajectories of the sum (54) for the uncontrolled and controlled particles,
respectively, computed using the same noise. In Figure 1(b), we plot the analytical relative error for the
Monte Carlo scheme (p(dy) from (16) with v)¥ = 0) on a log scale for various values of N, again as computed
via (50) and (51). One can see that the first few values of N considered in Table 1 are in a region where
the growth for the standard Monte Carlo relative error has not yet shifted from linear to exponential, where
importance sampling becomes even more valuable.

4.2. Examples with Nonsmooth G. Here we provide two examples where G is not differentiable in the
Lions sense (see Definition A.1). The first example is constructed via a perturbation of the linear-quadratic
regime which reduces the smoothness of G in a “global” way, whereas the second reduces the smoothness of
G in a “local” way. In both examples, despite the lack of regularity we observe that the relative error of the
importance sampling scheme is much smaller than that of the standard Monte Carlo method for all N. In
Example 4.2, the relative error grows sublinearly, and in Example 4.1, the importance sampling relative error
even appears to be vanishing, exhibiting that the assumptions in Theorems 2.4 and 2.5 are sufficient but not
necessary. Thanks to the simple nature of the target function G, we are able to provide an interpretation of
the role of the controls in each example — see Remark 4.3.

/R zp(dz)

with drift and diffusion conforming to the linear-quadratic regime (44) with d = m = 1.

Ezxample 4.1. In our second example, we consider

(58) Gp) =

)

Note that while G is continuous, it is not Lions differentiable at measures u such that fR zu(dz) =0, so we
are not able to obtain an explicit solution to the HIB equation (23) as in Section 3. However, for u € Pa(R)

with nonzero mean, it is plain to see that 9,G(u)[z] = sign| [ a;,u(dx)) for all z € R, so 0.0,G(r) =0 and
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10 — uncontrolled — analytical relative error
—=- controlied 10° { ==~ exponential growth rate (= e2%%))
== limiting second moment 4
E 08 [
a <)
§ 5w
1= 0.6 )
© =
[1~]
g o4 =z
@ e«
[7]
0z
10°
001 r r r r r r r r r r r r r r r
0.0 0z 0.4 06 0.8 10 1z 14 0 20 40 60 80 100 120 140
Time (t) Number of particles (N)
(A) An average of five trajectories of the sum (54) (B) Log-scale analytical single sample Monte

Carlo relative error

FIGURE 1. Left: An average of 5 realizations of the sum (54) for the uncontrolled (red) and
controlled (green) particles respectively against the variance of the limiting McKean-Vlasov
equation from (55) (black) for T' € [0,1.5], y = .2, and N = 50. Right: the log-scaled exact
relative error p(dy) as N varies in the setting of Table 1, with M =1 fixed in (16) (black)
against the exact asymptotic rate ~ e%V (red).

5‘2(:7(#) = 0. Using this ansatz, taking by = 0, and performing a similar computation to [73| Section 4, we
obtain the formal (weak) viscosity solution to (23) in this setting:

[ antda)| + 1

4(B + B)
so that we expect the control from (33) in Theorem 2.4 to be of the form
v(t, 21,y o) = =00, (L, 1l ) 2]

N
— _ . 1
= —geBHBT t)51gn(N Z :cj> .

Jj=1

\I/(t,u) _ e(B+B)[T7t] [1 o 2(B+B)(T7t)}

+ e

Indeed, via the equivalence with the small-noise regime as discussed in Remark 3.2, such a choice of control
can be seen to solve the minimization problem (9) with F(u) = G(pr).

In Table 2, we provide for various N the estimated expectation and empirical relative error for our importance
sampling scheme compared with standard Monte Carlo, selecting B = —1, B =2, s = 0, and y; = .4 for
all i € N. As we see, the relative error for the importance sampling scheme seems to be vanishing as N

increases, whereas the standard Monte Carlo relative error increases exponentially.

H \ IS Scheme \ Standard Monte Carlo H
H N ‘ on p(ON) ‘ oN p(on) H
5 [2.6644-10=2 3.7070-10"1 [ 2.6653 - 102 2.9930
10 [ 9.0804 - 10~% 3.1427-10"119.2009- 10~ % 12.8032
15 [ 3.0269-10~° 2.6350-10—1 | 3.0645-10~° 53.9410
201 9.9533-10~7 2.2227-10"1 [ 1.0625- 10~ 337.0401
25 13.2471-10~% 1.8900-10~' | 3.5791-10~% 561.9164
30 [ 1.0537-107° 1.6154-10"T [ 1.2253-10"Y 1016.1656

TABLE 2. Comparispn of the standard Monte Carlo estimator dy with the importapce
sampling estimator dy (14) and their corresponding relative errors p(dy) (57) and p(on)
(56) with G as in (58) and particles obeying (53) with initial condition y = .4 (Example
41).
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Ezxample 4.2.

H \ IS Scheme \ Standard Monte Carlo H
H N ‘ N p(on) ‘ oN p(ON) H
5 | 2.1355-1072 4.7870-10"' | 2.1382-10"2  2.3263

10 [ 5.6703-10~% 6.0605-10~1 | 5.6806 - 10— % 6.6374

15| 1.5087-10~° 7.2452-10-1 | 1.5040-10"° 17.3337
20 | 4.0157-10"7 8.3416-10"! | 4.1260-10~7 51.1058
25| 1.0687-10"8 9.4327-10"1] 1.0296-10~8 97.8820
30 | 2.8470-10~1° 1.0524 2.8800- 10710 280.5945

TABLE 3. Comparispn of the standard Monte Carlo estimator §y with the importance
sampling estimator dn (14) and their corresponding relative errors p(dn) (57) and p(dn)
(56) with G as in (59) and particles obeying (53) with initial condition y = .4 (Example
4.2).

Finally, we consider the same regime as Example 4.1, but now taking G in the target expectation (3) to be:

(59) Gl) = [ Ielnao)

Once again G is not everywhere Lions differentiable, in this case at measures such that the singleton {0} € R
has positive measure. Indeed, for i € P>(R) such that p({0}) = 0, it is clear to see that 9,G(u)[z] = sign(z),
s0 92G(p) = 0 and for z # 0, 8.9,G(u)[z] = 0 (this follows via a similar computation to [19] Example 1 in
Section 5.2.2).

Again we follow the methods of [73], taking by = 0, and obtain the formal (weak) viscosity solution to (23):

Ut 1) = BT / |2lpa(dz) + [ BFBYT—D _ BT-0) / 2(dz) / sign(z)pu(dz)
R R R

0.2

_ 1 _ 2B(T-t)]
" BB+ B [1—e ]

_ _ 2 2

05+ B) - B0 | [ (ol +

. iB

Using that for 1 € Pa(R) with p({0}) = 0, p+— [, sign(z)p(dz) is Lions differentiable with derivative 0, we
expect the control from (33) in Theorem 2.4 to be of the form

v(t, 1, ..., on) = —00, (¢, uiv)[xz}

N
) B)(T— ) 1 .
= —o BT Vsign(a;) + <e(B+B)(T 0 _ BT t)) N E 181gn(:z:j)}
J:

In Table 3, we provide for various N the estimated expectation and empirical relative error for our importance
sampling scheme compared with standard Monte Carlo, selecting B = —1, B =2, s = 0, and y; = .4 for
all i € N. As we see, the importance sampling scheme has relative error which increases sublinearly as N

becomes large, in contrast to the standard Monte Carlo relative error which increases exponentially.

Remark 4.3. We can think about the controls from Examples 4.1 and 4.2 in terms of the role they play in
sampling the “rare event” of G being close to 0 for the particle system in each case. When the absolute value
appears outside the empirical mean, as in Example 4.1, we only need to be concerned with controlling the
magnitude of the empirical mean, a characteristic of the particle ensemble. This is reflected in the controls,
which are identical for every particle and force them in the opposite direction of the sign of the empirical
mean. Meanwhile, in the situation of Example (4.2), to make G close to zero we need the position of each
individual particle to be near 0. Thus, the control uses information about the position of each particle
relative to the origin. However, information about the ensemble of particles also still must appear because of
the global interaction in the particles’ dynamics, which we see in the form of the difference in the proportions
of the particles which are positive and negative at a given time.
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We note that a similar combination of global information on the ensemble of particles and local information
about the i’th particle is also used for controls in the standard linear-quadratic regime of Section 3. See
in particular the control used in our simple numerical example in Subsection 4.1. Numerical experiments
confirm that the role of both the global and local information captured in the control is necessary for variance
reduction in such cases. For example, using the simplified control #(t, x1,...,zx) = —oePTsign(z;) in
Example 4.2, we observed performance that was comparable or even worse than standard Monte Carlo.

It is also worth commenting on the choice of initial conditions in the examples of Subsection 4.2. We choose
y; = 4 for all i € N, so that v = d 4 is away from the region of discontinuity of 0,¥(t, -)[z]. We observed that
if we took initial conditions such that v is closer to the region of discontinuity many more rogue trajectories
appeared in the controlled dynamics and an extremely high sample size was needed before the importance
sampling scheme could be seen to perform better than standard Monte Carlo. This is once again similar
to the case of small-noise diffusions—see Table 3.1 compared to Table 3.2 in [79] and the discussion on pp.
1786-1787 therein.

We end this section by remarking on the interesting problem of verifying that the formal viscosity solutions
to the HJB equation (23) constructed in Examples 4.1 and 4.2 are indeed viscosity solutions in the sense of
[26]. To our knowledge, there are no existing examples in the current literature of explicit viscosity solutions
which are not also classical solutions to an HJB equation on Wasserstein space.

5. PROOF OF THE MAIN RESULTS

We begin with a lemma which allows us to express the numerator of R(dy) (see (17)) in an alternative way:

Lemma 5.1. Let Assumption 1.1 (A3) and Assumption 2.3 (B1) hold. Then, for any s € [0,T],y1,...,yn €
RY, and for fi as in (15), ZHN*¥ as in (13), and v : [s,T] x RN — R™ i =1,..., N bounded:

N
E[exp (—2NG([L¥7W)) H(Z*N»Svy)“} ]E[exp( OING(i N”’ eXp(/ Z\v (t, XN ...,XfV’N)thﬂ,

i=1
where fiy Y = + Zfil 5X;,N,S,y and XNV satisfy:
dXPY = (XY ) = o (XN o (6, XN Xt o (XYY ) dwvy,
XoNsw =y,
and W' are IID standard m-dimensional Brownian motions initialized at Wi = 0.

Proof. This follows by a simple application of the Girsanov theorem, which is valid due to the boundedness
of the v}V’s and G. We have:

N
E[exp( ING(fip ™) )H (ZPN=) ]
i=1
T A A A .
—E{exp <72NG([L¥’S’?’)) exp<22/ oV (t, XN XNy g
T N
- [ e Xt
—E{exp( 2NG(ji N‘(”y)) exp( 22/ tXle’y ...,)A(tN’N’s’y)-dVAVg
N
1 Z|2 Ny XLNswy XN NSy 2 g T Ny X LNy NNy 1204
- § Vg ( » 3t 5 ey LAg )‘ €Xp Z|vz ( s A3t g eeey g )|
e S =1
T N ~ ~
_E [exp (—2NGE ) exp ( / S Jol¥ (6, X XtN’N)th)] |
S =1
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O

5.1. Proof of Theorem 2.4. Let ¥ be a classical subsolution to (23). We make the choice of control from
(33) for (4) and (13) throughout this proof. Due to the assumed boundedness of these controls, we have via
Lemma 5.1:

E |:exp (—2NG(/1¥’S’”)) ]J_v[(Z"’N’S’y)ﬂ

:E[exp (—2NG<n¥vS*y>_) exp(N / ' [ 10T o, i) el N*ﬂ(daz)dt)]

~N,s,y _ N ) i, V,s, s e
where fi, =+> (;X"»:,N,s,y and X Y satisfy:

dX:’N’S’y _ [b(XZ’N’S y,ﬁN S’y) + UJT(XZ,N,&?J ~N, S’y)a (t, ji ~NS y)[XZ N,s, y]]dt
+o(XPNY gt AWE, XN =y
Strong existence and uniqueness of the above system of SDEs of all IV follows from the assumed boundedness

of ¢ and 9, ¥ along with Assumption (A3) and an application of Girsanov theorem—see the discussion on
p.81 of [16].

Applying Proposition (1.3) with F(u) = 2G(ur) f Jra lo T (z, 1) 0,V (¢, 1) [2]|2 e (dz)dt (F is bounded by
assumption and its continuity follows from, e.g., [34] Theorem A.3.18) and b(t, z, v) = b(z,v)+o0 ' (z, V)0, ¥ (t,v)[z],
we get

(60)

N

_llogE exp( 2NG ’\Né,y)HZlNSy — inf Z/ |dt +2E[G( Nsy)}
N i=1 ulNeunN 2N M
1L T , |
I O e AN PR T D R S
i=178

where IuN,s,y =1 Zil 5)_(:71\,1571! and

vi,N,s, vi,N,s,y —N,s, i,N,s,y —-N,s,y _N s, vi,N,s, vi,N,s,y —N,s,
dXy T = (XY g M) oo H(X Yy )8t iy )X A o (XY gt ) (1)) dt

i V,8y —N,sy Wi
+o(X; ) Mg Jawy,
Vi, NSy
XS Y= Yi -

Fix any v € YUY and let {X*V:5¥1NV  satisfy the above controlled equations with this choice of control.

Letting \i/(t,xl, wwxy) = U(t, % i]il 0z, ), where W is our classical subsolution, we apply Ito’s formula to
get

—N,s,y
d¥(t, iy *>Y)
N
L’)t b Z{ XN ) oo T (XN, O, ) (XN

+ (XNl ()] - 0, Bt XN L XN
1 _ - _. _
+ §UUT(XZ)N7S)y,[LiV)S7y) . 33iq,(t’th,N,s,y’ vatN’N’S’y)H dt
N ~ . . ~
+ Z[GZI_\IJ]T(LXZ,N@ZJ’ .y XtN,N,s,y)U<Xz,N7s,y7ﬂi\l,&y)thl

i=1
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— o, Z{ (XN GN) 00T (RPN, @ )0, W (1, ) (XN
_. . 1 _. .
N ()] 0,00 XN 4 ST (RPN ) 10,0,

]- —N,s vi,N,s, vi,INV,s, =4V, S8, 1t
o7 20T X o (XY ) d Wy
i=1

N
Z X’ N8,y ﬂN s,y> 82 (t ﬂi\f s7y)[XZ7N,s7y,thi,N,s’y}dt

)

where in the second step we applied Proposition A.3. Note here we have used the assumed regularity of ¥
from (i) in Definition 2.1.

Now using that U satisfies (ii) in Definition 2.1, we have:
XN

() 4 SR
i=1

00T (XN @, ) X 0, XN

1 _.
+ oo (XN a0 0,0, gy Y )[ngN»Svy]}

2
31 _N,s vi,N,s vi,N,s,y —N,s, _N,s, vi,N,s,
> 3 Za U(t, iy )Xy ] oo T (XY g )0, (E ) [X ]

N
31 Si,N,s,y —N,s N sy [ oiaN,s,
= **Z| T<Xt Yoy T )0t e ) [XG sz
Combining the above two displays:

N
_N.s 1 i,N,s,y -N,s, ~N,s, vi,NV,s,
W = v (5L, NZ/ TR ), (e, 5 Xt
1=1
1 N T . _. -
L Sl B e e N L

1 T NS g i Nosw —iN.s
+ ﬁ Z/ UUT(XZ7N7b7y,ﬂiV7é7y) . (93 (t ﬂi\f ‘S’y)[XZ’N’é’y,XZ’N’é’y]dt
i=1""%

T N
31 T i,N,s,y —N,sy _Nsy vi,N,s,y112
b S e R
1 N 1 N T
_ N T *i,Ns,y —Nsy —Nsy @ N,8,Y7|2
v sy o | gy [ @t Ot ) XN P

T N
1 i B B )
AL 'dt+NZ / 0, 0)T (8, ) XNV (XN, g di]

N T
1 vi,N,s _N,s _Ns vi,N,s vi,N,s
+ Z/ JUT(Xt’ ) 7y7Mt ) ,y) b \I/(t y)[Xf ) 7ant, , ’y]dt.
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Then, for any choice of u”¥ € U¥:

N, s,y z N,s,y —-N,s,y _Ns SUNT v 8, I, S,y712
NZ/ |dt+21E[G(T }— NZ/ NSO, (8, YK PN 2t
1 oL T
> BIG( )+ BE(T i) + B | 523 [ 0P
i=1"9%
1 LT ) )

I At N R T b R

i=1"9%

N

N,s,y st,y 7N,€,y 7N31 vi,N,s,y112

> E[G( )] z:: s | +E 2NZ/ [ulN (t) + o T (X} )9, U (¢, 7NV )XY 2

N T
1 — vl K vl K _N,s 17t
+E N Z/ [8M\I/] (t MiV Svy)[X?Nﬁ,y]U(th,Ns,y’Mi\/, ,y)th

N T
1 o .y .
+E |53 / oo (XPNHY oY) s 02 (L, Y (XYY XN

where in the first inequality we used (iii) from Definition 2.1.

uN () + o (XY gl 2710, ¥ (¢, aY SV XPN Y] i = 1,.., N is a valid choice of control in the prelimit
representation (12) from Proposition 1.3 since o, 0, ¥ are bounded, and taking F(u) = G(ur), b = b therein
(using G € Cy(P(R?)) and (A3)) we can continue:

N T
1 _.
E 72NZ/ | ()| dt| +2E |:G( Nsy ] _ NZ/ XzN@y 7Nsy)8 \I/(t 'ai\/ s,y)[th,N,s,szdt
i=1v$
1 N
=N,s, iV, vidV,sy = N,s, 1t
> 57N1221 +E E / (0,91 (¢, iy )Xo (XY, Y ) AW,

N T
1 — — — .
N E :/ UUT(XtuN,s,y’ﬂiV,&y) . 82 (t ﬂi\/ s7y)[XZ7N,s7y’XZ,N@,y]dt
i=1"S$

1
- NlogE {exp( N57y }
N T ‘ ‘
=v E 5y1 +E N2§ / Xstﬂ/ ﬁNsy) (92 ( 7Nsy)[th,N,s,y7th7N,s7y}dt

- %log]E [exp( NG(u Ns’y))}

since the martingale term is bounded in square expectation for all N

Infimizing over u” € YUY and using (60) we get:

N
. 1 ANs,y N,s,
l}&l&f—Nlog(E{eXP( 2NG(fu )1:[1 (Z0Ns9) })
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. 1N9y 7N,9,y 2 7N,9,y zNey i,N,s,y
+ il E sz/ oot ) Wt N[N KN gy
1 N,s,y
— —logE {exp( NG(pgp™ ))}
N
=U(s,v)+ 71,
where we used the assumed continuity of ¥ and the convergence of +; Zf\il dy, to v, (18), and the fact that

by boundedness of ¢ and (iv) in Definition 2.1, there is a constant C' independent on the choice of u™¥ € UM
(which may change from line to line) such that:

N2Z/ O'O' zN,s,y _Nsy) 82 ( _Nsy)[ i,N,s,y Xsty]dt
SCE NzZ/ |82 thsy)[ 1N9y XzN,e,det

— CE szZ/ |82 they)[Xst,y XJNey”]l _Jdt

=1 j=1

N

T 1 1/2 N 1/2
2 7N ,S, i,N,s, N,s,
< CE / (N D 12Ut )X, XN 2 ) (N2 > ﬂi_j) dt

i,j=1 1,7=1

1 B . 1/2
=CE W/ <N22|6\I/tuivs Xy XN y]|> dt
i,7=1
_ 2 —Ns
— CE Nm/ Ha (t, \

el
- N1/2

dt
L2 (@)@ LA R )

(T —s).

O2W(t, ’ <C, h
OO o,y = & Do
further that e.g. Supe(o 7] uep,®a) Jpa 029 (t, )]z, 2]*u(dz) < C, then this remainder is O(1/N). Also
note that the Laplace Principle of Theorem 1.2 is used here to establish the equality (18), which yields the
appearance of 1 in the limit.

This gives that

Note that if we, instead of just the bound sup,ci 1), .cp,®e

lim —N log R(6x')

N—o00

N—o0

N
. 1 ~N,s, i,N,s, 2 N,s,
= lim {N log]E{exp( ANG(p™*Y) le[l (Z05Y) } tw logE[exp(NG(,u y))} }

N
= lim —logE[exp( NG (i) HZ’N‘”’ ]—271 (by (18))

N—00
=1

> \I](Svy) - 71

We thus have that § admits an expansion of the form (20) with 4 < v, — ¥(s, ). Note that the case ¥ =0
corresponds to the standard Monte Carlo estimator d in the above, from which we obtain v = 2y; —y2 <7
as expected — see (19) and the discussion thereafter. The rest of the claims stated in the theorem are now
immediate. In particular, by Jensen’s inequality we know —=; log R(6n) < 0, so if U(s,v) = v, we have
log-efficiency in the sense of Definition 1.4.



34 Z.W. BEZEMEK AND M. HELDMAN

5.2. Proof of Theorem 2.5. First, we will establish a prelimit PDE expression for the numerator in the
expression for R(dy) in (17) in a manner along the lines of the discussion in Section 2.1. Define

N
Ntz . an) = E{exp ( ING(ip" I)) H(Zi’N’t’z)g], z1, ., xn € R € [0,T]

=1

where Z4N:6% i =1 ..., N and ™% are as in (15) and (13) with the choice of controls from (33) in Theorem
2.4. Define v(t, p, ) = —0 " (x, )0, o (t, u)[z]. Then v(t,ul,z;) = vN (¢, 21,...,xn) for all N, where v}¥ are
from (33) with ¢¢ in the place of ¥. Recall that in (33) we had only assumed ¥ be a classical subsolution
of (23), whereas now we assume ¢y is a classical solution.

From Lemma 5.1 (using the assumed boundedness of ¢ and 9,,¢¢), we have:

(6 2001 nan) = B|exp(-2NG(EY ) exp( N / [ ot o azyar )|

where it = 4 Ei:l dginte,

dX.,i_’N’t’I — [b(X"i_,N,t,w, ﬂ‘ll_\f,t,a:) . U(Xi,N,t,z7ﬂ£_V,t,z)v(T’ [Liv’t’x,Xi’N’t’w)]dT + (T(X.,i_’N’t’I Nt w)sz

T

= ;.

thi,N,t,x

Applying Feynman-Kac, we have EN is the unique solution to:

=N (t, 1, TN —l—Z{ (i, ul) = o (i, pN Yot Y 20)] - 00, 2N (8, 1, oy )
1 2 &
(62) + §UUT(-TZ"M£:V) : 831-:N(ta$la e @N) + |’U(t7ui\/7xi>|2:N(t,a)‘1, ""xN)} =0,

tel0,7),z1,....xx € RY,
=EN(T, 21, ..., zn) = exp(—2NG(pd)), Ty, ., en € RY.
This is where the linear growth condition on b is used—see, e.g., Theorem 7.6 in [64].

Then éN(t,xl, vy TN) = —%logéN(t,xl, .., L) satisfies

8téN(taxla vy L + Z{ xl?ﬂx O—(Zia:u‘iv)v(ta :U’:]nvaxl)] : 817 (t Z1, 7xN)

1 - 1
+ igaT(xiau]xV) : 8§i‘:‘N(t7m1a ,SUN) - N'v(tauivaxz”z

N .
- 5|0T(xi,ﬂiv)8ziEN(t,x1, ...,xN)|2} =0,t€[0,T),21,..., N € Rd,
EN(T, 21, .y zn) = 2G(ud), T1,...,xn € R

We consider now the PDE (34) from Subsection 2.2. Note that this agrees with (32) if we set v = 0, other
than the fact that the terminal condition is 2G rather than G. Under the current regularity assumptions,

we see via Proposition A.3 that for all N, 2V is the empirical projection of =V from (34). That is:

N
- 1
(63) EN(t,uiv):EN(twl,...,xN):—NlogE exp(—2NG(ih"") H ZbN ) ]
i=1

We now observe how to uncover the log-efficiency established in Theorem 2.4 (though under stronger regu-
larity assumptions) using the method of [75], and set up how higher order terms in such an expansion can
be used to prove the results in Theorem 2.5.

Suppose, as in [75], that we have sufficient regularity to have the asymptotic expansions for (32) and (34) of
the forms (36) and (37) for some k.



IMPORTANCE SAMPLING FOR THE EMPIRICAL MEASURE OF WEAKLY INTERACTING DIFFUSIONS 35

Then by (61) and (25) (noting that indeed the representation (25) holds for the unique solution ®N to (26),

again by Theorem 7.6 in [64]), we have
. =ZN(

R((SN) — Say17"'7yN)

[éN(Svyh ) yN)P

= eXP<N[2¢0($7NgI,V) — o,y ] + 201 (5, ) ) — Ex (s, 1) )] + (202 (s, 1)) — Ea (s, ) )]/N + ..

+ 20k (s, 1) ) — Ei(s, ) )] /NF71 + 0(1/Nk_1)>,
where R(dy) is as in (17). Here we have used, by the same logic as to obtain (63),
- 1 .
Q)N(t, ,u’iv) - q)N(t7 L1yeeey xN) = 7ﬁ logIE[exp(fNG(,ug’t’ ))]a

where ®V is as in (32) and ®V is as in (29).

We now see that 2¢¢ (recalling here that ¢ is the unique classical solution to (23)) and &, from (35) satisfy
the same equation. Indeed, inserting this ansatz into (35) and using v(t, u,2) = —o " (z, u)dudo(t, u)[z], we
get

200 (t, p) + 2/Rd [b(z, 1) + 00 " (2, )0 (t, w)[2]] - Opcbo(t, p)[2] + %UUT(%N) 2 0.0u¢0(t, 1) [2]p(dz)

= [ 2107 GOt IR + 1o G )0unlt, )] Pald)
= 20190 (t, 1) + 2/Rd b(z, @) - Opupo(t, p1)[z] + %O'O'T(Z, ©) 1 0:0,00(t, p)[2]pu(dz)

- /Rd o' (2, 10)Buo(t, p) 2] u(dz) =0, t€[0,T), 1 € Pa(RY),

200(T, ) = 2G(p),  p € Po(RY).
which dividing by 2 gives the same equation as (23).
This shows that indeed 2¢q(t, i) = &(t, 1) for all ¢ € [0,T], u € P2(R) via our uniqueness assumption.
Thus, since 2¢o(s, 1)) = &o(s, 1y ) for all N, we have — log R(6n) — 0 as N — oco.

Moreover, when k = 1, knowing 2¢q (s, '“z[/v) = &o(s, ,uév), we have for any M

Jimp(B) = \/%%&Enm D201 (5, 11Y) — &1 (.Y + o(1) — 1.

As we will show, under our current assumptions 2¢, (s, pu}) ) = & (s, u’) for all N, so we get limy o p(dn) =
0, yielding vanishing relative error (Definition 1.5).

Lastly, knowing 2¢y (s, ,uilv) = &o(s, ,uév) and 2¢ (s, uév) =& (s, uév), letting &k = 2 we have:
lim T(N) = lim Nlexp([26a(s, u¥) — &a(s, i )l/N + o(1/N)) — 1]
N—o0 N —o00
[2¢2(57M31/V) - 52(57/’[';{;\[)] + 0(1)
]\}i—r>noo[2¢2(s’ /j'g]JV) - 52(87 ﬂgj/v)]
= 2¢2(87 V) - 62(‘3’ V)
where T'(N) is as in (42) and here we have used the assumed continuity of ¢2,&;. This will yield the limit
(43).
We now insert the ansatz of the expansions (36) for ®(¢, ) and (37) for ZV (¢, 1) into their respective

equations (32) and (34) and match O(1/N*) to obtain formal recursive formulas for ¢ and ¢ as in
Theorem 3.3 in [75]. We arrive at the expressions (38) and (39) from Subsection 2.2.

lim
N—oo

Now recalling 2¢g(t, 1) = &o(t, 1), we see that in (40) and (41) from Subsection 2.2, Y+ 2 gtn (using
(A4)), and moreover we note that Z** is the solution to the (optimally) controlled limiting McKean-Vlasov
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equation initialized at time ¢ with distribution p from Theorem 1.2, that is Z"* L Xuts from (8) with

u(r) = —o (X, LX) dudo(r, LK L)) X2 ], 7 € [t,T].
Under the assumption that the expressions (40),(41) are valid with k = 1, we have:

1 T
nltun) = 58| [ 0o (2, 020 s Oon(r, £z, 2]
t

and

T
6t =E| [ GooT (200, (20 alr (20 247, 2007
t
T
—E[ [ oo L2 Ot L2 24, 20|
t

so indeed &; (¢, 1) = 2¢1(t, i) for all t € [0, T] and u € Po(R?). As discussed previously, this establishes that
we indeed have vanishing relative error (Definition 1.5). Also, this is the expected expression to arrive at
for these first-order correction terms—compare with equations (A.7) and (A.8) in [79], where the analogous
expression is given in terms of the second derivative of their zero-viscosity (standard) HJB equation evaluated
at the optimally controlled path for the limiting ODE in the small-noise regime.

Under the additional assumption that our representations (40),(41) for ¢, &k hold for the next order correc-
tion k = 2, we have:

T
bulton) = 3E| [ 00T (21,020) s 0o L2 20 220

0T (2, L2, ﬁ(ﬂ»ﬂ))%ﬂﬂ?dﬂ

and
-
6a(t. ) = E| [ 500 (20,0020 : i r, L2 230, 247
- 5107 (2 (2Dl L2 (20|
r T
—B| [ 0o (20, L(2) : (. L2\ 2, 23 i
LSt
- o2 L2y 7 L2222 P .
SO

T
262(t10) ~ ) = | [ 107 (28, L2000 (L2 (209 |
t
By our previous discussion and our identification of Z%* as related to X whi we get

T
lim T(N) E[ / |aT<X:’s’",z:(X:"S*"))aml@,L(X:*S’"»[X:*S’"H?dt]

N—oc0

where ¢ is as in (38) with k =1 and u(t) = —a ' (X;"%", L(X;"5"))Dudo(t, LX) X", t € [s,T).

6. CONCLUSIONS AND FUTURE WORK

We have derived an importance sampling scheme for exponential functionals of the empirical measure of
weakly interacting diffusions. Using the connection between the large deviations rate function of [16] and
mean-field optimal control, the asymptotic performance of the proposed scheme is characterized in terms
of subsolutions of the Hamilton-Jacobi-Bellman equation on Wasserstein space. We provide both numerical
and analytical evidence that sufficient smoothness of such a solution can yield relative error which vanishes
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as the number of particles becomes large. We also numerically explore the impact of lack of smoothness of
the solution of the HJB equation on the performance of the proposed importance sampling scheme.

In future work, a major hurdle to overcome will be adapting the scheme to situations where subsolutions of
the HJB equation cannot be constructed analytically. In the standard small noise setting, this is also a major
issue, and when the dimension of the system becomes large advanced techniques such as the use of machine
learning, optimization software, and neural networks to identify the solution of the HJB equation and/or
the optimal control are used [11,71,77,79]. In the mean-field setting, methods of stochastic control are
already being used to address the issue of numerically constructing solutions to the HJB equation (23), see
e.g. [20,22,47,54,55,60,66]. Moreover, using the calculus of variations form of the rate function of Dawson-
Gaértner [29], there are some examples in the literature where perturbation expansions have been made to
approximate the optimal path of the controlled McKean-Vlasov equation corresponding to certain types of
rare events [12,49]. The marriage of such techniques with our proposed scheme would allow for applications
beyond the linear quadratic regime and perturbations thereof, and perhaps even allow for extensions to
finite-time probabilities and problems of metastability as discussed in Remark 2.6.

It may also prove useful for some target statistics to design an importance sampling scheme using the
moderate deviations principle for the empirical measure [10,17]. This is known to aid with the problems
discussed above in the small noise setting due to the linearization of the HJB equation under the moderate
deviations scaling [51,69]. As discussed in Remark 3.4, this can likely also be supplemented via use of an
importance sampling scheme arising from large deviations of the empirical measure in the joint small noise
and large N limit as derived in [14,72].

Another interesting avenue for future research is to see how our methodology can be extended to the setting
where the interacting particles also share a common driving noise [15,31].

Lastly, it is of great interest to establish rigorously the asymptotic expansions for the prelimit HJB equation
presumed in Theorem 2.5—see Remark 2.7.

APPENDIX A. DIFFERENTIATION ON SPACES OF MEASURES

Definition A.1. Given a function u : P%(Rd) — R, we may define a lifting of u to @ : L*(Q, F, P; R?) — R
via W(X) = u(L(X)) for X € L3(Q, F,P;RY). Here we assume ) is a Polish space, F its Borel o-field,

and P is an atomless probability measure (since Q is Polish, this is equivalent to every singleton having zero
measure).

Here:
Pa(RY) = {u € P(RY) : /R (2u(dz) < oo}.

Py (R?) is a Polish space under the L?-Wasserstein distance
1/2
Walpn) =t | [ e yntanan)
TECL o | JRA xR

where C,,, ., denotes the set of all probability measures on R? x R? with first marginal py and second marginal
2
We say u is L-differentiable or Lions-differentiable at jig € P2(R?) if there ewists a random variable
Xo on some (0, F,P) satisfying the above assumptions such that L£(Xo) = po and @ is Fréchet differentiable
at Xo.
The Fréchet derivative of @ can be viewed as an element of L*(Q, F,P;R%) by identifying L?*(Q, F,P; R%)
and its dual. From this, one can find that if u is L-differentiable at g € P2(RY), there is a deterministic
measurable function ¢ : R — R? such that Du(Xo) = £(Xo), and that & is uniquely defined po-almost
everywhere on RY. We denote this equivalence class of & € L*(RY, po; RY) by d,u(uo) and call 8,u(po)[] :
R? — R? the Lions derivative of u at yig. Note that this definition is independent of the choice of Xo and
(Q, F,P). See [19] Section 5.2.
To avoid confusion when u depends on more variables than just p, if Ouu(po) is differentiable at zy € R4,
we denote its derivative at zy by 0,0,u(po)[%0]-
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Definition A.2. ([19] Definition 5.83) We say u : Po(R?) — R is Fully C? if the following conditions are
satisfied:
(1) u is C' in the sense of L-differentiation, and its first derivative has a jointly continuous version
Pa(RY) x RS (p, 2) = duu(p)[z] € RY.
(2) For each fized pn € Po(R?), the version of R? 3 z — O,u(p)[z] € R from the first condition is
differentiable on R% in the classical sense and its derivative is given by a jointly continuous function
Po(RY) x R 5 (p, 2) = 9,0,u(u)[z] € R¥*4,
(3) For each fized z € RY, the version of Po(R?) 5 p > 0,u(u)[z] € R in the first condition is continu-
ously L-differentiable component-by-component, with a derivative given by a function Pa(R?) x R? x
R 3 (p,2,2") = 02u(p)[z][2'] € R such that for any p € Po(R?) and X € L2(Q, F,P;RY) with
L(X) = p, Oru(p)[2][X] gives the Fréchet derivative at X of L2(Q, F,P;RY) 3 X'+ 9,u(L(X"))[2]
Jor every z € RY. Denoting 0ju(p)[2][2'] by O2u(p)(z, 2'], the map Po(R?) x R x RY 5 (p,2,2) —
2u(p)[z,2'] is also assumed to be continuous in the product topology.

We recall now a useful connection between the Lions derivative as defined in A.1 and the empirical measure.

Proposition A.3. For g: Py(R%) — R which is fully C? in the sense of definition A.2, we can define the
empirical projection of g, as g™ : (RN — R given by

|
gV (z1, . xN) =g Zéw .
i=1

=|

Then gV is twice differentiable on (RY)YN, and for each xq,..,xxy € R?, (i,5) € {1, ..., N}?:

N
1 1
N _ A
(64) 0,9 (21, ..,xN) = Naug N Zlégc []
and
1 1 1 1 -
(65) 02,05, 9" (x1, ..., zN) = N(‘Laﬂg N Z(;zi [2:]1;=; + ﬁaig N Zém [z, z;].
i=1 i=1
Proof. This follows from Propositions 5.35 and 5.91 of [19]. O
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