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ABSTRACT

Humanity for centuries has perfected skills of
interpersonal interactions and evolved patterns that
enable people to detect lies and deceiving behavior
of others in face-to-face settings. Unprecedented
growth of people’s access to mobile phones and
social media raises an important question: How does
this new technology influence people’s interactions
and support the use of traditional patterns? In this
article, we answer this question for homophily-driv-
en patterns in social media. In our previous studies,
we found that, on a university campus, changes in
student opinions were driven by the desire to hold
popular opinions. Here, we demonstrate that the
evolution of online platform-wide opinion groups is
driven by the same desire. We focus on two social
media: Twitter and Parler, on which we tracked the
political biases of their users. On Parler, an initially
stable group of Right-biased users evolved into a
permanent Right-leaning echo chamber dominating
weaker, transient groups of members with opposing
political biases. In contrast, on Twitter, the initial pres-
ence of two large opposing bias groups led to the
evolution of a bimodal bias distribution, with a high
degree of polarization. We capture the movement
of users from the initial to final bias groups during
the tracking period. We also show that user choices
are influenced by side-effects of homophily. Users
entering the platform attempt to find a sufficiently
large group whose members hold political biases
within the range sufficiently close to their own. If
successful, they stabilize their biases and become
permanent members of the group. Otherwise, they
leave the platform. We believe that the dynamics
of users’ behavior uncovered in this article create a
foundation for technical solutions supporting social
groups on social media and socially aware networks.

INTRODUCTION

People exhibit different patterns of social behav-
ior [1] that shape their interpersonal interactions
and determine how social groups are created and
evolve [2]. Traditionally, these social behaviors
have been studied in the context of direct interac-
tions between actors in an offline setting. Hence,
their presence and effects within online social
environments is not well understood. Indeed,
social media has played an ever-growing role in
many spheres of human interaction. One such
sphere is politics, which is important because it
shapes governments and political systems of all

levels. In this role, social media provides platforms
for politicians to influence countless individuals
across vast distances instantly. However, these
mediums have also allowed for the widespread
dissemination of misinformation [3] and facilitate
the polarization of users and the formation of
echo chambers (a group of users on social media
that exchange information only between them-
selves, rejecting information from outsiders.) [4].

The online interactions in social networks we
study here are inherently different from offline
face-to-face verbal interactions during which par-
ticipants silently monitor voice intonation and
body language of their partners to recognize their
emotions and behavioral patterns. Such recog-
nition facilitates detection of lies and deceiving
behavior, but it is missing in online interactions,
lowering the chance that social media users will
be able to recognize and reject strongly biased,
questionable, or faked content.

We believe these differences create a need for
a new understanding of opinion dynamics that is
tangential to previous research on human opinion
propagation. The DeGroot model [5] describes
how an opinion consensus is reached between
participants, but isn’t designed for users online
who can simply switch their opinion group or
even drop out as the cost of leaving is much lower
than in conventional cases: It is easier to change
online groups than face-to-face groups. The Fried-
kin-Johnsen model [6] handles opinion dynamics
in an abstract “social network” context, better
suited for social media groups. However, it may
not account for quitting behavior, the presence
of echo chambers, the structural bias of content
delivery algorithms and related factors. According-
ly, there is a need to further our understanding of
dynamics of social groups in social media to ampli-
fy their benefits but temper their drawbacks.

One social principle that is integral to our under-
standing of social group dynamics is homophily [7].
A study of the homophily of student groups on a
university campus was presented in [8]. It included
modeling the evolution of these groups by tracing
over time the opinions held by these students on
a variety of issues. We found that the most stable
groups in terms of stability and longevity of mem-
bers consisted of students with majority opinions.
In contrast, groups with students holding minority
opinions were unstable, often changing members
and dissolving. We also showed that the entire
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system evolves toward a stable state in which all
groups are fully polarized on the opinions most
important to the members.

The question thus arises of whether the
homophily principle and its impact on group
dynamics can be observed on online social net-
works as well. Social networks do not facilitate
only interactions between actors, but influence
user decisions by content recommendations
biased by preference tracking algorithms, such as
used by Twitter and other social media. Such pref-
erences are also used by socially-aware networks
in which edges represent voluntary social interac-
tions between users and which provide network
services using social network analysis techniques
[91. Furthermore, preferences apply to users inter-
acting with social media features, as some forms
of interaction and information consumption are
used more than others [10].

Major social media platforms like Facebook,
Twitter, and Instagram continue to grow, but such
growth is not limited to these highly popular plat-
forms. In fact, recent events in U.S. politics have
prompted an entrance of new, alternative plat-
forms to cater to specific groups of users. The
most visible example is Parler [11], launched in
2018. This microblogging platform marketed
itself as the “free-speech” social media alterna-
tive. Designed as a Twitter clone, Parler aimed
to become a platform for Right Leaning social
media users alienated by Twitter. In this article, we
analyze the dynamics of group evolution on social
media using data collected by tracking users on
Parler and Twitter and assigning them initial and
final political biases. They are defined by the aver-
age biases of URL links posted by these users
during the first and last month of activity, respec-
tively. The tracking of users lasted from Septem-
ber to December 2020, a period that includes the
2020 U.S. Presidential election, which occurred in
November of that year and triggered a high level
of political interactions during that time.

Using the biases assigned to users, at the end
of each period, we created groups of users of
the same bias and two “constellations” of groups
of Left and Right biases, each regardless of the
intensity of the respective biases. Then, we ana-
lyzed the evolution of these groups on Parler and
Twitter. Our analyses confirmed that side-effects
of homophily uncovered in our previous work
on interactions of students (which ranged from
face-to-face meetings to cell-phone messag-
es and calls) are also valid on social media. The
two methods of avoiding interactions in diverse
groups are either changing important opinions
to majority ones, or if this fails, dropping off the
platform. Overall, we aim to demonstrate that
homophily plays a role in group formation, evo-
lution, and retention online by showing that these
results hold in an online setting for two contrast-
ing social media platforms.

Our results show that Twitter has two stable
bias groups with the locally largest fractions of
members across the political spectrum: liberal bias
and conservative bias. They have the local maxi-
ma in terms of political bias stability, with holders
of these biases retaining their opinions for a long
time. In contrast, groups with members holding
unpopular political biases were unstable, with
their members quitting the platform or leaving

to groups with more popular political biases. The
desire to interact with peers with similar views
motivates holders of unpopular political biases to
change their biases or keep them and leave the
social media platform. This desire drives the evo-
lution of the large platforms, like Twitter, toward
bimodal polarization. In contrast, the smaller
platform, Parler, has been dominated from its
start by Extreme Right bias and fake news bias,
which heavily overlap in terms of committed users
making their groups stable and popular. Stabili-
ty of dominating biases and initially the lack of a
noticeable presence of liberal biased content on
the platform freezes these two patterns into per-
manence. The resulting homogeneity formed an
unopposed echo chamber on Parler, where the
users in this echo chamber engage in and prolifer-
ate the same kind of content with little deviation.

TERMINOLOGY

While Twitter is an established social media plat-
form that has been subject to numerous research
studies across multiple disciplines, Parler has seen
less attention. Subsequently, we highlight below
the content terminology used within Parler’s user
interface for those not familiar with the platform.

Parler is fashioned after Twitter, and their meth-
ods for content generation and interaction are sim-
ilar, with different names. Posts on Parler are called
“Parleys.” Parler users are allowed to make posts
which are visible to other users and are limited to
a maximum of 1,000 characters. Each post can be
upvoted or downvoted to indicate if the voting user
agrees or disagrees with the content. However,
posts only show the number of upvotes, and not
the number of downvotes. Comments can be made
under posts, and these comments can be upvoted
or downvoted. Comments can be made under exist-
ing comments on posts, creating a local comment
tree. Parler’s version of Twitter’s retweet feature is
the “echo.” Echoing allows users to choose an exist-
ing post and post it to their page, optionally adding
content that appears above the post. Users can post
a variety of content, including URLs and multimedia.

To summarize, Parleys are equivalent to
Tweets, Echoes to Retweets, and Upvotes to
Likes. Comments are similar across Parler and
Twitter. The equivalence of these features and the
intentional similarities between Twitter and Parler
means that the graph structure that is organically
created by the usage of both websites ends up
looking similar too.

METHODS
DATASETS

The Parler database was accessed in 2021 [12].
The published dataset includes most of the posts
sent between March of 2018 and January of 2021.
It contains about 183 million Parler posts sent by
13 million users. We analyzed a subset of these
posts ranging from September Tst to December
Tst, 2020. The Twitter dataset was obtained from
[4]. This dataset was collected using the Twitter
Search API to find all tweets, retweets, quotes,
and replies containing the name of one of the two
primary 2020 U.S. Presidential candidates sent
between June of 2020 and December of 2020.
This search yielded approximately 702 million
Twitter communications sent by 20 million users.

The desire to interact
with peers with similar
views motivates holders of
unpopular political biases to
change their biases or keep
them and leave the social

media platform. This desire

drives the evolution of the
large platforms, like Twitter,
toward bimodal polarization.
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External Bias Groups - Relationship Graph

FIGURE. A two-level clustering of polarized users. The lower level contains
eight bias groups. The higher level consists of two primary clusters called
constellations that group associated biases together. The Center bias and
Fake news groups exist outside the two constellations. Edges connecting
constellation’s groups show that members can directly reach groups
within each constellation, defining unit distance between them, Travel
between groups across the constellations requires several unit steps. Each
user has two biases, initial and final, The initial bias uses URL links from
the initial month of collected data, while the final bias uses links gathered
in the last month. Each user with two different biases travels from initial to
final bias, changing the sizes of bias groups dynamically.

As in the case of Parler, we analyze a subset of
all communications sent between September and
December 2020. While bots are a problem, anal-
ysis of the Twitter dataset shows that only about
1 percent of events were generated from unof-
ficial Twitter clients in 2020 [4], suggesting that
bot presence is limited in our subset. However,
as little research has been done on bot detection
within Parler, we do not explicitly filter for bots
across datasets to maintain consistency and maxi-
mize the data available for comparison.

NEws MEDIA CLASSIFICATION

We focus our study on the political biases of users
on Parler and Twitter. Accordingly, we need to iden-
tify the political leanings of the content they propa-
gate. To do this, we adopted a methodology used in
[4], which was originally designed for Twitter. These
classifications identify political biases or fakeness of
news media outlets. So, given a Tweet with a URL
linking to a valid outlet, we can assign political bias
to this tweet. The classifications we use to identify
biases of users originated from two websites: all-
sides.com (AS) and Media Bias/Fact Check (MBFC).

AS is a well-known, respected tool for rating
news media bias that combines methods like blind
surveys, academic research, community feedback,
independent reviews and editorial reviews (www.
allsides.com/media-bias/mediabias-rating-methods).
MBFC assigns news media biases, using a differ-
ent approach that relies on evaluation of wording,
sourcing, story choices, and political endorsement
(www.mediabiasfactcheck.com/methodology).
MBFC results have been used for labeling bias and
factual accuracy of news sources in several aca-
demic studies and journal publications.

The combined evaluations of AS and MBFC
have been used to classify a total of 119 media

news outlets. The classifications are grouped into
five news media categories based on the traditional
U.S. political spectrum. Given that the “Left” rep-
resents liberals and “Right” represents conserva-
tives, the categories are Right, Leaning Right, Center,
Leaning Left, and Left. These categories are refined
by the addition of two more categories, Extreme
Right bias and Extreme Left bias. These two catego-
ries include news media organizations that tend to
exhibit heavy bias toward selected political issues,
to the point of promoting propaganda or conspir-
acy theories not supported by any credible sourc-
es. Finally, the third addition, a fake news category,
includes any news media organizations that have
been flagged by AS and MBFC as sites that regular-
ly disseminate controversial or fake news to force
their points of view. Once these categories are
assigned to the news sources, all users can be clas-
sified by the content that they consume or spread.

MaPPING USERS T0 PoLITICAL BIAS GROUPS

We note that political bias, in the context of social
media graph data, is an external characteristic.
Therefore, grouping users by their political bias is
an external grouping. As opposed to an internal
characteristic such as centrality, political bias is a
property we ascribe to users based on the politi-
cal bias classifications of their posts based on AS/
MBFC assessments. As such, the classifications of
political views and related conclusions contained
in this article should not be interpreted as repre-
senting the opinions of the authors or their funders.

MBFC/AS classification ranges from Extreme
Left to Center and Fake News, defining eight
classes that we ranked as follows. The Extreme
Left is ranked 1, and the remaining classes are
listed in the order of increasing Right bias and
assigned the rank by 1 larger than its left prede-
cessor, ending with rank 8 assigned to fake news.
These URLs ranks are averaged over all URL links
posted by this user over the initial and final month
of data collection, respectively to obtain the ini-
tial and final biases of this user. A user with the
initial bias who did not have any posts within the
last month is classified as a platform dropout. This
method can measure user bias evolution over
time using different time periods and define more
than two time intervals such as an initial and final
month used in this article, enabling monitoring
user bias evolution more precisely.

Figure 1 shows two-level clustering of polar-
ized users. At the lower level, there are eight bias
groups we defined earlier. For group membership,
each user rounds its bias to the nearest integer
value and joins the corresponding group. At the
higher level, we cluster together Left and Right
biases regardless of their intensity, which creates
Left and Right constellations, with the Center bias
and fake news groups existing outside of these
constellations. The connections between these
groups show that some groups are ideological-
ly “near,” such as Leaning Left and Left groups,
whereas other groups are ideologically “far.”
Thus, groups that have a single edge between
them are at a unit distance away from each
other and would require a member to shift their
beliefs a little to move between them. For a pair
of groups not connected by an edge, the mem-
ber of the initial bias group can travel along the
shortest path from it to reach the final bias group.
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The number of edges in that path will define the
distance traveled by this member.

Table 1 displays the total number of classified
content items in our Twitter and Parler datasets,
grouped by their assigned news media category
determined by AS and MBFC. This gives us an ini-
tial perspective on the political leanings of these
platforms. Parler has a strong conservative news
media presence. In contrast, Twitter users have
more balanced news media usage.

DYNAMICS OF USER FLOWS BETWEEN BIAS GROUPS AND PLATFORMS

We portray the movements of the number of
users between political biases over time using a
Flow Matrix (FM) in which each row and each col-
umn represents a bias group. Each cell in the Flow
Matrix shows the number of users that moved
from the initial bias of their row to the final bias
of their column. However, a decrease in member-
ship numbers occurs between the initial and final
population of users in the study. This is because
some users stop posting early on and do not post
again. We call these users “dropouts.” We cate-
gorize any user who stops posting and does not
make a single post for two months or more as a
dropout from their platform instead of assigning
them a final bias. Thus, these dropouts are not
included in the flow matrix calculation.

Using the Flow Matrices, we can find the dis-
tance and direction each user moved based on
their initial bias group and final bias group. To
clarify notation, we assume that clockwise move-
ments in Fig. 1T and leftward movements in the
FM have negative polarization. The correspond-
ing counterclockwise and rightward movements
have positive polarization. We calculate these
movement vectors for every user and compute
the mean, median and Interquartile Range (IQR)
of the movement vectors for each bias group. We
visualize this data using box plots in the below
section, which illustrate the dynamics of inter-
group movements for the two platforms.

RESULTS
DyNAMICS OF USER PoLITICAL BIASES

We compute and display the dynamics of users’
biases for Twitter and Parler in Fig. 2. The new
users arrive at the input column labeled “I” and
each cell of this column represents the number of
newcomers with the label of this cell. New users
who do not stay long enough to be assigned a
final bias flow to the dropout column “D.” Each
cell of column “D” has the count of dropouts for
each bias category. The remaining newcomers
move to the active users column “A” to the right
of the column “1.” From there, users leave the
cells from the “I” vector defining their initial bias
to the Flow Matrix “FM” in the same rows as their
cell and to the column in FM that represents their
final bias. Therefore, summing FM along each row
yields the number of users with the initial bias rep-
resented by this row (this number is stored in vec-
tor “I”). Summing this matrix along the columns
yields the number of users whose final bias is
represented by their column. These numbers are
shown in the bottom row “F” and arrows indicate
which column shows the composition of initial
biases in each final bias cell in column “F.”

Figure 2 exposes patterns of political bias prop-

News Media Rank  Twitter Count % of Twitter  Parler % of Parler
Category Bias Total Count Total

Fake news 8 4,348,747 5.96 280,502  42.30
Extreme right 7 4,064,820 5.57 104,159 15.70
Right 6 8,691,901 11.91 199,320  30.06
Leaning right 5 4,648,000 6.37 53,402 8.05
Center 4 7,568,472 10.37 18,149 2.73
Leaning left 3 33,093,257 45.35 5915 0.89

Left 2 10,513,306 14.41 1,504 0.22
Extreme left 1 39,857 0.05 167 0.02

TABLE 1. The count of news url links posted on twitter and parler, grouped by political bias. the rank column shows
numeric values assigned to them, The percentages show the content fractions that fall within that news media
category. The average bias of twitter users is 3,964 which is center bias, while for parler itis 6.837, extreme right

bias. Left biases are ranked 1-3, right biases are ranked 5-7, and the center is 4.

agation on Twitter and Parler, revealing an inter-
esting trend in user groupings in each news media
category. In Twitter, there are two disjoint commu-
nities that have two of the locally largest fractions
of users. One community is centered around the
Left (liberal) news media category and the other is
centered on the Right (conservative) and Leaning
Right news media category, with little overlap with
the center news media category. In contrast, Parl-
er’'s FM yields a singular community with a locally
largest fraction of users. It is centered around the
fake news and Leaning Right bias news media cat-
egories. The bimodal and unimodal patterns of
Twitter and Parler, respectively, characterize the
diversity of news propagated on these platforms.
The act of dropping out from a platform can arise
in many kinds of human interactions, but with dif-
ferent intensities, as seen in Fig. 2.

These figures display the raw numbers for the
initial, final, and dropout populations for each bias
group on both platforms from which computed
fractions of the dropouts in each bias category
and observed different dropout trends for differ-
ent groups. 49.7 percent of all users on Twitter
dropped out from the platform between Septem-
ber and December, compared to 19.4 percent
for Parler. This significant difference in dropout
fractions highlights the stability of Parler.

In both platforms, the differences between
the Right and Left biases were small, a bit over
10 percent of the dropout rate in each case. The
dropout rate was higher for the Right bias (50.6
percent) than the Left bias (45.3 percent) on Twit-
ter, but lower for the Right bias (19.2 percent)
than the Left bias (21.9 percent) on Parler. This
demonstrates that the existence of only one pop-
ular political bias on Parler prevents individuals
with biases distant to the popular political bias
from even attempting to join Parler, since those
who join have a similar rate of staying on the plat-
form as the rate of the user with popular biases.
Subsequently, a perpetual echo chamber arises
through the overall avoidance of the platform, not
from more intensive user dropout.

Comparing these dropout rates to university
students [8] reveals that resistance to dropping
out is strong in this offline setting, since the year-
ly dropout rate from the target campus, Notre
Dame University, was 2 percent (80 to 100 times
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FIGURE 2. Flow diagram of Twitter (Top) and Parler (Bottom) users. Column | shows the number of newcomers in each of the initial bias groups. Column D o
the left of | shows the number of newcomers that drop out from the platform, Column A shows the number of newcomers who obtain a final bias classifi-
cation. The Flow Matrix FM connects active users with the same initial bias to the final bias assigned to them. The bottom row F shows the number of users
with their final biases. Thus, the direction of flow is from column | to A, then to columns FM along the corresponding row, and finally to row F.

lower compared to our social media platforms,
considering the four-times longer time over which
student dropouts were counted). This difference
highlights the notably lower cost of dropping out
of social media platforms, which can be done in
a short time without jeopardizing any long-term
relationships. In contrast, students must invest
one year of their time before leaving, and usually
will have some new acquaintances on campus
by that time. They will also likely be subsequently
entering a new university with already established
groups of students, which can make socialization
more difficult.

MOVEMENT DYNAMICS

The movement diagram for each bias group (Fig.
3) visualizes the IQR (Interquartile Range) of
movement data measured as the number of steps
made by each member starting at that group.
Each box in the diagram represents the middle
half of the data spanning the range from the first
to third quartile of movements of group members.
The yellow midline represents the second quartile,
while whiskers capture the maximum distances
traveled by members. As before, the smallest dis-
tance is a unit step in each direction, representing

one hop over an edge in Fig. 1. For example, the
median value of Parler’s Center group is about
two steps toward the right direction (as opposed
to negative two steps, which are moving toward
the left).

On Twitter, we observe that an average user’s
movement was within the two closest groups
from their initial group because each box plot is
within the range from negative two to two steps.
The medians are between zero and one step for
each group, indicating low intra-group distances
and strong polarization between the two constel-
lations. The box plots create a wave-like pattern
because these group movements are self-rein-
forcing. For example, The Leaning Left bias group
is one step from the Center bias group which in
turn tends to move further left feeding into the
Left group, which itself favors unit rightward
movement back into the Leaning Left group.

For Parler, the box plots show consistent
rightward movements from the Left bias group
toward the Center and Leaning Right bias groups
with median movement of two steps, since most
movements are limited to the range from one to
three steps. Very few movements begin within
the Right, Extreme Right or Fake bias groups. The
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Movement Diagram - Twitter (left) and Parler (right)
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FIGURE 3. Diagram visualizing the movements for each bias group on Twitter and Parler. Each box plot shows the Interquartile Range for the initial-to-final
bias group distances traveled by each user initially at that group. The yellow lings in the box plots represent the median distance traveled by the group
members and whiskers on either side visualize the maximum extent of distance moved.

Fake and Extreme Right bias groups interact most-
ly internally leading to the formation of the echo
chamber. Parler’s Left constellation also shows
instability, with a large fraction of users abandon-
ing the platform. These patterns are very differ-
ent from Twitter’s, which neither exhibit a strong
directional preference nor constellation-wide
instabilities for either Left or Right sides.

DISCUSSION

In this article, we collected Parler and Twitter
data around the 2020 U.S. Presidential election
to compare the political content propagation
dynamics of these platforms. This comparison
demonstrates fundamental differences in the pop-
ulations of the two online social mediums. Parler
was created to provide an alternative to Twitter,
with an emphasis on political free speech attempt-
ing to attract alienated users from other social
media in the wake of the political discourse trig-
gered by the 2020 election. To provide insight
into the type of users that Parler attracted, and
the political information being disseminated in
Parler and Twitter, we used political bias classifi-
cations of news media outlets to identify the pres-
ence of fake news and classify content along the
U.S. political spectrum. We then characterized
the dynamics of content propagation by users by
analyzing user movement behavior. These results,
combined with our political categorizations of
posts on Twitter and Parler, allowed us to show
how stable each type of political bias is measured
by consistency with which users continue to prop-
agate the content of their current bias.

On Twitter, we found two consistent and disjoint
groups of overlapping users, where liberal-oriented
users tended to spread only similarly liberal biased
news, while conservative- oriented users spread
only similarly conservative biased news, creating
two locally largest fractions of the group members.
In contrast, Parler had only one distinct group with
the locally largest fraction of the group members,
lacking any significant patterns of liberal biased
news spread. Instead, there were primarily only
conservative-oriented users who consistently
spread conservative bias and fake news.

Characterizing these patterns, we observed that
on Parler the fake news category had the great-
est fraction of users migrating to it or choosing to

stay in it. This indicated that users on Parler who
initially spread fake news had a penchant to con-
tinue disseminating them. Furthermore, users with
other political biases were more likely to shift and
propagate fake news themselves, suggesting the
presence of a strong echo chamber. The fake news
group on Twitter, on the other hand, did not attract
a significant proportion of the members. Instead,
Twitter had two bias groups with locally largest
fractions of members: one centered around liberal
news media categories, and the other centered
about conservative news media categories. Subse-
quently, users with these biases were most inclined
to retain them, with similar political biases being
likely to migrate to them, causing polarization as
users converge on these opposing political biases.
We note that the bimodal pattern of Twitter here
corroborates observed polarization between the
Left biased and Right biased users reported in [4],
which also showed a decreasing overlap in cen-
ter-biased discourse over time.

The broader impact of the results of this article
is the advancement of our understanding of how
human behavior adapts to new ways of interper-
sonal interactions, and how new technologies can
benefit from such patterns. One example of this
persistence are the trends observed on Twitter
and Parler that expand on the results from [8],
which show that university student groups whose
members were mostly of majority opinion holders
had more stable membership and persisted lon-
ger than groups whose members held minority
opinions. Parler initially gained majority of fake
news and Extreme Right bias and then maintained
these biases over time. Meanwhile all liberal
biased content was relegated to an insignificant
minority. However, on Twitter, users with a broad
range of political biases were initially joining,
resulting in the formation of two groups of biases.
In both cases, the users’ behaviors show two ten-
dencies, one for moving toward stable opinions,
and another dropping out of the platform. These
tendencies drive polarization, as users migrate to
stable popular political bias groups, and unpop-
ular outlier biases are deserted, resulting in the
formation of isolated echo chambers.

Studies of temporal social networks [13] show
quantitatively that people do not communicate
randomly in all types of interactions, which causes
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entropy of the interactions to decrease over time.
The same conclusion is reached in our research,
as dynamics of political biases in social media
tend to stabilize user interactions over time. With-
in this scope, we can conclude that optimizing
social media and socially aware networks imple-
mentations for such patterns [9] will be efficient.

FUTURE DIRECTIONS

The results presented in this article offer interesting
avenues for future work. Among them, graph-based
comparisons be- tween Parler and Twitter will likely
provide further insights into their differences. Com-
paring the content characteristics and propagation
habits of users on both platforms is of interest, to
see if strong content moderation on Twitter led to
more accountable behavior from its most influential
members com- pared to Parler. Additionally, inte-
grating agent-based modeling of opinion networks
[14] with the behavior we observed here can allow
for further scaling of bias dynamics beyond the lim-
itations of our current dataset.

We plan to study bias dynamics over time peri-
ods smaller than three months. Computing biases
periodically on a weekly basis will reveal trajecto-
ries over the graph shown in Fig. 1. Having them
will allow us to measure the forces that attract
users to popular bias groups, restrict the length
of travel in search of peers, and motivate users
to drop out from the current social media plat-
form. The first force is a side-effect of homophily
[71, which is the tendency to interact with peo-
ple with compatible views. It is easy to ensure
such compatibility in small groups of face-to-fac-
es interacting people, yet difficult for technology
enabled large interacting groups of social media
users. Homophily motivates people to change
their views to interact comfortably within such
groups. The second force, confirmation bias [15],
prompts users to choose familiar or similar opin-
ions, constraining the strength of homophily. If
the second force prevails, and no close-by sta-
ble group exists, the third force, also rooted in
homophily, motivates users to leave the social
media platform that are incompatible or hostile
to the user’s views. The second force strength-
ens with time as long as the biases persist. But
the interplay is subtle. When confirmation bias
breaks and frees the user to move farther across
biases, the user adapts a new bias and confirma-
tion bias switches to it. Thus, after new biases are
accepted, they are enforced by confirmation bias
and homophily, making new members of a stable
group more committed to it than the old ones.
We plan to extend this work by adding quantita-
tive analyses of these interesting observations, uti-
lizing measures of utility of membership in groups
as seen in [8].

For developers of socially aware networks
systems, the knowledge of the patterns arising
in interactions of users of social media is import-
ant. Patterns such as stable and popular groups
of users that define social network communities,

echo chambers and patterns of real-time data
access are essential for designing socially aware
caching [9]. Hence, they can be used for social-
based community detection, routing, and data
caching strategies and algorithms in social media
and social aware networks.
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