
Ars Inveniendi Analytica (2024), Paper No. 2, 53 pp.
DOI 10.15781/md28-ws10

ISSN: 2769-8505

Singular integrals along

variable codimension one subspaces

Odysseas Bakas

University of Patras

Francesco Di Plinio

Università di Napoli
“Federico II”

Ioannis Parissis

Universidad del País Vasco
and Ikerbasque

Luz Roncal

Basque Center for Applied
Mathematics, Universidad

del País Vasco and Ikerbasque

Communicated by Monica Visan

Abstract. This article deals with maximal operators on Rn formed by taking arbitrary rota-

tions of tensor products of a d-dimensional Hörmander–Mihlin multiplier with the identity

in n−d coordinates, in the particular codimension 1 case d = n−1. These maximal opera-

tors are naturally connected to differentiation problems and maximally modulated singular

integrals such as Sjölin’s generalization of Carleson’s maximal operator. Our main result, a

weak-type L2(Rn)-estimate on band-limited functions, leads to several corollaries. The first

is a sharp L2(Rn) estimate for the maximal operator restricted to a finite set of rotations in

terms of the cardinality of the finite set. The second is a version of the Carleson–Sjölin the-

orem. In addition, we obtain that functions in the Besov space B 0
p,1(Rn), 2 ⩽ p < ∞, may

be recovered from their averages along a measurable choice of codimension 1 subspaces, a

form of Zygmund’s conjecture in general dimension n.

Keywords. Directional operators, Zygmund’s conjecture, Stein’s conjecture, maximally ro-
tated singular integrals, time-frequency analysis.

© Odysseas Bakas, Francesco Di Plinio, Ioannis Parissis, and Luz Roncal
c b Licensed under a Creative Commons Attribution License (CC-BY).

a
rX

iv
:2

2
1
1
.1

3
6
4
6
v
2
  
[m

a
th

.C
A

] 
 2

1
 F

e
b
 2

0
2
4



2 O. Bakas, F. Di Plinio, I. Parissis & L. Roncal

1. INTRODUCTION

Let n ⩾ 2 be the linear dimension of the Euclidean spaceRn endowed with the canonical
basis {e1, . . . ,en} and let d ∈ {1, . . . ,n − 1}. Singular integrals in d variables embed in Rn

when made to act trivially in the n−d variables perpendicular to a chosen d-dimensional
subspace. More specifically, each pair (U ,K ) of orientation preserving rotation U ∈ SO(n)
and tempered distribution K ∈S

′(Rd ) induces a map T : S (Rn) →S
′(Rn) by

(1.1) +T f , g , :=
ˆ

Rn−d

〈
f ◦U (·, y)∗K , g ◦U (·, y)

〉
dy =

〈
f ◦U ∗ (K ·¶) , g ◦U

〉
,

with ¶ ∈ S
′(Rn−d ) denoting the Dirac distribution supported at 0 ∈ Rn−d . If the Fourier

transform of K is a bounded function m ∈ L∞(Rd ) then T f coincides with the continuous
bounded function

(1.2) T f (x) =
ˆ

Rn

m(V ΠÃÀ) f̂ (À)e2Ãi +x,À, dÀ, x ∈Rn ,

where V =U−1, Ã is the preimage through V of the subspace Rd := span{e1, . . . ,ed }, and ΠÃ

denotes orthogonal projection on Ã. Our interest lies in the further particular case where
m is a Hörmander–Mihlin multiplier on Rd , namely

(1.3) ∥m∥MA(d) := sup
0⩽|³|⩽A

sup
¸∈Rd

|¸||³|
∣∣D³m(¸)

∣∣

is finite. If A ⩾ d+1 say, an application of the Hörmander–Mihlin theorem on each Ã-fiber
of Rn and Fubini’s theorem tell us that (1.2) extends to a bounded operator on Lp (Rn),1 <
p <∞.

The broad object of interest of this article are maximal versions of (1.2) where the rota-
tion V ∈ SO(n) depends measurably, or in some other specific fashion, on the point x ∈Rn .
Note that the multiplier (1.2) is allowed to exhibit singularities on the (n−d)-dimensional
subspace Ã§ = (V −1Rd )§. In light of this fact and of the invariance of the Mihlin norms
(1.3), an efficient parametrization of the multipliers (1.2) must involve the corresponding
oriented Grassmanian Gr(d ,n), namely the space of oriented d-dimensional subspaces of
Rn . When equipped with the canonical distance, Gr(d ,n) is a compact metric space which
is isometrically isomorphic to the quotient group

SO(n)

SO(d)·SO(n −d)
.

The description of the isomorphism is useful to us and can be loosely given as follows.
Thinking again Rd = span{e1, . . . ,ed } ∈ Gr(d ,n), a subspace Ã ∈ Gr(d ,n) is identified with
the class of matrices V (Ã) ¢ SO(n) which map Ã to Rd . Any two elements V ,O ∈ V (Ã) are
related by

(1.4) V = (Q ·P )O, Q ∈ SO(d), P ∈ SO(n −d).

For this reason, fixing in the remainder of our discussion a family

(1.5) {OÃ ∈ V (Ã) : Ã ∈ Gr(d ,n)}
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of representatives, the class of rotated singular integrals (1.2) associated to a single multi-
plier m ∈MA(d) may be parametrized as

(1.6) Tm f (x;Ã,Q) :=
ˆ

Rn

m(QOÃΠÃÀ) f̂ (À)e2Ãi +x,À, dÀ, x ∈Rn ,

with parameters Ã ∈ Gr(d ,n) and Q ∈ SO(d). Note that (1.6) does not depend on the com-
ponent P ∈ SO(n−d) in (1.4), reflecting the trivial action of T in the Ã§-variables, cf. (1.2).
Also note that the family in (1.5) can be chosen arbitrarily. A specific family is explicitly
constructed in Lemma 2.1 with the additional property that the map Ã 7→ OÃ is C 1; see
Remark 2.4. Finally, the directional operator (1.6) may be further interpreted by rewriting
formally

(1.7) Tm f (x;Ã,Q) =
ˆ

Rd

f (x −V −1t )K (t )dt , V =QOÃ, x ∈Rn ,

with K (t ) the kernel of K = m̂.
The maps (1.6), or alternatively (1.7), are termed Gr(d ,n)-subspace singular integral op-

erators. For instance, they encompass Ã-subspace averaging operators, corresponding to
the choice K ∈ L1(Rd ) in (1.1), as well as the d-dimensional Riesz transform in the direc-
tions of Ã, obtained by choosing the vector distribution

K (y) := p.v.
y

|y |d+1
∈S

′(Rd )d .

Subspace singular integrals, along variable choices of d-dimensional subspaces Ã are
connected to several deep lines of investigations in harmonic analysis and partial differ-
ential equations. This article focuses on the codimension 1 case n = d + 1. Higher codi-
mension cases are more singular and very few instances of operators have been treated,
none beyond the L2 threshold. A full account of the history of this circle of problems is
postponed to the end of this introduction.

Below, we consider the maximal operator associated to a family of multipliers m = {mÃ ∈
MA(d) : Ã ∈ Gr(d ,n)},

(1.8) T ⋆

m f (x) := sup
Ã∈Gr(d ,n)

sup
Q∈SO(d)

∣∣TmÃ f (x;Ã,Q)
∣∣ , x ∈Rn ,

or linearized variants thereof where the variable choices of Ã,Q are expressed by measur-
able functions Ã(·) : Rn → Gr(d ,n) and Q(·) : Rn → SO(d), possibly under additional regu-
larity assumptions on these functions. When d = 1, the operators T ⋆

m recover the familiar
directional maximal averaging operator, and the maximal directional Hilbert transform,
for suitable choices of symbols m. Concerning (1.8), its maximal nature shows how the
choice of the family OÃ in (1.5) is immaterial.

Our main result concerns the action of (1.8) on frequency band-limited functions. In
order to state it we fix a smooth radial function · : Rn → R+ such that supp(·) ¢ {À ∈ Rn :
1 < |À| < 3

2 } and define for k ∈R

(1.9) Pk f (x) :=
ˆ

Rn

·
(
2−k |À|

)
f̂ (À)e2Ãi +x,À, dÀ, x ∈Rn .
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Theorem 1.1. There exists A = A(d) such that the following holds. Suppose that the family

m := {mÃ ∈ L∞(Rd ) : Ã ∈ Gr(d ,n)} is such that

∥m∥MA(Gr(d ,n)) := sup
Ã,Ä∈Gr(d ,n)

[
∥mÃ∥MA(d) + log

(
e+ 1

dist(Ã,Ä)

)
∥mÄ−mÃ∥MA(d)

]
⩽ 1.(1.10)

Referring to (1.8), there holds

(1.11)
∥∥T ⋆

m ◦P0 : L2(Rn) → L2,∞(Rn)
∥∥≲ 1,

∥∥T ⋆

m ◦P0 : Lp (Rn)
∥∥≲p 1, 2 < p <∞.

Remark 1.2. The norm (1.3) is invariant under isotropic scaling of Rd . Condition (1.10)
inherits such invariance, whence (1.11) holds with the same constants for T ⋆

m ◦Pk as well,

k ∈R.

Remark 1.3. A sufficient condition for assumption (1.10) to hold is the following. Let

∥m∥MA,1(Gr(d ,n)) := sup
Ã∈Gr(d ,n)

sup
0⩽|´|⩽1

∥D´
ÃmÃ∥MA(d)

where the differential operator DÃ is the natural invariant vector of Ã-derivatives; an ex-

plicit description is given in Lemma 2.2. Since

∥m∥MA(Gr(d ,n)) ≲ ∥m∥MA,1(Gr(d ,n)),

the conclusion of Theorem 1.1 holds under the assumption ∥m∥MA,1(Gr(d ,n)) ⩽ 1.

In order to further emphasize the interpretation of our operators as directional multipli-
ers and draw a formal parallel to the two-dimensional case of [31], let us rewrite (1.7) in yet
another form. Equip Rn with the standard basis (e1, . . . ,ed ,en) and define an orthonormal
basis on Ã by setting

vÃ
j :=V −1e j , j ∈ {1, . . . ,d}, span(vÃ

1 , . . . , vÃ
d ) =Ã, V ∈ V (Ã).

Then, calculate

V ΠÃÀ=V
d∑

j=1
+À, vÃ

j ,vÃ
j =

d∑

j=1
+À, vÃ

j ,e j =
(
+À, vÃ

1 ,, . . . ,+À, vÃ
d ,

)
∈Rd

so that (1.6) takes the form

Tm f (x;Ã,Q) =
ˆ

Rn

m
(
+À, vÃ

1 ,, . . . ,+À, vÃ
d ,

)
f̂ (À)e2Ãi +x,À, dÀ, x ∈Rn .

Then Theorem 1.1 tells us that the operator

f 7→ sup
Ã∈Gr(d ,n)

sup
vÃ

1 ,...,vÃ
d

∣∣∣∣
ˆ

Rn

mÃ

(
+À, vÃ

1 ,, . . . ,+À, vÃ
d ,

)
f̂ (À)e2Ãi +·,À, dÀ

∣∣∣∣

is of weak-type (2,2) and strong type (p, p), p > 2, whenever m = {mÃ ∈ L∞(Rd ) : Ã ∈
Gr(d ,n)} satisfies ∥m∥MA(Gr(d ,n)) ⩽ 1; above, the inner supremum is over all orthonormal
bases of Ã. Specializing to a single multiplier m ∈ MA(d) we record below an immediate
corollary.
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Corollary 1.4. Let m ∈MA(d) and consider the maximal directional multiplier

T ⋆

m f (x) := sup
(v1,...,vd )

∣∣∣∣
ˆ

Rn

m (+À, v1,, . . . ,+À, vd ,) f̂ (À)e2Ãi +x,À, dÀ

∣∣∣∣ , x ∈Rn ,

where the supremum is taken over all orthonormal d-tuples (v1, . . . , vd ) ∈ (Rn)d . Then T ⋆
m ◦

P0 maps L2(Rn) to L2,∞(Rn) and Lp (Rn) to Lp (Rn) for all 2 < p <∞.

We encourage the reader to compare with the very familiar two-dimensional directional
multipliers, [11, 31], given in the form

T f (x, v) :=
ˆ

R2
m (+À, v,) f̂ (À)e2Ãi +x,À, dÀ, (x, v) ∈R2 ×S1,

when m ∈MA(1) is a one-dimensional Hörmander–Mihlin multiplier. In the two-dimen-
sional case, SO(1) is trivial, so that such dependence may be omitted.

When the band limited restriction imposed by precomposing with Pk is lifted and no
regularity assumptions are placed on the subspace choice function, such function Ã(·) is
allowed to be oriented along a suitable Kakeya–Nikodym set and the subspace singular
integrals (1.8) are in general unbounded on Lp (Rn). One particularly deep line of investi-
gation is seeking for suitable regularity assumptions on Ã bypassing the above mentioned
counterexample and ultimately leading to Lp -bounds. For instance, if Ã(·) is 1-Lipschitz
and mÃ(·) is supported on frequency scales k 1, then Kakeya-type counterexamples are
avoided. Zygmund suggested that — in this context — a suitably truncated version of the
averaging directional operator along a Lipschitz choice of subspace should be bounded,
at least above a critical Lp -space which can be identified for each dimension n and codi-
mension n −d , see [17]. The corresponding version of this conjecture for multipliers mÃ,
allowed to be singular along Ã§ is usually attributed to Stein. These are the Zygmund and
Stein conjectures alluded to above and underlying the investigations in this paper.

For the case of directional singular integrals, namely when mÃ is allowed to be singular
along Ã§, further counterexamples of non-Kakeya type do exist even when the range of
Ã(·) has special (e.g. lacunary) structure as has been exhibited in [22, 28]. For this reason
it is customary, at least in the case d = 1, to study Ã with finite range and prove optimal
bounds in terms of the cardinality of such range. Optimal cardinality bounds for direc-
tional singular integrals are mostly known in the two-dimensional case, see [11, 12], while
in higher dimensions n ⩾ 2 and d = 1 optimal bounds for directional multipliers and Ã

with lacunary range are contained in [1, 15].
In the present paper we prove the first such result in higher dimensions n ⩾ 2 and codi-

mension n −d = 1. It is worth mentioning that while most of the results in the literature
deal with maximal singular integrals generated by a single multiplier, the statement below
allows for a log-Hölder dependence of the family mÃ in Ã ∈ Gr(d ,n). A two-dimensional
partial analogue has appeared in [23], where the authors even allow for a measurable with
respect to Ã choice of multipliers, albeit with sub-optimal bounds in terms of the cardi-
nality.
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Corollary 1.5. Suppose that the family m := {mÃ ∈ L∞(Rd ) : Ã ∈ Gr(d ,n)} satisfies

∥m∥MA(Gr(d ,n)) ⩽ 1.

With reference to (1.6), the maximal operator

(1.12) T ⋆

Σ,m f (x) := sup
Ã∈Σ

sup
Q∈SO(d)

∣∣TmÃ f (x;Ã,Q)
∣∣ , x ∈Rn , Σ¢ Gr(d ,n),

satisfies the norm inequality

sup
Σ¢Gr(d ,n)

#Σ⩽N

∥∥T ⋆

Σ,m

∥∥
L2(Rn ) ≲n log N

and this is best possible up to the implicit dimensional constant.

From the proof of Theorem 1.1, it is also possible to deduce weak (2,2) and strong (p, p)
bounds, with 2 < p <∞, for maximally truncated versions of (1.8). When considering the
multiplier mÃ ≡ 1, this corresponds to a maximal subspace averaging operator. The ob-
tained mapping properties can then be used to deduce subspace Lebesgue differentiation
theorems for functions in the Besov spaces B s

p,1(Rn), s ⩾ 0. These recover past results due
to Murcko [33], see also [2, 35], for the case s > 0,n = 2, and appear to be new in the cases
s = 0 or n > 2. A detailed statement is given in Theorem 7.1, Subsection 7.1.

Further motivation, as well as influence on the proof techniques, for Theorem 1.1 comes
from the connection with maximally modulated singular integrals. In the two-dimen-
sional case, n = 2 = d + 1, there are well-explored [5, 31] ties between the band-limited
behavior of the maximal directional Hilbert transform and the boundedness of the Car-
leson maximal partial inverse Fourier transform operator [7]. In a similar fashion, Theo-
rem 1.1 implies Lp -estimates for maximally modulated Hörmander–Mihlin multipliers in
the spirit of Sjölin [38].

Theorem 1.6. Suppose m ∈ MA(d). Then, the conclusion of Theorem 1.1 implies that the

Carleson–Sjölin operator

CS[ f ](x) := sup
N∈Rd

∣∣∣∣
ˆ

Rd

f̂ (¸)m(¸+N )e2Ãi +¸,x, d¸

∣∣∣∣ , x ∈Rd ,

maps L2(Rd ) to L2,∞(Rd ) and Lp (Rd ) to Lp (Rd ) for all 2 < p <∞.

The transference type argument leading to the proof of Theorem 1.6 is a modified ver-
sion of the observation, commonplace in the literature, that any horizontal frequency cut-
off to a half-line of a function supported on a thin vertical frequency strip may be obtained
by applying a directional Hilbert transform with a suitably chosen slope. The connection
to Carleson-type theorems and, more generally, modulation invariant operators, is in fact
also apparent from the proof of Theorem 1.1 itself, which, much like its predecessors in
[29, 4], borrows from the Lacey–Thiele argument for Carleson’s maximal operator, [30].

Due to the higher dimensional nature of the problem considered, several new concep-
tual and technical difficulties arise. A first element of proof, which is only relevant in am-
bient dimension n ⩾ 3, addresses the possibility of choosing several rotations mapping Rd

to a given Ã ∈ Gr(d ,n). The underlying rotation invariance allows for arbitrary choices of
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coordinates on each Ã, introducing artificial discontinuities to the problem in hand and is
readily appreciated in formula (1.6). The necessary reduction which allows us to dispose of
the arbitrary rotation Q in (1.6) and instead use canonical smooth rotations is contained
in §3; the study of the model case of maximally rotated translation invariant Calderón–
Zygmund operators is instructive and is also presented in §3. Additionally, the higher di-
mensional time-frequency analysis of the current paper combined with the directional
nature of the operator under study leads to a novel model sum in terms of wave-packets
conforming to the geometry of the operator, and requiring us to work with a choice func-
tion, dictating the measurable choice of subspaces from Gr(d ,n), which localizes in higher
dimensional frequency caps.

The final paragraph of this introduction serves as a more comprehensive historical ac-
count of past progress on maximal directional singular and averaging operators. This sub-
ject has attracted considerable attention in the last fifty years, mainly in connection to the
Kakeya maximal conjecture. In this context, the dimension d of the averaging manifold is
1, and the connection may be described through the Lp -bounds, 1 < p <∞, for the single
and multi-scale directional maximal functions

MV ,1 f (x) := sup
v∈V

ˆ 1
2

− 1
2

| f (x − v t )|dt , MV f (x) := sup
r>0

sup
v∈V

1

2r

ˆ r

−r

| f (x − v t )|dt , x ∈Rn

associated to a generic V ¦Sn−1. The existence of Kakeya sets implies that these bounds
blow up as ¶→ 0+ when V is a ¶-net on Sn−1. When n = 2, tight upper bounds for ¶-nets
are known and due by Strömberg, [40], and Córdoba, [10], who e.g. prove sharp logarith-
mic blowup in terms of ¶ above L2(R2), which is the critical space for the Kakeya maximal
function in R2. These results imply the maximal Kakeya conjecture in two dimensions and
for example we have

∥MV ,1∥L2(R2) ≂
√
| log¶|, ∥MV ∥L2(R2) ≂ | log¶|.

In parallel it was known that if V has additional structure, namely if it is a lacunary set of

directions, then MV is bounded on all Lp (R2) spaces, 1 < p ⩽∞, as was shown collectively
by [9, 34, 37]. Bateman [3] showed that in fact MV is bounded on some (equivalently all)
Lp (R2) spaces, 1 < p ⩽ ∞, if and only if V is a lacunary set. This means that if V is an
arbitrary infinite set of directions then MV will be generically unbounded so that one can
assume that #V < +∞ and seek for best possible bounds in terms of the cardinality #V .
This was done by Katz who showed the best possible bounds for MV ,1 in [25], and for MV

in [24]. These bounds match the optimal bounds for ¶-nets stated above.
The maximal directional Hilbert transform

HV f (x) := sup
v∈V

|Hv f (x)|, Hv f (x) := p.v.

ˆ

R

f (x − v t )
dt

t
, x ∈R2,

is always unbounded if #V =∞; this was shown for L2(R2) by Karagulyan in [22] and for all
Lp (Rn) by Łaba, Marinelli and Pramanik in [28]. The upper bounds for HV and V lacunary
were shown by Demeter and one of the authors, [12]; see also [14], resulting to the sharp
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estimate

sup
V lacunary

#V ⩽N

∥HV ∥L2(Rn ) ≂
√

log N .

The contributions [11, 12], containing what is essentially the n = 2 case of Corollary
1.5, have already been recalled. Finally the n = 2 case of Theorem 1.1 has a partial ana-
logue in a result of Lacey and X. Li [31]. Therein, the authors pursued this question as an
intermediate step towards the two-dimensional version of the Stein conjecture. Further
results are available under other specific structural assumptions on the linearizing choice
function for the directions v . The articles [4] by Bateman and [5] by Bateman and Thiele
deal with the case where v is almost horizontal and does not depend on the vertical vari-
able. In particular, the latter article showed that this structure entails Lp (R2)-bounds for
all 3/2 < p < ∞. Variants of these assumptions have been dealt with by S. Guo [19, 21];
see also [13] for a comprehensive result of this type. In a different direction Bourgain [6]
has proved that a suitably truncated version of Mv(·) is bounded on L2(R2) when v satisfies
a certain curvature condition, which in particular is verified by real analytic vector fields;
see [20] for a geometric proof. Analogous results for the corresponding truncated direc-
tional Hilbert transform along v real analytic fields are due to obtained by Stein and Street,
[39].

In higher dimensions, n ⩾ 3 most of the known results concern the case of codimension
n−1 so that d = 1. Parcet and Rogers [36] extended the notion of lacunarity to any dimen-
sion and showed that MV is bounded on all Lp (Rn)-spaces under the assumption that V

is lacunary. A partial converse in the spirit of Bateman is also proved in [36] but a full
characterization is still pending; for d > 1 there is currently no notion of lacunary subsets
of Gr(d ,n) in the literature. For arbitrary V ¢ Sn−1 sharp L2(Rn)-bounds were shown for
MV ,1 by two of the authors using the polynomial method, [16]. Regarding MV , the special
case where V ¢ Sn−1 is a ¶-net is considered in [26]. Sharp L2(Rn)-bounds for maximal
single-scale subspace averages are proved in [17] for any 1 ⩽ d ⩽ n −1; these include the
case of codimension n −d = 1 where L2(Rn) is the critical space.

Before this work, maximal directional singular multipliers had only been studied for
d = 1. When V is lacunary and n ⩾ 3, Accomazzo and two of the authors have proved
sharp Lp (Rn)-bounds in [1]. In [27], Kim and Pramanik prove the sharp L2(Rn)-bounds for
V ¢ Sn−1 arbitrary with #V < +∞. It should be noted that lacunary sets yield the same
bound of the order

√
log#V for all Lp -norms of the maximal directional singular integral

in all dimensions. For V ¢Sn−1 arbitrary this is no longer the case and logarithmic cardi-
nality bounds can only be expected above the critical exponent p = n. This problem would
however entail the resolution of the Kakeya conjecture and is currently wide open. Note
that Corollary 1.5 above provides the first sharp bound for maximal directional multipliers
and d > 1; since in our case the codimension n −d = 1 the critical space for this problem
is still L2(Rn), as in the case n = 2 = d +1.

Structure of the paper. Section 2 contains a few geometric preliminaries on the metric
and differential structure of Gr(d ,n). In Section 3, Theorem 1.1 is reduced to a simpler



Singular integrals along variable subspaces 9

version by removing the SO(d) maximality, see Proposition 3.3 for a precise statement.
Section 4 is devoted to the deduction of Corollary 1.5 and Theorem 1.6. Section 5 further
reduces Proposition 3.3 to the estimation of a time-frequency model operator, which is
finally performed in Section 6. The concluding Section 7 is devoted to complementary re-
sults and questions on maximally truncated and bi-parametric variable Gr(d ,n)-subspace
singular integrals.
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2. GEOMETRIC PRELIMINARIES

The remainder of this article is concerned with the codimension 1 case, d = n − 1. In
this case Gr(d ,n) is naturally identified with Sd via the isometric isomorphism

Ã 7→Ã§, Gr(d ,n) → Gr(n −d ,n),

This identification is exploited with the notation vÃ ∈ Sd as the unit normal vector to Ã.
We equip Gr(d ,n) = Gr(n −1,n) with the metric

dist(Ã,Ä) := |vÃ− vÄ| =
p

2
√

1−cos[¹(vÃ, vÄ)]≂ |sin[¹(vÃ, vÄ)]|

where ¹(u, v) stands for the convex angle between u, v ∈ Sd . The equivalence constant
implied by ≂ is obviously independent of the dimension. We set up a unified notation for
balls in metric spaces. The standing convention is that À ∈ X then B(À,r ) is the ball in the
metric space X , centered at À and of radius r > 0. The default metric on linear subspaces
of Rn and Sd is the Euclidean metric and we write B m(R) for the Euclidean ball in Rm ,
centered at 0 and having radius R > 0. We also adopt the following notation for annuli in a
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generic metric space X

Ann(x,r ,R) := B(x,R) \ B(x,r ), 0 < r < R, x ∈ X .

When X is a linear space the shorthand Ann(r ,R) is also used in place of Ann(0,r ,R) and
B(R) is used in place of B(0,R).

2.1. Smooth families of rotations. The next lemma constructs a typical family of Lips-
chitz rotations of Rn . These are essentially two-dimensional rotations between Ã and Ä

acting in the plane perpendicular to the common (d − 1)-dimensional subspace Ã∩Ä =
(span{vÃ, vÄ})§.

Lemma 2.1. Let Ã,Ä ∈ Gr(d ,n) with dist(Ã,Ä) < 1/2. There exist OÄ,Ã ∈ SO(n) such that

OÄ,ÃÃ= Ä, OÄ,ÃvÃ = vÄ,
∥∥OÄ,Ã− Id

∥∥= dist(Ã,Ä).

Proof. If Ã= Ä take OÄ,Ã = Id. Otherwise define · :=Ã∩Ä ∈ Gr(d −1,n); see Figure 1. Since
·§ = span{vÃ, vÄ} and Ã∩·§ is a one-dimensional subspace of ·§, we may pick the unique
unit vector uÃ ∈Ã∩·§ satisfying the equation

vÄ =−(sin¹)uÃ+ (cos¹)vÃ, ¹ := arccos(+vÃ, vÄ,).

Let OÄ,Ã be the rotation that acts as the identity on · and such that

OÄ,ÃuÃ = uÄ := (cos¹)uÃ+ (sin¹)vÃ, OÄ,ÃvÃ = vÄ.

x

y

z

Ã

Ä

·§

·=Ã∩Ä

FIGURE 1. A figure for the proof of Lemma 2.1

Note that uÄ is a unit vector orthogonal to · and vÄ, therefore Ä = span{·,uÄ} = OÄ,ÃÃ.
As OÄ,Ã− Id = [OÄ,Ã− Id]Π·§ , the equality

∥∥OÄ,Ã− Id
∥∥=

p
2
√

1−+vÃ, vÄ, = |vÃ− vÄ| = dist(Ã,Ä)

follows by immediate two-dimensional trigonometry. □
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We give below an explicit description of the tangent bundle TGr(d ,n). This is used in the
sequel to give a concrete notion of derivatives of functions defined on Gr(d ,n). In turn this
will help us establish the smoothness of the map Gr(d ,n) ∋Ã 7→OÄ,Ã for fixed Ä ∈ Gr(d ,n).

Lemma 2.2. Let Ã ∈ Gr(d ,n) and let {vÃ
1 , · · · , vÃ

d
} be an orthonormal basis of Ã and as usual

Ã§ =RvÃ. The tangent space TÃGr(d ,n) is the linear span of

XvÃ
j
∈ so(n), j = 1, . . . ,d , XvÃ

j
[vÃ

k ] =





0⃗, k ̸= j

vÃ, k = j
, 1⩽ k ⩽ d , XvÃ

j
vÃ =−vÃ

j ,

where so(n) stands for n ×n real skew-symmetric matrices. Furthermore, if À ∈Rn is a fixed

vector then the following hold,

∂vÃ
j

(ΠÃÀ) = XvÃ
j
À, ∂vÃ

j
(ΠÃ§À) =−XvÃ

j
À, j = 1, . . . ,d ,

and the vector of derivatives DÃ can be described as

DÃ =
(
∂vÃ

1
, . . . ,∂vÃ

d

)
, Ã ∈ Gr(d ,n).

Proof. A basis of the tangent space TÃGr(d ,n) at Ã ∈ Gr(d ,n) can be given by (XvÃ
1

, . . . , XvÃ
d

)
where we define XvÃ

j
for 1 ⩽ j ⩽ d to be the tangent vector at t = 0 to the Gr(d ,n)-valued

curve
Ã(t ; j ) := span{vÃ

1 , . . . , (cos t )vÃ
j + (sin t )vÃ, . . . , vÃ

d }.

For the second claim we compute

ΠÃ(t ; j )À−ΠÃÀ

= +À, (cos t )vÃ
j + (sin t )vÃ,((cos t )vÃ

j + (sin t )vÃ)−+À, vÃ
j ,vÃ

j

= (sin t cos t )
[
+À, vÃ

j ,vÃ++À, vÃ,vÃ
j

]
+ [(cos t )2 −1]+À, vÃ

j ,vÃ
j + (sin t )2+À, vÃ,vÃ

= (sin t cos t )
[
+À, vÃ

j ,vÃ++À, vÃ,vÃ
j

]
+O(t 2)

so that

∂vÃ
j

(ΠÃÀ) = lim
t→0

ΠÃ(t ; j )À−ΠÃÀ

t
= +À, vÃ

j ,vÃ++À, vÃ,vÃ
j = XvÃ

j
À

as claimed. Finally,
0 = ∂vÃ

j
À= ∂vÃ

j
(ΠÃÀ)+∂vÃ

j
(ΠÃ§À)

whence the corresponding conclusion. □

The last lemma of this short section contains a computation of the Ã-derivatives of the
SO(n)-valued map

Gr(d ,n) ∋Ã 7→ RÃ :=OÃ,Ä Ã ∈ Gr(d ,n),

where OÃ,Ä references Lemma 2.1 and Ä ∈ Gr(d ,n) is kept fixed and will henceforth be
omitted from the notation. In general, for Ä ∈ Gr(d ,n) fixed we consider the following
mappings:

· Ã 7→ RÃ is the rotation on the plane span{vÃ, v} with RÃv = vÃ; remember that v =
vÄ.

· Ã 7→ ¹Ã := arccos(+vÃ, v,).
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· Ã 7→ uÃ, where uÃ is the unit vector of Ä which is perpendicular to Ã∩ Ä with
+uÃ, vÃ, < 0, and therefore lies in the plane span{vÃ, v}.

· Ã 7→UÃ := RÃuÃ.

¹Ã

UÃ

v = vÄvÃ

Ã∩Ä

Ã

uÃ

Ä

FIGURE 2. A figure for the proof of Lemma 2.3.

With these notations, depicted in Figure 2, there holds

(2.1) UÃ = (cos¹Ã)uÃ+ (sin¹Ã)v , RÃv = vÃ, RÃw = w ∀w ∈Ã∩Ä.

For the statement and proof of the lemma below it will be convenient to write Rn as the
direct sum

Rn = (Ã∩Ä)·RuÃ·Rv .

Note then that Ã can be described in the form Ã=Ã∩Ä·RUÃ. Now Lemma 2.2 shows that

in order to determine D
´
ÃOÄ(Ã) for |´|⩽ 1 it suffices to determine ∂vÃ

j
RÃ for each vector

from a suitably chosen basis of Ã. This is effectively accomplished by the next lemma, as
one may complete UÃ to an orthonormal basis of Ã by choosing d−1 orthonormal vectors
in Ã∩Ä.

Lemma 2.3. Let a,b,c ∈R and Ä ∈ Gr(d ,n) be fixed. For every Ã ∈ Gr(d ,n) we have

∂UÃRÃ[w +buÃ+ cv] = bvÃ− cUÃ, ∀w ∈Ã∩Ä.

Furthermore for all w ∈Ã∩Ä there holds

∂w RÃ[z +aw +buÃ+ cv] = [bϖ(¹Ã)− c]w +aϖ(¹Ã)uÃ+av ∀z ∈Ã∩Ä∩w§,

for the bounded function ϖ(´) := cos´−1
sin´ .

Remark 2.4. In particular, sup0⩽|´|⩽1 ∥D
´
ÃRÃ∥≲ 1+|ϖ(¹)|≲d 1. Integrating along the geo-

desic connecting Ã,Ä ∈ Gr(d ,n), we obtain the operator norm estimate

∥RÄ−RÃ∥ =
∥∥RÄR−1

Ã − Id
∥∥≲ dist(Ä,Ã).
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Throughout the paper we reserve the notation OÃ ∈ V (Ã) for the rotations

OÃ =ORd ,Ã ∈ SO(n), OÃÃ=Rd , OÃvÃ = en .

Then, if the family {OÃ ∈ V (Ã) : Ã ∈ Gr(d ,n)} is constructed via Lemma 2.1, we will have

(2.2) sup
0⩽|´|⩽1

∥D´
ÃOÃ∥≲ 1, ∥OÃ−OÄ∥≲ dist(Ã,Ä),

and these rotations will be used as the canonical family in (1.4).

Proof of Lemma 2.3. In order to compute ∂UÃRÃ, we need to compute the limit

(2.3) ∂UÃRÃ = lim
t→0

RÄ(t ) −RÃ

t

where Ä : [0,Ã/2] → Gr(d ,n) is the Gr(d ,n)-valued curve

Ä= Ä(t ) := (Ã∩Ä)·span{UÄ}, UÄ := (cos t )UÃ+ (sin t )vÃ = RÄuÃ,

vÄ =−(sin t )UÃ+ (cos t )vÃ,

and note that
Ä(0) =Ã, UÄ(0) =UÃ, vÄ(0) = vÃ,

and that RÄ is a rotation by an angle arccos(+vÄ, v,) = ¹Ã+ t in the plane span{UÃ, vÃ} =
span{vÄ, v}, and vÄ = RÄv . It is then quite easy to see that

∂UÃRÃv =−UÃ, ∂UÃRÃuÃ = vÃ, ∂UÃRÃw = 0 ∀w ∈Ã∩Ä.

This proves the first identity in the statement of the lemma.
In order to prove the second claim of the statement it will suffice to compute ∂w RÃ for a

generic vector w ∈Ã∩Ä of unit norm. Fix one such w and set · :=Ã∩Ä∩w§. The derivative
∂w RÃ will be calculated by repeating the limiting procedure (2.3) for

Ä= Ä(t ) := ·· span{wÄ(t ),UÃ}, wÄ := (cos t )w + (sin t )vÃ, vÄ :=−(sin t )w + (cos t )vÃ.

Note again that we have

Ä(0) =Ã, wÄ(0) = w , vÄ(0) = vÃ.

As RÃ,RÄ both act as the identity on ·, one has

∂w RÃz = 0 ∀z ∈ ·

and it suffices to test the action of ∂w RÃ on the basis vectors of ·§ = span{uÃ, w , v}. The
vectors {w̃ , ũ} given by

w̃ :=
1

´(t )

[
(cos t )w −

sin t

sin¹Ã
uÃ

]
, ũ :=

1

´(t )

[
sin t

sin¹Ã
w + (cos t )uÃ

]
,

´(t ) :=
√

1+ (sin t cot¹Ã)2

(2.4)

form an orthonormal basis of ·§∩Ä = span{uÃ, w} with, in addition, span{w̃} = ·§∩Ä(t )∩
Ä. Therefore RÄ acts as a rotation by ¹Ä in the plane spanned by ũ, v , where

cos¹Ä = +vÄ, v, = cos t cos¹Ã, sin¹Ä =
√

1− (cos t cos¹)2,
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namely,
RÄw̃ = w̃ , RÄũ = cos[¹Ä]ũ + sin¹Äv , RÄv = vÄ.

Recalling our notation this means that uÄ = ũ and UÄ = RÄuÄ = RÄũ.

Computing ∂w RÃuÃ. The system (2.4) may be easily inverted, giving

w =
1

´(t )

[
(cos t )w̃ +

sin t

sin¹
ũ

]
, uÃ =

1

´(t )

[
−

sin t

sin¹
w̃ + (cos t )ũ

]
.

Also recalling (2.1), (2.4),

RÄuÃ =
1

´(t )

[
−

sin t

sin¹Ã
w̃ + ((cos t )2 cos¹Ã)ũ + (cos t )

√
1− (cos t cos¹Ã)2v

]
,

RÃuÃ =
1

´(t )

[
−

cos¹Ã sin t

sin¹Ã
w̃ + (cos t cos¹Ã)ũ +´(t )(sin¹Ã)v

]
.

Taking the difference and using some calculus

[RÄ−RÃ]uÃ =
(sin t )ϖ(¹Ã)

´(t )
w̃ +o(t )ũ +o(t )v .

Therefore, dividing by t and taking the limit

∂w RÃuÃ =ϖ(¹Ã)w =
+vÃ, v,−1

√
1−+vÃ, v,2

w .

Computing ∂w RÃw. Similarly

RÄw =
1

´(t )

[
(cos t )w̃ +

sin t cos t cos¹Ã
sin¹Ã

ũ +
sin t

sin¹Ã

√
1− (cos t cos¹Ã)2v

]
,

RÃw = w =
1

´(t )

[
(cos t )w̃ +

sin t

sin¹Ã
ũ

]
.

Taking the difference and using some more calculus

[RÄ−RÃ]w =
(sin t )ϖ(¹Ã)

´(t )
ũ + (sin t )v +o(t )v(t ).

Therefore, dividing by t and taking the limit

∂w RÃw =ϖ(¹Ã)uÃ+ v =
+vÃ, v,−1

√
1−+vÃ, v,2

uÃ+ v .

Computing ∂w RÃvÄ. This one is the easiest, as

∂w RÃv = lim
t→0

[(cos t )−1]vÃ− (sin t )w

t
=−w

and the proof is complete. □

3. REMOVING THE SO(d) INVARIANCE

The maximal operator (1.8) is invariant under precompositions of the family mÃ with el-
ements QÃ ∈ SO(d). In other words, T ⋆ does not change if each mÃ is replaced by mÃ ◦QÃ

for some QÃ ∈ SO(d) for each Ã ∈ Gr(d ,n). In this section, Theorem 1.1 is deduced from an
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analogous estimate for the formally weaker maximal operator (3.1) where QÃ ≡ the iden-
tity in SO(d). This deduction is summarized in Proposition 3.2 below. The essential idea
of the argument comes from an averaging argument showing the Lp (Rd )-boundedness
of maximally rotated d-dimensional Hörmander–Mihlin multipliers, which is presented
below as a warm-up.

Proposition 3.1. Let m ∈MA(d) for A ⩾ d +1+ d(d−1)
2 . Then

T ⋆ f (x) := sup
Q∈SO(d)

∣∣∣∣
ˆ

Rd

f̂ (¸)m(Q¸)e2Ãi x·¸ d¸

∣∣∣∣ , x ∈Rd ,

maps Lp (Rd ) into itself for all 1 < p <∞.

Proof. The idea of the proof is the same in all dimensions d > 1. In order to make the
argument more concrete we first prove the case d = 2. A generic element O ∈ SO(2) may
be written in the canonical basis of R2 as

O =
[

cos¹ −sin¹

sin¹ cos¹

]

for some ¹ ∈ [0,2Ã). Let O(¹) be the element corresponding to ¹ ∈ [0,2Ã). We note that the
coordinates of O(¹) are smooth functions of ¹ and we adopt the notation

O′(¹) =
[
−sin¹ −cos¹
cos¹ −sin¹

]

for the derivative. It is then useful to introduce the family of multipliers

m¹(¸) := +∇m(O(¹)¸),O′(¹)¸,, ¸ ∈R2.

It is immediate to see that there exists a constant c independent of ¹ such that cm¹ ∈
MA−1(2). Defining

T f (x,¹) :=
ˆ

R2
f̂ (¸)m(O(¹)¸)e2Ãi x·¸ d¸, S f (x,¹) := ∂¹T f (x,¹) =

ˆ

R2
f̂ (¸)m¹(¸)e2Ãi x·¸ d¸,

one has the equality

T f (x,¹) = T f (x,0)+
ˆ ¹

0
S f (x,Ä)dÄ, 0⩽ ¹ < 2Ã,

whence

|T f (·,¹)|⩽ |T f (·,0)|+
ˆ 2Ã

0
|S f (·,Ä)|dÄ, 0⩽ ¹ < 2Ã.

Therefore, using Minkowski’s inequality

∥∥T ∗ f
∥∥

p =
∥∥∥∥∥ sup
¹∈[0,2Ã)

∣∣T f (·,¹)
∣∣
∥∥∥∥∥

p

⩽ ∥T f (·,0)∥p +
∥∥∥∥
ˆ 2Ã

0
|S f (·,Ä)|dÄ

∥∥∥∥
p

⩽ ∥T f (·,0)∥p +2Ã sup
Ä∈[0,2Ã)

∥S f (·,Ä)∥p ≲ ∥ f ∥p

using that m ∈MA(2), cm¹ ∈MA−1(2) uniformly, and the Hörmander–Mihlin theorem.
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We then sketch the argument for d > 2. Recall that SO(d) is a compact Lie group of
dimension D = d(d−1)

2 . Hence, there exist C > 0 and 0 < ε< 1 so that SO(d) may be covered
by smooth charts

Q j =Q j (¹) =Q j (¹1, . . . ,¹D ) : [0,ε)D → SO(d), 1⩽ j ⩽C .

For example, if d = 3 one may use axis-angle pairs to parametrize rotations. Namely,
O j (¹1,¹2,¹3) is the rotation by angle ¹3 in the plane perpendicular to the unit vector

N (¹1,¹2) = (cos¹1 sin¹2, sin¹1 sin¹2,cos¹2).

Then SO(3) may be covered by O(1) smooth axis angle charts with parameter ε= 2−3Ã.
By finite splitting it thus suffices to bound the maximal operator

sup
¹∈[0,ε)D

|T f (x,¹)| where T f (x,¹) :=
ˆ

Rd

f̂ (¸)m(Q j (¹)¸)e2Ãi x·¸ d¸, x ∈Rn

for each j = 1, . . . ,C fixed. For S = {k1 < . . . < k#S} ¢ {1, . . . ,D} write ∂S = ∂k1 · · ·∂k#S
. Let also

ΠS be the orthogonal projection on RS := span{ek : k ∈ S}, so that ¹ =ΠS¹·ΠSc¹. If Ä ∈RS ,
it makes sense to write ¹ = Ä·0Sc ∈RD with the meaning that ΠS¹ = Ä and ΠSc¹ = 0Sc . The
key of our argument is again that the multiplier operators

TS f (x,¹) =
ˆ

Rd

f̂ (¸)m¹,S(¸)e2Ãi x·¸ d¸, m¹,S := ∂Sm(Q j (¹)·),

satisfy cm¹,S ∈MA−#S(d) ¢MA−D (d) uniformly. Then one has the equality

T f (x,¹) = T f (x,0)+
∑

∅ªS¦{1,...,D}

ˆ

∏
k∈S [0,¹k ]

TS f (x,Ä·0Sc )dÄ, ¹ ∈ [0,ε)D ,

and similarly to what we have done before,
∥∥∥∥∥ sup
¹∈[0,ε)D

∣∣T f (·,¹)
∣∣
∥∥∥∥∥

p

⩽
∥∥T f (·,0)

∥∥
p +2D sup

∅ªS¢{1,...,D}
sup

Ä∈[0,ε]#S

∥∥TS f (·,Ä·0Sc )
∥∥

p

so that we end up with the latter supremum being controlled by C∥ f ∥p via an application
of the Hörmander–Mihlin theorem. The proof is complete. □

We are now ready to state and prove the anticipated reduction of Theorem 1.1.

Proposition 3.2. Let Σ¢ Gr(d ,n) be arbitrary. Let OÃ = ORd ,Ã, with reference to the family

of rotations constructed in Lemma 2.1; cf. Remark 2.4. Consider the maximal operator

(3.1) U⋆

Σ,m f (x) := sup
Ã∈Σ

|TmÃ f (x,Ã)|

where

TmÃ f (x,Ã) :=
ˆ

Rn

mÃ(OÃΠÃÀ) f̂ (À)e2Ãi +x,À, dÀ, x ∈Rn .

For 1 < p <∞,1⩽ q ⩽∞, D = d(d−1)
2 and T ⋆

Σ,m from (1.12), there holds

sup{∥T ⋆

Σ,m∥Lp (Rn )→Lp,q (Rn ) : ∥m∥MA+D (Gr(d ,n)) ⩽ 1}

≲ sup{∥U⋆

Σ,m∥Lp (Rn )→Lp,q (Rn ) : ∥m∥MA(Gr(d ,n)) ⩽ 1}
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with implicit constant depending upon dimension only. The same statement holds if U⋆

Σ,m
is replaced by U⋆

Σ,m ◦P0 in the right hand side and T ⋆

Σ,m is replaced by T ⋆

Σ,m ◦P0 in the left

hand side of the estimate above.

Proof. Fix a family m with ∥m∥MA+D (Gr(d ,n)) ⩽ 1. By finite splitting, we obtain the claimed
estimate for (1.12) from the same claim on the restricted maximal operator

T ⋆

Σ,m f (x) := sup
Ã∈Σ

sup
Q∈Q

|TmÃ f (x;Ã,Q)|

with

TmÃ f (x;Ã,Q) :=
ˆ

Rn

mÃ(QO(Ã)ΠÃÀ) f̂ (À)e2Ãi +x,À, dÀ, x ∈Rn ,

where Q is range of the chart Q j for some j = 1, . . . ,C ; the overloading of the symbol T ⋆

creates no confusion. At this point, for Q ∈Q, let ¹(Q) be such that Q =Q j (¹). Define the
families

m¹,S = {mÃ,¹,S : Ã ∈ Gr(d ,n)}, mÃ,¹,S(¸) := ∂SmÃ(Q j (⃗¹)¸), ¹ ∈ [0,ε)D , S ¢ {1, . . . ,D}.

With this definition, observe that

TmÃ f (x;Ã,Q) = TmÃ,¹(Q),∅ f (x;Ã, IdRd ) = TmÃ,¹(Q),∅ f (x,Ã).

It is then routine to verify that

(3.2) sup
¹∈[0,ε)D

sup
S¢{1,...,d}

∥∥m¹,S
∥∥

MA(Gr(d ,n)) ≲ ∥m∥MA+D (Gr(d ,n)) ⩽ 1.

Arguing as in the previous proof we then have

T ⋆

m,Σ f (x)⩽U⋆

m0,∅,Σ f (x)+
∑

∅ªS¦{1,...,D}

ˆ

∏
k∈S [0,ε]

U⋆

Σ,mÄ·0Sc ,S
f (x)dÄ, ¹⃗ ∈ [0,ε)D ,

which turns into the norm inequality

∥T ⋆

m f ∥p,q ≲p,q ∥U⋆

m0,∅,Σ f ∥p,q +2D sup
∅ªS¢{1,...,D}

sup
Ä∈[0,ε]#S

∥∥∥U⋆

Σ,mÄ·0Sc ,S
f
∥∥∥

p,q
.

The norms above are then controlled by ∥ f ∥p by assumption in view of estimate (3.2), and
the proof of the first claim is complete. For the second claim, it suffices to apply the above
argument with P0 f in place of f . □

Because of the reduction devised in Proposition 3.2 above, Theorem 1.1 with A = A(d)+
d(d−1)

2 is obtained from the following proposition.

Proposition 3.3. Let U⋆

Σ,m be defined as in the statement of Proposition 3.2. There exists

A = A(d) such that the operator U⋆

Σ,m ◦P0 for Σ = Gr(d ,n) maps L2(Rn) to L2,∞(Rn) and

Lp (Rn) to Lp (Rn), p > 2, uniformly over all families m satisfying ∥m∥MA(Gr(d ,n)) ⩽ 1.

The main line of proof of Proposition 3.3 occupies §5 and §6.

4. MAXIMAL CODIMENSION-1 MULTIPLIERS AND THE CARLESON–SJÖLIN THEOREM

In this section we discuss the proofs of some of the consequences of our main result.
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4.1. Maximal codimension-1 multipliers and the proof of Corollary 1.5. Let us recall our
setup. Given Σ¢ Gr(d ,n) with #Σ= N , consider the maximal directional multiplier opera-
tor

f 7→ T ⋆

Σ,m f (x) := sup
Ã∈Σ

sup
Q∈SO(d)

|TmÃ f (x;Ã,Q)|, x ∈Rn , Σ¢ Gr(d ,n),

where TmÃ f (x,Ã,Q) is given by (1.6) and the family of multipliers m = {mÃ ∈ MA(d) : Ã ∈
Gr(d ,n)} satisfies ∥m∥MA(Gr(d ,n)) ⩽ 1. We will prove that

sup
Σ¢Gr(d ,n)

#Σ⩽N

∥∥U⋆

Σ,m f
∥∥

L2(Rn )
≲ log N∥ f ∥L2(Rn )

which implies the conclusion of Corollary 1.5 by Proposition 3.2.
A first well known consequence of Theorem 1.1 is that, in the case of N -multipliers, we

can upgrade the single-annulus weak (2,2) bound to a strong (2,2) single-annulus bound,
at a cost of

√
log N .

Lemma 4.1. We have the bound

sup
Σ¢Gr(d ,n)

#Σ⩽N

sup
k∈Z

∥U⋆

Σ,m ◦Pk f ∥L2(Rn ) ≲
√

log N∥ f ∥L2(Rn ),

with implicit constant depending only upon dimension.

The lemma follows easily by the weak (2,2) bound

sup
k∈R

∥U⋆

Σ,m(Pk f )∥L2,∞(Rn ) ≲ ∥ f ∥L2(Rn ),

which is a special case of Theorem 1.1, together with trivial weak (1,1) and strong (p, p)
estimates for U⋆

Σ,m ◦ Pk for 2 < p < ∞, with bounds which are polynomial in N , and a
Marcinkiewicz interpolation-type argument. The details can be found for example in
[11]*Lemma 3.1, but essentially the same argument has been used in several places, for
example in [24, 40].

With a strong (2,2) bound in hand the proof of Corollary 1.5 follows a well known re-
duction, based on the Chang–Wilson–Wolff inequality [8], which allows us to essentially
commute the supremum over N Fourier multipliers with a Littlewood–Paley square func-
tion. The argument leading to this reduction was introduced in [18], while in the context
of directional multipliers it has been extensively used; see for example [1, 11]. The punch-
line proposition is stated below. Here, we use a smooth Littlewood–Paley partition of Rn

given by means of

(St f )'(À) :=Ψ

( |À|
t

)
f̂ (À), À ∈Rn , t ∈ 2Z,

where Ψ is a smooth radial function with compact support suppΨ¢ { 1
2 < |À| < 2} with the

additional requirement that
∑

t∈2Z
Ψ

( |À|
t

)
= 1, À ∈Rn \ {0}.
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Proposition 4.2. Let {T1, . . . ,TN } be Fourier multiplier operators in Rn with uniform bound

sup
1⩽¿⩽N

∥T¿∥L2(Rn )→L2(Rn ) ⩽ 1.

If {St } is a smooth Littlewood–Paley decomposition as described above then for 1 < p <∞
there holds

∥∥∥∥ sup
1⩽¿⩽N

|T¿ f |
∥∥∥∥

Lp (Rn )

≲p,n ∥ f ∥Lp (Rn ) +
√

log(N +10)

∥∥∥∥∥∥

(
∑

t∈2Z
sup

1⩽¿⩽N
|(T¿ ◦St ) f |2

) 1
2

∥∥∥∥∥∥
Lp (Rn )

.

The proof of this proposition can be found within [13]*Proof of Corollary 1.14; see also
[11]. Now note that our main result, Theorem 1.1, readily implies that

sup
t∈2Z

∥∥U⋆

Σ,m ◦St f
∥∥

L2,∞(Rn )
≲ ∥ f ∥L2(Rn )

by splitting the support of Ψ into O(1) pieces that match the size of the support of the aux-
iliary function · in the statement of Theorem 1.1, applying the conclusion of the theorem
to each one of them, and adding them appropriately. Thus Lemma 4.1 yields the strong
L2(Rn)-bound

sup
t∈2Z

∥∥U⋆

Σ,m ◦St f
∥∥

L2(Rn )
≲ (log#Σ)

1
2 ∥ f ∥L2(Rn )

for N = #Σ large. The conclusion of Corollary 1.5 now follows immediately by inserting
the L2-bound above in the conclusion of Proposition 4.2 for p = 2. Note that the uniform
L2-bound, which is necessary for the application of Proposition 4.2, is an immediate con-
sequence of the standing assumption ∥m∥MA(Gr(d ,n)) ⩽ 1 for the family of multipliers m.

4.2. The Carleson–Sjölin theorem. The purpose of this subsection is to provide the con-
nection of our main theorem, Theorem 1.1, with the Carleson–Sjölin theorem, as formu-
lated in Theorem 1.6. We begin with a simple but useful geometric lemma.

Lemma 4.3. Let ε > 0 be a small parameter, Σ ¢ Gr(d ,n) be a ε-neighborhood of Rd = e§
n .

For all R > 0 the map

N : Σ→Rd , N (Ã) := R [+vÃ,en,en − vÃ]

is onto the ball B d (coεR) ¢Rd , for some dimensional constant 0 < co < 1. Furthermore

|N (Ã)−N (Ä)|≲Rdist(Ã,Ä), Ã,Ä ∈Σ

with implicit absolute constant.

Proof. Clearly N (Rd ) = 0. If N ̸= 0 belongs to the ball B d (coεR), set

vÃ :=−
N

R
+

√

1−
|N |2
R2

en , Ã := v§
Ã .

As dist(Ã,Rd ) ∼ arccos(+vÃ,en,) ∼ |N |
R

, and |N |⩽ coεR, it follows that Ã ∈ Σ if co is suitably
chosen. Also, it is immediate to verify that N (Ã) = N . The proof of the surjectivity claim is
thus complete. The Lipschitz estimate is immediate, and its proof is thus omitted. □
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Note that the unit vector

UÃ :=
[en −+vÃ,en,vÃ]√

1−+vÃ,en,2
, vÃ ̸= en

spans Ã∩ span{vÃ,en}. For Ã ̸= en , it is also convenient to define the unit vector uÃ :=
N (Ã)/|N (Ã)| spanning Rd ∩ span{vÃ,en}. Below, let {OÃ : Ã ∈ Gr(d ,n)} be the C 1 family of
rotations of Remark 2.4; we remember that ORd ≡ Id and each OÃ acts as the identity on
Ã∩Rd and, in the orthogonal complement span{vÃ,en} as the rotation mapping UÃ to uÃ,
and consequently vÃ to en . With the notation of Lemma 4.3 we have that, for |N |⩽ coεR,
cos(|N |/R) ∼ +vÃ,en, and sin(|N |/R) ∼ |N |/R. A direct calculation entails the equality

(4.1) OÃΠÃÀ=ΠRdÀ+ [+vÃ,en,−1]+À,uÃ,uÃ++À,en,
N (Ã)

R
.

The following definitions and observations readily yield the following lemma.

Lemma 4.4. Let m ∈ MA(d) be supported in B d (Ro) for some Ro > 1 and consider the ε-

neighborhood Σ of Rd in Gr(d ,n), constructed in Lemma 4.3 with ε sufficiently small de-

pending upon dimension only. Let also {OÃ : Ã ∈ Σ} be the family defined in Remark 2.4.

Suppose F is a Schwartz function on Rn with supp F̂ ¢ {À ∈ Rn : R/2 < |Àn | < 2R} for some

R > Ro . Define

M(À,Ã) := m

(
ΠRdÀ+ [+vÃ,en,−1]+À,uÃ,uÃ+Àn

N (Ã)

R

)
, (À,Ã) ∈Rn ×Σ,

and let TΣF (x,Ã) := (M(·,Ã)F̂ )((x). There holds∥∥∥∥sup
Ã∈Σ

|TΣF (·,Ã)|
∥∥∥∥

L2,∞(Rn )
≲ ∥F∥L2(Rn ),

∥∥∥∥sup
Ã∈Σ

|TΣF (·,Ã)|
∥∥∥∥

Lp (Rn )
≲ ∥F∥Lp (Rn ), 2 < p <∞.

Proof. Consider the multiplier operator

F 7→
ˆ

Rn

F̂ (À)m(OÃΠÃÀ)e2Ãi +À,x, dÀ.

For À ∈Rn such that m(OÃΠÃÀ)F̂ (À) ̸= 0, the assumptions on the support on m and F̂ imply
that

|ΠRdÀ|⩽ |vÃ−en ||À|+ |ΠÃÀ|⩽ ε|À|+Ro ⩽ ε|ΠRdÀ|+ε|Àn |+Ro ⩽
1

2
|ΠRdÀ|+2R

if ε < 1/2. This shows that |ΠRd
À|⩽ 4R and thus R/2 < |À| < 6R for À as above. It is then

clear that TΣF = TΣSR F , with SR a smooth frequency projection onto the annulus {R/10 <
|À| < 10R} whose symbol is identically one on {R/6⩽ |À|⩽ 6R}. Because of (4.1) the lemma
follows by a suitable application of Theorem 1.1. □

Proof of Theorem 1.6. Let us fix a Hörmander–Mihlin multiplier m : Rd →C as in the state-
ment. We will make the qualitative assumption that m is a smooth function with compact
support in Rd , which is always possible by a suitable approximation; this assumption will
be removed at the end of the proof. Our goal is to show that the operator

CS[ f ](x) := sup
N∈Rd

|CSN [ f ](x)|, CSN [ f ](x) :=
ˆ

Rd

f̂ (¸)m(¸+N )e2Ãi +¸,x, d¸, x ∈Rd ,



Singular integrals along variable subspaces 21

maps L2(Rd ) to L2,∞(Rd ) and Lp (Rd ) to itself for all 2 < p <∞. To that end let us also fix
p ∈ [2,∞) and a function f ∈ S (Rd ) with compact frequency support. By our qualitative
assumptions there exists Ro > 0 such that

supp( f̂ ) ¢ B d (Ro), supp(m) ¢ B d (Ro),

and thus only values N ∈ B d (2Ro) need be considered in the definition of CS[ f ]. We now
fix ε> 0 sufficiently small, as coming from the statement of Lemma 4.4, but also satisfying
the smallness condition

ε<
[

max
(
1,100Rd

o ∥m∥C 20d+1 , (100Ro)
)]−1

.

Above we have denoted for positive integers ¿

∥g∥C¿ :=
∑

0⩽|³|⩽¿

∥∂³g∥L∞(Rd ).

We will use an auxiliary functionÈ to lift f fromRd toRn . More precisely we letÈ : R→R

be a smooth function with compact frequency support supp(È̂) ¢ (−1,1) and such that
È⩾ 0, È⩾ 1 on (−2−3,2−3), and È̂⩾ 0, and define

ÈR (t ) :=
ˆ

R

È̂ (u −R)e2Ãi tu du, t ∈R,

with R > 0 to be chosen momentarily. We readily see that supp(È̂R ) ¢ (R − 1,R + 1). We
then define the smooth function with compact frequency support

F (x) := f (y)ÈR (xn), x = (y , xn) ∈Rn =Rd ×R,

where we use the conventions x = (ΠRd x, xn) =: (y , xn) ∈ Rn and À = (ΠRdÀ,Àn) =: (¸,Àn) ∈
Rn in order to simplify our formulas.

For any N ∈ B d (2Ro) we apply Lemma 4.3 with parameters ε,R such that 2Ro < coεR <
R. We then know that there exists Ã = Ã(N ) ∈ Σ such that N (Ã) = N . We fix such a suffi-
ciently large value of R and note that

supp(È̂R ) ¢ {t : R/2 < t < 2R}.

Now set

E (À,Ã) := [+vÃ,en,−1]+À,uÃ,uÃ+
(
Àn

R
−1

)
N (Ã), (À,Ã) ∈Rn ×Σ,

and immediately observe that for À ∈ supp(F̂ ) we have, taking into account the facts in
Lemma 4.3,

|E (À,Ã)|≲ dist(Ã,Rd )2Ro +dist(Ã,Rd ),

|∂À j
E (À,Ã)|≲ dist(Ã,Rd )2, 1⩽ j ⩽ d ,

|∂Àn
E (À,Ã)|≲ dist(Ã,Rd ),

|∇³
E (À,Ã)| = 0 if |³| > 1.

(4.2)
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Defining T F (x,Ã) as in the statement of Lemma 4.4, with the choice of Ã ∈Σ as above, we
calculate

T F (x,Ã) =
ˆ

R

ˆ

Rd

m
(
¸+N (Ã)+E (À,Ã)

)
f̂ (¸)È̂R (Àn)e2Ãi +¸,y,e2Ãi xnÀn d¸dÀn

= CSN [ f ](y)ÈR (xn)+
ˆ

R

ˆ

Rd

f̂ (¸)È̂R (Àn)∆(À,Ã)e2Ãi +¸,y,e2Ãi xnÀn d¸dÀn ,

where
∆(À,Ã) := m(¸+N (Ã)+E (À,Ã))−m(¸+N (Ã)), (À,Ã) ∈Rn ×Σ.

Note that supp(F̂ ) ¦ B d (Ro)× {R −1 < |Àn | < R +1} which we want to keep memory of. For
that reason we let ¼ ∈S (Rn) be identically one on supp(F̂ ) and vanish outside B d (10Ro)×
{R −10 < |Àn | < R +10}, with the natural derivative bounds. Define the operator

ErrÃF (x) :=
ˆ

Rn

F̂ (À)¼(À)∆(À,Ã)e2Ãi +À,x, dÀ, x ∈Rn .

We then have
|CS[ f ](y)ÈR (xn)|⩽ sup

Ã∈Σ
|T F (x,Ã)|+ sup

Ã∈Σ
|ErrÃF (x)|

and the proof of the theorem will be complete once we control the error term ErrÃF in
Lp (Rn). We will do so by proving

(4.3) sup
Ã∈Σ

|ErrÃF (x)|≲MF (x), x ∈Rn ;

here M denotes the n-dimensional Hardy–Littlewood maximal function. To that end let us
define

E(x,Ã) :=
ˆ

R

ˆ

Rd

¼(À)∆(À,Ã)e2Ãi +¸,y,e2Ãi xnÀn d¸dÀn , x ∈Rn ,

and note that (4.2) remains valid for À ∈ supp(¼). Estimates (4.2) combined with a calcu-
lation involving the chain rule, the mean value theorem, and the derivatives of m, E (À,Ã)
and ¼, imply

|supp(¼(·)∆(·,Ã))|≲Rd
o (using that suppm ¢ B d (Ro)),

|∇µ(¼(À)∆(À,Ã))|≲ ∥m∥C |µ|+1

[
dist(Ã,Rd )2Ro +dist(Ã,Rd )

]
.

Using these bounds and integrating by parts inside the integral defining E(x,Ã) we gather

|E(x,Ã)|≲
∥m∥C 20d+1 Rd

o

[
dist(Ã,Rd )Ro +1

]
dist(Ã,Rd )

(1+|y |)10d (1+|xn |)10d
, x = (y , xn) ∈Rd ×R.

Remembering our choice of ε > 0 and that dist(Ã,Rd ) ≲ ε, this proves (4.3) with implicit
constant depending only upon dimension. Thus the error term is under control

∥sup
Ã∈Σ

|ErrÃF |∥Lp (Rn ) ≲ ∥F∥Lp (Rn ) ≂ ∥ f ∥Lp (Rd ).

We have proved the estimates

∥CS[ f ]∥L2,∞(Rd ) ≲ ∥ f ∥L2(Rd ), ∥CS[ f ]∥Lp (Rd ) ≲ ∥ f ∥Lp (Rd ), 2 < p <∞,
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whenever f ∈ S (Rd ) has compact Fourier support and m is a C 20d+1(Rd )-function with
compact support. One easily removes these assumptions on m by approximating with a
sequence mk which is smooth and has compact Fourier support, and converges pointwise
to m a.e. in Rd , and satisfies ∥mk∥MA(d) ≲ ∥m∥MA(d) uniformly in k. Then dominated
convergence shows that for any measurable map Rd ∋ y 7→ N (y) we have

ˆ

Rd

m(À+N (y)) f̂ (À)e2Ãi +y ,¸, d¸= lim
k

ˆ

Rd

mk (À+N (y)) f̂ (À)e2Ãi +y ,¸, d¸

whenever f ∈ S (Rd ) has compact Fourier support. Taking absolute values and applying
Fatou’s lemma inside the Lp (Rd )-norm yields the conclusion of the theorem for f ∈S (Rd )
with compact Fourier support. As such functions are dense in Lp (Rd ) the proof is com-
plete. □

5. TILES, ADAPTED FUNCTIONS, AND MODEL OPERATOR

This and the following sections are dedicated to the proof of Proposition 3.3 which, by
the reductions of §3, implies the main theorem, Theorem 1.1. In the remaining of the
paper we use the C 1 family of rotations {OÃ : Ã ∈ Gr(d ,n)} of Remark 2.4, underlying the
definition of the operator U⋆

Σ,m in (3.1).

5.1. Preliminaries. The family m = {mÃ ∈ L∞(Rd ) : Ã ∈ Gr(d ,n)} satisfying (1.10) is fixed
for the rest of the paper. Recall, cf. (3.1), that the definition of U⋆

Σ,m involves the singular
integrals

(5.1) TmÃ f (x,Ã) :=
ˆ

Rn

mÃ(OÃΠÃÀ) f̂ (À)e2Ãi +x,À, dÀ, x ∈Rn .

The subscript mÃ in (5.1) will be omitted from now on. Let α ∈ 3−N and denote by

Σ³ := {Ã ∈ Gr(d ,n) : |vÃ−en | = dist(Ã,Rd · {0}) <α},

a small neighborhood of e§
n . The small constant α will depend on dimension only and its

choice will be explained below. With such a choice, the parameter α will be fixed along
the paper, so we will drop the subindex α and we will write Σ from now on. Consider the
maximal operator

(5.2) f 7→ sup
Ã∈Σ

|T [P0 f ](·,Ã)|

with T f (·,Ã) as defined in (5.1) and P0 given by (1.9). Note that the operator U⋆

Gr(d ,n),m of
Proposition 3.2 is controlled by Oα(1) rotated copies of (5.2). In order to prove Proposition
3.3, it thus suffices to obtain the corresponding estimate for (5.2). Restricting the choice of
variable subspace to Σ allows us to precompose T ◦P0 in (5.2) with a smooth restriction to
a small frequency cone about en as follows. Let Ψcn ∈S (Rn) satisfying

Ψcn ≡ 1 on Γ0 ∩Ann
(
1, 3

2

)
, Γ0 := {À ∈Rn \ {0} : |À′−en | < 34

α},

suppΨcn ¢ Γ1 ∩Ann
(1

2 ,2
)

, Γ1 := {À ∈Rn \ {0} : |À′−en | < 35
α},

(5.3)
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where À′ := À/|À|, and let Pcn f be the corresponding frequency cutoff Pcn f := (Ψcn f̂ )(.
Then

(5.4) sup
Ã∈Σ

|T [(Id−Pcn)◦P0 f ](·,Ã)|≲M f

where M denotes the Hardy–Littlewood maximal operator; indeed, the singularities of the
symbols of the operators f 7→ T f (·,Ã) for Ã ∈Σ are all contained in Γ0, namely away from
the frequency support of (Id−Pcn)◦P0 f . This reduces the proof of Proposition 3.3 to the
proof of the corresponding bound for the maximal operator

(5.5) U⋆ f := sup
Ã∈Σ

∣∣T [P0 ◦Pcn f ](·,Ã)
∣∣ .

The multiplier operators g 7→ T [P0◦Pcng ](·,Ã) have Fourier support in the truncated cone

(5.6) ∆ := Γ1 ∩Ann

(
1,

3

2

)
.

In our analysis, in accordance with the uncertainty principle and the Fourier support of
the restriction to ∆, the relevant spatial scales for each Ã ∈Σ will then be

(5.7) s ∈S :=
{

s ∈ 3Z, 36s ·α⩾ 1
}

in the Ã variables, while the spatial scale will always be ∼ 1 in the coordinate Ã§. Note
that by taking α sufficiently small, depending on dimension only, we can and will always
assume that s ⩾ 310d for all relevant scales s ∈ S. The rest of the section is devoted to
construction of a model sum representation for U⋆.

5.2. Grids and tiles. One of the ways in which the simultaneous localization to Ã ∈Σ and
to the homogeneous Fourier region ∆

′ = {À′ : À ∈ ∆} ¢ Sd is exploited below is to conflate
either region with a copy of Rd as follows. Let ∆̃′ ¢ Sd be the 36

p
d-neighborhood of ∆′.

Then, provided the constant α is chosen sufficiently small depending on dimension, there
is an approximate isometry

À ∈ ∆̃′ 7→Πe§n
À ∈ e§

n ≡Rd

in the sense that

(5.8)
¹(À,¸)∣∣∣Πe§n
À−Πe§n

¸
∣∣∣
,

|À−¸|∣∣∣Πe§n
À−Πe§n

¸
∣∣∣
∈

[1
3 ,3

]
, À,¸ ∈ ∆̃′, À ̸= ¸,

where we remember that ¹(À,¸) denotes the convex angle between À,¸ ∈Sd . This together
with our previous restriction in the remark following (5.7) fixes the choice ofα to be a small
dimensional constant. When Ã ∈ Σ we have that vÃ ∈ ∆

′ and the approximate isometry
extends to Σ as well. This allows us to construct a grid structure localizing the Σ and ∆

′

components by pulling back the corresponding Euclidean structure. Rotated Euclidean
grids will also localize the spatial component: relevant definitions follow.

A standard triadic grid G on Rd of pace (K ,m), where K ⩾ 1 is an integer and m ∈ [0,K )
is not necessarily an integer, is a collection of cubes Q ¢Rd satisfying the properties

g1. (quantized length) G =⋃
j∈ZGK j+m , where Gu = {Q ∈G : ℓ(Q) = 3u},
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g2. (partition) Rd =
⋃

Q∈GK j+m

Q for all j ∈Z,

g3. (grid) L∩Q ∈ {L,Q,∅} for every L,Q ∈G .

In particular, G is partially ordered by inclusion and we may define for each Q ∈G

Q(1) := minimal L ∈G with Q ª L,

and inductively Q( j ) := [Q( j−1)](1) for all j > 1 to be the j -th parent of Q in the grid G . With
these definitions, properties g2. and g3. yield for any positive integer » the partition

L =
⊔

Q∈ch»(L)
Q, ch»(L) := {Q ∈G : Q(») = L}

with the collection ch»(L) being referred to as the»-th generation children of L ∈G . Triadic
grids have been chosen because of the following convenient property. For each L ∈G there
is a unique Q = L◦,» ∈ ch»(L) which is concentric with L, which is referred to as the »-center

of L. The next definition highlights a different role for certain other elements of ch»(L).
Define

ch»,□(L) := {Q ∈ ch»(L) : dist(Q,L◦,»)⩾ 33−»ℓ(L)}

referring to this collection as the peripheral »-th children of L. In the following lemma and
hereafter we fix a large value of » := 12+ log3 d .

Lemma 5.1. Let » := 12+ log3 d. There exist standard triadic grids G1, . . . ,GC of pace (1,m j )
on Rd ≡ e§

n , 1 ⩽ j ⩽ C , C = C»,d , with the following property: For each ´ ∈ ∆
′, s ∈ S, there

exists j = j (´, s) ∈ {1, . . . ,C } and a cube L = L(´, s) ∈G j such that

1. 33s−1 ⩽ ℓ(L)⩽ 34s−1,

2. B
(
´,3−»s−1

)
¢Π

−1
e§n

(L◦,»),

3. Ann
(
´,3−1s−1,32s−1

)
¢⋃{

Π
−1
e§n

(Q) : Q ∈ ch»,□(L)
}

.

Remark 5.2. With reference to the previous lemma, say that the pair (´, s) ∈∆
′×S is of type

j ∈ {1, . . . ,C } if j (´, s) = j . The restriction s ∈S, see (5.7), and properties 1. and 2. ensure the

inclusion

L(´, s) ¢ B
(
Πe§n

´,35
p

d s−1
)
¢Πe§n

∆̃′.

Proof of Lemma 5.1. For this proof we denote by Q(À,r ) the cube with center À ∈ Rd and
sidelength 2r and by ∥·∥∞ the ℓ∞-norm on Rd . First of all, using standard grid techniques
as in [32] we may find triadic grids G1, . . . ,GC with the property that for each cube P ¢ Rd

there is j ∈ {1, . . . ,C } and L(P ) ∈ G j with P ¢ L(P ) ¢ (1+3−(»+9))P . As a particular conse-
quence

|c(P )− c(L(P ))|⩽
p

d3−(»+9)ℓ(P )⩽
p

d3−(»+9)ℓ(L(P )),

∥c(P )− c(L(P ))∥∞ ⩽ 3−(»+9)ℓ(P )⩽ 3−(»+9)ℓ(L(P )).
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We have that Πe§n
B(´,32s−1) ¢ B(Πe§n

´,33s−1) ¢ Q(Πe§n
´,33s−1). There exists L = L(´, s) ∈

G j for some j ∈ {1, . . . ,C } such that

Q(Πe§n
´,33s−1) ¦ L ¦ (1+3−(»+9))Q(Πe§n

´,33s−1)

from which 1. follows immediately. In order to see 2. let ¸ ∈ B(´,3−»s−1) so that Πe§n
¸ ∈

B(Πe§n
´,3−»+1s−1). Then we have the chain of inequalities

∥Πe§n
¸− c(L)∥∞ ⩽ |Πe§n

´−Πe§n
¸|+∥Πe§n

´− c(L)∥∞ ⩽ 3−»+1s−1 +3−(»+9)ℓ(L)⩽ 3−»−1ℓ(L).

This shows that Πe§n
¸ ∈Q(c(L), 3−»−1ℓ(L)) = 3−1L◦,» and so ¸ ∈Π

−1
e§n

(L◦,») as desired.

In order to complete the proof it suffices to show that if ¸ ∈ B(´,32s−1) \ B(´,3−1s−1)
then Πe§n

¸ ∈ Q for some Q ∈ ch»,□(L). To that end let ¸ ∉ B(´,3−1s−1); we will have that

Πe§n
¸ ∉ B(Πe§n

´,3−2s−1) and so

∥Πe§n
¸− c(L)∥∞ ⩾

1
p

d
|Πe§n

¸−Πe§n
´|−∥Πe§n

´− c(L)∥∞

⩾
3−2s−1

p
d

d
−3−(»+9)34s−1 ⩾

p
d35−»ℓ(L).

Since Πe§n
¸ ∈ B(Πe§n

´,33s−1) ¦ L there exists Q ∈ ch»,□(L) such that Πe§n
¸ ∈Q. Then for all

y1 ∈Q and y2 ∈ L◦,» we calculate

∥y1 − y2∥∞ ⩾
p

d35−»ℓ(L)−∥y1 −Πe§n
¸∥∞−∥y2 − c(L)∥∞ ⩾

p
d35−»ℓ(L)−23−»ℓ(L)

⩾
p

d34−»ℓ(L)

which in turn implies that dist(Q,L◦,») ⩾ 34−»ℓ(L). We have showed that Q ∈ ch»,□(L) so
the proof is complete. □

More generally, if X is any set, any collection G ¢P (X ) satisfying the grid property g3. is
referred to as a grid. The forthcoming definitions construct suitable rotated grid systems
in Rn whose purpose is to provide spatial localization.

5.2.1. Spatial grids. Fix a standard triadic grid L of pace (1,0) in Rd and define the subsets
of Rn

R :=
{
L× [ j , j +1)) : L ∈L , ℓ(L)⩾ 1, j ∈Z

}
.

The collection R = Ren of plates parallel to e§
n ∈ Gr(d ,n) obviously inherits property g3.

from L and the unit length partition of R. If R ∋ R = L× J , call L the horizontal component

and J the vertical component of R. The conditionℓ(L)⩾ 1 in the definition of R guarantees
that the elements L ∈ R have horizontal components of larger scale than their vertical
components, so they can be in general understood as plates inRd+1 of scale scl(R) := ℓ(L) =
3k , k ∈N, and thickness 1 along the direction en . For ´ ∈Sd the rotated grid R´ of plates

parallel to ´§ ∈ Gr(d ,n) is then defined by

R´ :=
{

O´§,e§n
Q : Q ∈R

}
.
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It is convenient to associate to an element R ∈R´ the translation and anisotropic rescaling
operator

Syp

R
f (x) :=

1

|R|
1
p

f

(
Π´§(x − c(R))

|Π´§R|
+
Π´(x − c(R))

|Π´(R)|

)
, x ∈Rn .

The sense of this definition is that if f is a bump function around the origin of Rn then
Syp

R
f is an Lp -normalized bump adapted to the plate R ∈R´.

5.2.2. Tiles. Let G be any standard triadic grid on Rd . Define the admissible tiles t ∈ TG

generated by G as the collection of cartesian products t = Rt ×Qt where

1. Qt ∈G , Qt ¢Πe§n
∆̃′;

2. Rt = Lt × It ∈Rvt , where vt is any fixed choice of vector in the set Π−1
e§n

Q◦,»
t ¢Sd ; we

will make that choice specific in (5.19) below;

3. scl(Rt )ℓ(Qt ) ∈ [1,3).

The scale of t ∈TG is scl(t ) := scl(Rt ). The frequency support ωt ¢Rn of a tile t is given by

ωt :=
{
À ∈ Ann( 1

2 ,2) : Πe§n
À′ ∈Q◦,»

t

}
¢Rn .

Namely, ωt consists of those points of Ann( 1
2 ,2) whose projection on the sphere is con-

tained in the preimage of the »-th center of Qt , denoted now by Q◦,»
t ; see Figure 3. Note

that the collection ΩG := {ωt : t ∈TG } is a grid on Rn , as it inherits property g3. from G .

FIGURE 3. The frequency component of a tile and its »-children
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Let Q0 = [0,1)d be considered as a triadic cube and let us fix an arbitrary enumeration
of the elements of ch»,□(Q0)

ch»,□(Q0) =
N⊔
Ä=1

Q0,Ä, N = cd 3»d ,

where cd is a dimensional constant. Note that this indexing of the peripheral »-children
of Q0 induces an indexing of the peripheral »-children in ch»,□(Qt ) for any tile t , in a way
that is independent of the particular choice of tile t and grid G . The directional support

³t ¢Sd of a tile t is given by

³t :=
⊔

Ä=1,...,N
³t ,Ä,

³t ,Ä :=Π
−1
e§n

(Qt ;Ä), Qt ;Ä ∈ ch»,□(Qt ), Ä ∈ {1, . . . , N }.
(5.9)

The collections AG ,Ä := {³t ,Ä : t ∈TG } are grids on Sd , for each 1⩽ Ä⩽ N .

5.2.3. Adapted classes and model sums. Hereafter, let ΘM stand for the unit ball of the
Banach space of functions

u ∈C
M (Rn), ∥u∥⋆,M := sup

0⩽|³|⩽M

∥∥+x,M ∂³x u(x)
∥∥
∞ <∞,

where +x, := (1+|x|2)
1
2 . We will often use the special bump function ÇM ∈C

∞ given by

ÇM (x) := +x,−M .

Given a tile t = Rt ×Qt and a large positive integer M k 1 we define F
M
t as the collec-

tion of complex-valued functions ϕ on Rn with the properties (ϕ are L2-normalized bump
functions adapted to Rt )

(i) ϕ ∈
{

Modvt Sy2
Rt
¨ : ¨ ∈ΘM

}
, Modv g (x) := e2Ãi +x,v,g (x), x ∈Rn , v ∈Sd ;

(ii) suppϕ̂¦ωt .

Further, define A
M

t as the collection of complex-valued functions ϑ = ϑ(x,Ã) on Rn ×Σ

satisfying

(iii) ϑ(·,Ã) ∈F
M
t for all fixed Ã ∈Σ;

(iv) ϑ(·,Ã) = 0 for all Ã ∈Σ such that vÃ ∉³t ;
(v) ϑ verifies the adaptedness condition

|ϑ(·,Ã)−ϑ(·,Ä)|⩽max

{
scl(t )dist(Ã,Ä),

1

log(e+
[
dist(Ã,Ä)

]−1)

}
Sy2

Rt
ÇM

for all Ã,Ä ∈ Gr(d ,n) with scl(t )dist(Ã,Ä)≲ 1.

Note that both classes are L2-normalized.

Remark 5.3. The point of condition (v) is that in a tree, cf. Definition 6.1, with top direction

Ã there are ≲ | log(dist(Ã(x),Ã))| frequency scales contributing at each point, and the total

contribution of the difference |ϑt (x,Ã(x))−ϑt (x,Ã)| is summable.
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At this point, define the tile coefficient maps

(5.10) FM [ f ](t ) := sup
ϕ∈F

M
t

∣∣+ f ,ϕ,
∣∣

and, for a fixed measurable choice Ã : Rn → Gr(d ,n) with the property that Ã(x) ∈Σ for all
x ∈Rn , and 1⩽ Ä⩽ N

(5.11) AÃ,Ä,M [g ](t ) := sup
ϑ∈A

M
t

∣∣〈g ,ϑ (·,Ã(·))1³t ,Ä

(
vÃ(·)

)〉∣∣ .

The model bisublinear operator

(5.12) ΛP;Ã,Ä,M ( f , g ) =
∑
t∈P

FM [ f ](t )AÃ,Ä,M [g ](t )

is then associated to each subset P ¢ TG . Momentarily, it will be shown that the dual-
ity form for the maximal operator (5.5) is controlled by a suitable combination of finitely
many forms (5.12).

5.3. A homogeneous partition of unity. Our goal here is to produce a single scale Gabor
decomposition of the frequency region ∆ defined in (5.6) which contains the Fourier sup-
port of the multiplier P0 ◦Pcn.

Fix a (spatial) scale s ∈ S, cf. (5.7), and recall that if ´ ∈ ∆
′, this choice guarantees that

B(´,36s−1) ¢ ∆̃′. We remember that »= 12+ log3 d is fixed. Let Bs−1 be a 3−»s−1-net on ∆
′,

in the sense that

- the sets
{
B(´,3−»s−1) : ´ ∈Bs−1

}
form a finitely overlapping cover of ∆′;

- the sets
{
B(´,3−(»+1)s−1) : ´ ∈Bs−1

}
are pairwise disjoint.

Now let {¹´}´∈Bs−1 be a smooth, 0-homogeneous partition of unity on Γ1, consisting of

nonnegative real-valued functions, which is subordinate to {B(´,3−»s−1) : ´ ∈ Bs−1 }. By
this, we mean

(5.13) supp¹´ ¢ B(´,3−»s−1) and
∑

´∈Bs−1

[
¹´(¸′)

]2 = 1 ∀¸ ∈ Γ1, ¸′ :=
¸

|¸|
,

and that the k-th order tangential derivatives of ¹´ are of the order Ok,n,¶(sk ) uniformly
in ´ ∈ Bs−1 . Note also that (5.13) implies that ¹´ ≡ 1 on B(´,3−(»+1)s−1). For ´ ∈ Bs−1 ,
consider the function Æ´ ∈S (Rn) whose Fourier transform is given by

(5.14) Æ̂´(À) := ¹´
(
À′

)
·(|À|), À ∈Rn \ {0}.

By construction,

(5.15) supp Æ̂´ ¢
{
À ∈ Ann

(1
2 ,2

)
: À′ ∈ B

(
´,3−»s−1)} .

and (5.13) then ensures

(P0 ◦Pcn) f =
∑

´∈Bs−1

P0 ◦Pcn f ∗Æ´∗Æ´.
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For each ´ ∈ Bs−1 , consider the lattice Z (´) := O´§,e§n

[
sZd ×Z

]
. Using Fourier series on

the support of each Æ̂s,´ we obtain

(5.16) P0 ◦Pcn f = lim
T→+∞

1

T n

ˆ

[0,T ]n

sd
∑

´∈Bs−1

∑

z∈Z (´)

+(P0 ◦Pcn) f ,Trz+yÆ´,Trz+yÆ´ dy ,

for all f ∈S (Rn), where Truh(x) := h(x −u) for x,u ∈Rn .

5.4. Discretization of the kernel. We turn to the discretization of the variable kernels in
(5.5). Choose a non-negative, smooth radial function Ψ on Rn with

suppΨ¢ Ann
(8

9 , 28
9

)
,

∑

s∈3Z
Ψ(sÀ) = 1 ∀À ∈Rn \ {0},

while ¨ is a smooth radial cutoff equal to 1 on Ann(1, 3
2 ) and vanishing off Ann( 1

2 ,2). These
definitions entail

T [P0 ◦Pcn f ](·,Ã) =
∑

s∈3Z
P0 ◦Pcn f ∗Ès(·,Ã),

Ès(x,Ã) :=
ˆ

Rn

mÃ(OÃΠÃÀ)Ψ(sΠÃÀ)¨(À)e2Ãi +x,À, dÀ, (x,Ã) ∈Rn ×Σ.
(5.17)

First, we use condition (5.3) on the frequency support of Pcn f to deduce that Pcn f ∗Ès = 0
unless s ∈ S, cf. (5.7), and consequently restrict the sum in (5.17) to s ∈ S. Subsequently,
use (5.16) to estimate

|T [P0 ◦Pcn f ])(·,Ã)|⩽ lim
T→∞

ˆ

[0,T ]n

∣∣∣
∑

s∈S
sd

∑

´∈Bs−1

∑

z∈Z (´)

+Tr−y g ,TrzÆ´,Try (TrzÆ´∗Ès(·,Ã))
∣∣∣ dy

T n
,

with g := P0 ◦Pcn f . The norm estimates for U⋆ of (5.5) will follow from corresponding
estimates for the maximal operator

(5.18) f 7→ sup
Ã∈Σ

∣∣∣
∑

s∈S
sd

∑

´∈Bs−1

∑

z∈Z (´)

+ f ,TrzÆ´,TrzÆ´∗Ès(·,Ã)
∣∣∣.

To each triplet (´, s, z) appearing in the sum (5.18), assume (´, s) is of type j in accordance
to Remark 5.2 and associate a tile

(5.19) t = Rt ×Qt = t (´, s, z) ∈TG j
,

where G j is one of the grids appearing in the conclusion of Lemma 5.1, as follows. Firstly,
Qt = L(´, s) and vt := ´ ∈ Π

−1
e§n

Q◦,»
t ¢ Sd . Secondly, Rt is the unique element of R´ with

z ∈ Rt and scl(Rt )ℓ(L(´, s)) ∈ [1,3). Of course, scl(t ) ∼ s. Recall the definitions of the collec-
tions F

M
t and A

M
t from §5.2.3. The following lemma will be used in §6 for M = 50(d +1).

Lemma 5.4. Let M be a large integer. There is A = A(M ,d) such that if m satisfies assump-

tion (1.10) the following holds. With reference to the expressions in (5.18), if t = t (´, s, z)
define the functions

ϕt (x) := scl(t )
d
2 TrzÆ´(x), ϑt (x,Ã) := scl(t )

d
2

ˆ

Rn

Æ´(y − z)Ès(x − y ,Ã)dy , (x,Ã) ∈Rn ×Σ.
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Then

cϕt ∈F
M
t , cϑt ∈A

M−1
t

where the constant c > 0 may be chosen uniformly in ´, s, z.

Proof. Firstly, property (ii) in the definition of the class F
M
t follows by (5.15) together with

condition 2. of Lemma 5.1. We now check condition (i) for ϕt . By rotation and translation
we can assume that t = t (en , s,0), namely vt =´= en , and write Rd ·R ∋ x =: (y , xn), where
s = scl(t ). Using property (ii) we readily see that the function

1̃B (x) := Mod−en sd/2ϕt (s y , xn), x = (y , xn) ∈Rd ×R,

is a C
∞ bump function with ∥1̃B∥1 ≂ 1, which is adapted of any order to the unit ball of

Rn , centered at the origin. Thus c1̃B ∈ΘM as defined in §5.2.3 for any order M , where c > 0
is a normalization constant depending only upon dimension. We get that

cϕt (x) = cModen s−d/2 1̃B (y/s, xn), x = (y , xn) ∈Rd ×R,

which shows (i). These two remarks show that cϕt ∈ F
M
t for any desired large positive

integer M .
We move to the verification of property cϑt ∈ A

M
t . For this let us fix Ã ∈ Σ and note

that ϑt (·,Ã) =Æ´(·− z)∗Ès(·,Ã). In view of (5.14) and (5.17), this immediately implies the
Fourier support condition

supp àϑt (·,Ã) ¦ supp Æ̂t ¦ωt .

We now check condition (iv) for ϑt . Recall that the tile t has been chosen so that ³t con-
tains Ann

(
´,3−1s−1,32s−1

)
, and that supp Æ̂´ ¢ {À ∈ Ann(1/2,2) : À′ ∈ B(´,3−»s−1)} which

tells us that whenever À ∈ supp(TrzÆ´∗Ès(·,Ã))' the following inequalities

4

9
< s|ΠÃÀ

′| <
56

9
, |À′−´|⩽ 3−»s−1, À′ := À/|À| ∈Sd ,

must hold. Furthermore, we have

|ΠÃÀ
′|+3−»s−1 ⩾ |ΠÃÀ

′|+ |À′−´|⩾ |ΠÃ´|⩾ |ΠÃÀ
′|− |À′−´|⩾ |ΠÃÀ

′|−3−»s−1

which, in view that »= 12+ log3 d yields

|ΠÃ´| ∈ s−1 [1
3 ,7

]
which implies vÃ ∈ Ann

(
´, 1

3 s−1,9s−1
)

.

This proves that ϑt (·,Ã) = 0 unless vÃ ∈ Ann
(
´,3−1s−1,32s−1

)
. Condition 3. of Lemma 5.1

then entails (iv) for ϑ=ϑt .
We now move to our main task which is to verify that cϑt (·,Ã) verifies conditions (iii)

and (v) in the definition of the class A
M

t . We can again reduce to the case vt = ´= en and
z = 0, where we recall that t = t (´, s, z); we write x = (y , xn) ∈Rd·R and Ã ∈Σ, and consider
vÃ ∈ Ann

(
en ,3−1s−1,32s−1

)
. Now, express x in terms of ΠÃx,ΠÃ§x as in Lemma 2.2,

y −ΠÃx = q1(+x,u,,+x, vÃ,)u +q2(+x,u,,+x, vÃ,)vÃ,

xn −ΠÃ§x = q2(+−x, vÃ,,+x,u,)u +q1(+x, vÃ,,+−x,u,)vÃ,

q1(t , w) :=
[

sin2¹

2
w − (sin¹)2t

]
, q2(t , w) :=

[
sin2¹

2
t + (sin¹)2w

]
.

(5.20)
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Above ¹ is the angle between vÃ and en and u ∈ Ã is a unit vector orthogonal to Ã∩ e§
n .

By the already verified directional support condition (iv) we know that ¹ ≃ |vÃ−en |≲ s−1,
which implies that

(5.21) |q1(y , w)|+ |q2(y , w)|≲ s−1(|y |+ |w |
)
.

Combining (5.20) with (5.21) shows that the decay rates

(5.22)
[(

1+ s−1|ΠÃx|
)(

1+|ΠÃ§x|
)]−M

,
[(

1+ s−1|y |
)

(1+|xn |)
]−M

are equivalent. Let us define the dilation operator Dils
Ã for Ã ∈ Gr(d ,n) as

Dils
Ãg (x) := sd/2g (sΠÃx +ΠÃ§x), x = (ΠÃx,ΠÃ§x) ∈Rn .

In view of (5.22) it will be enough to show that for some dimensional constant c > 0, the
rescaled function Rn ∋ x 7→ cMod−en Dils

ÃF (x) is a bump function adapted to the unit ball
of Rn , centered at the origin, where

F =ϑt (·,Ã) or F =ϑt (·,Ã)−ϑt (·,Ä), Ä,Ã ∈Σ, Ä ̸=Ã.

We begin with the first case where F = ϑt (·,Ã). Assuming again that t = t (en , s,0) we note
that for every multiindex ³

∂³x [Mod−en Dils
Ãϑt (·,Ã)] = [∂³x Mod−en Dils

Ãϕt ]∗Mod−en sd/2Dils
ÃÈs(·,Ã)

=: [∂³x Mod−en Dils
Ãϕt ]∗Mod−en G1.

We have already seen that the function Mod−en sd/2ϕt (s y , xn), with x = (y , xn) ∈Rd ×R is a
smooth bump adapted at every order to the unit ball of Rn centered at the origin. By the
remark following (5.21) this is equivalent to the fact that the function Mod−en Dils

Ãϕt (x) has
the same adaptedness property. Thus, in order to show that Mod−en Dils

Ãϑt is adapted to
the unit ball of Rn centered at the origin at order M it suffices to show that the function G1

has decay of order M at scale 1 away from the origin. Then

Ĝ1(À) := (sd/2Dils
ÃÈs(·,Ã))'(À) = mÃ( 1

s
OÃΠÃÀ)Ψ(ΠÃÀ)¨( 1

s
ΠÃÀ+ΠÃ§À).

We record the easy estimate |suppĜ1|≲n 1 which is due to the fact that on the support of
the function Ĝ1 we have

(5.23) |ΠÃÀ|≂ 1 and |ΠÃÀ|2/s2 +|ΠÃ§À|2 ≂ 1 =⇒ |ΠÃ§À|≂ 1.

It is then apparent that for M ⩽ A we have
∥∥∥∂µ

À
Ĝ1(À)

∥∥∥
L∞
À

≲ 1, 0⩽ |µ|⩽ M .

Here, we crucially use (5.23), allowing the exploitation of the Hörmander–Mihlin condi-
tion on mÃ in the form∣∣∣∂µ

À
mÃ(s−1OÃΠÃÀ)

∣∣∣≲ s−|µ|
∣∣1

s
ΠÃÀ

∣∣−|µ| ∥mÃ∥MA(d) ≲ 1, |µ|⩽ A.

This completes the proof of adaptation of F =ϑt (Ã, ·).
Let now F = ϑt (·,Ã)−ϑt (·,Ä). Firstly note that we can assume that Ä,Ã are such that

vÃ, vÄ ∈ ³t (which was defined in (5.9)) for t = t (en , s,0), see (5.19). Indeed, if say Ä ∉
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³t then ϑt (·,Ä) = 0 by the directional support condition (iv), which is already verified.
Then dist(Ä,Ã) ≳ scl(t )−1 and the desired adaptedness property follows from the case
F =ϑt (·,Ã) proved above.

Now, assume that Ä,Ã ∈ ³t . Using (5.8) and the definition of ³t in (5.9), dist(Ä,Ã) ⩽
3
p

d3−»scl(t )−1 ⩽ 3−8s−1. We can apply the same argument as above to write

∂³x [Mod−en Dils
ÃF ] = ∂³x [Mod−en Dils

Ãϕt ]∗Mod−en sd/2Dils
Ã[Ès(·,Ã)−Ès(·,Ä)]

=: ∂³x [Mod−en Dils
Ãϕt ]∗Mod−en G2.

As before it will be enough to show that the function G2 decays with order M at scale 1 away
from the origin; more precisely we will show that G2 ≲ c(Ã,Ä, s)ÇM , with c(Ã,Ä, s) the mul-
tiplicative factor appearing in condition (v) of §5.2.3. We will do so by estimating deriva-
tives of sufficiently high order of the Fourier transform of G2. To calculate the Fourier
transform of G2 it is convenient to first note that the anisotropic rescaling of Ès(Ä, ·) in the
directions of Ã creates a small error that will be kept under control by the closeness of Ã
and Ä. Setting

B(À) :=ΠÄΠÃÀ+ sΠÄΠÃ§À−ΠÄÀ= (s −1)ΠÄΠÃ§À, |B(À)|≲ sdist(Ã,Ä)|À|j |À|,

an explicit computation tells us that

Ĝ2(À) =
[
mÃ

(1
s
OÃΠÃÀ

)
Ψ(ΠÃÀ)−mÄ

(1
s
OÄ(ΠÄÀ+B(À))

)
Ψ(ΠÄÀ+B(À))

]

×¨
(1

s
ΠÃÀ+ΠÃ§À

)
.

Note that since Ã ∈ Σ we always have that |À| ≂ |ΠÃ§À| ≂ 1 for s−1
ΠÃÀ+ΠÃ§À ∈ supp(¨)

and in particular we recover that |ΠÃÀ|≂ |ΠÄÀ|≂ |À|≂ 1 on the support of Ĝ2. Three mean
value estimates combined with (1.10) and (2.2) tell us that∣∣∣∂µ

À

[
Ψ(ΠÄÀ+B(À))−Ψ(ΠÃÀ)

]∣∣∣≲ |B(À)|+ |ΠÄÀ−ΠÃÀ|≲ sdist(Ã,Ä),
∣∣∣∂µ

À

[
mÄ

(1
s
OÃΠÃÀ

)
− mÄ

(1
s
OÄΠÃÀ

)]∣∣∣≲ ∥OÄ−OÃ∥≲ dist(Ã,Ä),
∣∣∣∂µ

À

[
mÄ

(1
s
OÄΠÃÀ

)
− mÄ

(1
s
OÄ(ΠÄÀ+B(À))

)]∣∣∣≲ |B(À)|+ |ΠÄÀ−ΠÃÀ|≲ sdist(Ã,Ä).

(5.24)

Hence, we may replace Ĝ2 by

Ĝ3(À) :=
[
mÃ

(1
s
OÃΠÃÀ

)
−mÄ

(1
s
OÃΠÃÀ

)]
Ψ(ΠÄÀ+B(À))¨(s−1

ΠÃÀ+ΠÃ§À)

controlling the difference by means of (5.24). Finally, the main assumption (1.10) on the
family m tells us that

∂
µ

À

[
mÃ

(1
s
OÃΠÃÀ

)
−mÄ

(1
s
OÃΠÃÀ

)]
≲

1

log
(
e+ [dist(Ã,Ä)]−1

)

on the support of Ĝ3; collecting the above inequalities leads to the conclusion
∥∥∥∂µ

À
Ĝ2(À)

∥∥∥
L∞
À

≲ (1+ s)dist(Ã,Ä)+
1

log
(
e+ [dist(Ã,Ä)]−1

) , 0⩽ |µ|⩽ A−1,

which completes the proof of (v). □
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With the notation introduced in Lemma 5.4, the right hand side of (5.18) may be rewrit-
ten as, and subsequently bounded by, as follows:

sup
Ã∈Σ

∣∣∣
∑

s∈S

∑

´∈Bs−1

∑

z∈Z (´)

+ f ,ϕt (´,s,z),ϑt (´,s,z)(·,Ã)
∣∣∣⩽

C∑

j=1

N∑
Ä=1

T j ,Ä f ,

T j ,Ä f := sup
Ã∈Σ

∣∣∣∣∣∣∣∣

∑

(´,s,z)
j (´,s)= j

+ f ,ϕt (´,s,z),ϑt (´,s,z)(·,Ã)1³t (´,s,z),Ä(vÃ)

∣∣∣∣∣∣∣∣
.

Property (iv) of the At class was used above. It thus suffices to control one of the T jo ,Äo f

summands for an arbitrary but fixed value of ( jo ,Äo) ∈ {1, . . . ,C }×{1, . . . , N }. Choose a mea-
surable function Ã = Ã(x) : Rn → Σ, linearizing the corresponding supremum in the defi-
nition of T jo ,Äo f , and g ∈S (Rn) of unit norm in Lp ′,q ′

(Rn) so that

∥T jo ,Äo f ∥Lp,q (Rn ) ⩽ 2

∣∣∣∣∣∣

ˆ ∑

s∈S

∑

´∈Bs−1

∑

z∈Z (´)

+ f ,ϕt (´,s,z),ϑt (´,s,z)(x,Ã(x))1³t (´,s,z),Äo
(vÃ(x))g (x)dx

∣∣∣∣∣∣
≲ΛTG jo

,M ;Ã,Äo ( f , g )

5.5. Final reductions to a scale-separated model sum. By a limiting argument and re-
stricted weak-type interpolation, Proposition 3.3 is reduced to proving the two estimates

ΛP;Ã,Äo ,M ( f , g 1E )≲ ∥ f ∥2|E |
1
2(5.25)

ΛP;Ã,Äo ,M (1F , g 1E )≲ |F |
1
p |E |1−

1
p(5.26)

uniformly over all f , g ∈ L∞
0 (Rn) with the normalization ∥g∥∞ = 1, all sets F ,E ¢Rd of finite

measure, a fixed choice of triadic grid G =G jo and P¢TG .
Henceforth, we fix M = 50n and a pair ( jo ,Äo) as above and write ΛP;Äo ( f , g ) in place of

ΛP;Ã,Äo ,M ( f , g ). By an additional splitting of the dyadic grid G , we can and will assume that
the scales are 3» separated: namely if Q,Q ′ ∈ G with ℓ(Q) < ℓ(Q ′) then ℓ(Q) < 3−»ℓ(Q ′).
Note that this implies a corresponding separation of the spatial scales of tiles in TG be-
cause of the uncertainty constraint. We will also make the qualitative assumption that P
is a finite collection and prove estimates which are uniform in P. The proofs of (5.25) and
(5.26) will be sketched at the end of §6, relying upon the size, density and tree lemmas,
also proved in §6 below.

6. TREES, SIZE AND DENSITY

We fix a finite collection of tilesP¢TG , for a fixed choice of triadic grid G . We remember
that tiles are sets of the form t = Rt ×Qt where Qt ∈ G is a triadic cube in Rd × {0}. Recall
the roles of Q◦,»

t and ch»,□(Q); since » is a fixed large dimensional constant, we will omit
it from the notation from now on and write instead Q◦

t and ch□(Q) for the center and the
peripheral children of Q, respectively.

We will be sorting these arbitrary collections of tiles into trees, defined below. It will be
useful to remember the definition of the directional support Qt ,Ä from (5.9).
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Definition 6.1 (trees). A tree is a collection of tiles T ¦P such that, there exists a pair (ÀT,RT)
with ÀT ∈Rd and RT ∈ {Rt : t ∈TG } such that

1. ÀT ∈Qt for all t ∈ T;

2. scl(Rt )⩽ scl(RT) and Rt ∩RT ̸=∅ for every t ∈ T.

We call (ÀT,RT) the top data of T. Let Ä ∈ {1, . . . , N }; a tree T will be called Ä-lacunary if

ÀT ∈Qt ,Ä ∈ ch□(Qt ) for all t ∈ T. The tree T will be called lacunary if it is Ä-lacunary for some

Ä ∈ {1, . . . , N } while it will be called overlapping if ÀT ∈Qt \∪N
Ä=1Qt ,Ä.

The following relation of order will be useful: For two tiles t , t ′ ∈TG we will define

t ⩽ t ′
def
⇐⇒ Qt ′ ¦Qt and Rt ∩Rt ′ ̸=∅

Note that this is not a partial order as it is not transitive. The following geometric lemma
will be used in several places throughout the paper.

Lemma 6.2. There exists a constant Kn depending only upon dimension, such that for every

t , t ′ ∈P with Qt ′ ¦Qt , the following hold.

- If Rt ∩Rt ′ ̸=∅ then Rt ¦ KnRt ′ .

- If KnRt ∩KnRt ′ ̸=∅ then KnRt ¦ K 2
nRt ′ .

Remark 6.3. The following facts about trees will be used without particular mention.

- If T is a tree then there exists a top tile top(T) = RT ×QT such that ÀT ∈ Qt and t ⩽

top(T) for all t ∈ T. In particular we have that for lacunary T there holds t ⩽ top(T)
and QT ¦Qt \Q◦

t for all t ∈ T. Indeed, note that if T is lacunary then ℓ(Qt ) > 3»ℓ(QT)
for all t ∈ T because of the separation of scales assumption for the grid G .

- Because of the point above, we can and will always assume that ÀT has no triadic

coordinates.

- If T is a lacunary tree then the collections {Q : Q = Q◦
t for some t ∈ T} and {ω : ω =

ωt for some t ∈ T} are pairwise disjoint.

For the following definition, E ¢ Rn is a measurable set of finite measure. This set re-
mains fixed throughout the paper. Also for any collection R consisting of of rectangular
parallelepipeds in Rn we define the shadow of the collection

sh(R) :=
⋃

R∈R

R.

Recall also the definition of the intrinsic coefficients F [ f ](t ) from (5.10). The next step
consists of defining two coefficient maps respectively tied to the Carleson measure prop-
erties of the coefficients (5.10), (5.11)

Definition 6.4 (Size). Let P¢ TG be a finite collection of tiles. For fixed f ∈ L∞
0 (Rn), define

the map

size : P (P) → [0,∞), size(Q) := sup
T¦Q

T lac. tree

( 1

|RT|
∑
t∈T

F10n[ f ](t )2
) 1

2
.
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Definition 6.5 (Density). LetP be a finite collection of tiles and t ∈P. For a fixed measurable

set E ¢Rn of finite measure, we define

Et :=
{

x ∈ E : vÃ(x) ∈³t

}
, dense(t ) := sup

t ′⩾t
t ′∈TG

ˆ

Et ′
Sy1

Rt ′
Ç10n ,

as well as the map

dense : P (P) → [0,∞), dense(Q) := sup
t∈Q

dense(t ).

6.1. Orthogonality estimates for lacunary trees. We will use different orthogonality es-
timates for wave packets adapted to special collections of tiles. Most of them are rather
standard in the literature but we include them here for completeness.

Lemma 6.6. Let T ¢P be a lacunary tree. Then the following hold

1. For adapted families {ϕt : ϕt ∈ F
M
t , t ∈ T}, {Èt : Èt ∈ F

M
t , t ∈ T} with M > 2n, we

have

sup
|εt |=1

∥∥∥∥
∑
t∈T

εt + f ,ϕt ,Èt

∥∥∥∥
L2(Rn )

≲

(∑
t∈T

FM [ f ](t )2
) 1

2

≲ ∥ f ∥L2(Rn ).

with implicit dimensional constants.

2. There holds ∑
t∈T

F10n[ f ](t )2 ≲ ∥ f ∥2
L∞(Rn )|RT|.

Proof. Let ST f :=
∑

t∈Tεt + f ,ϕt ,Èt and Q(T) := {Q◦
t : t ∈ T}. For Q ∈ Q(T) we also write

T(Q) := {t ∈ T : Q◦
t =Q}. Then

ST f =
∑

Q∈Q(T)

∑

t∈T(Q)
εt + f ,ϕt ,Èt =:

∑

Q∈Q(T)
SQ ( f )

and because of Remark 6.3 we have

∥ST f ∥2
2 ⩽

∑

Q∈Q(T)
∥SQ f ∥2

2.

We next show that for each Q ∈Q(T) we have

∥SQ (g )∥2
2 ≲

∑

t∈T(Q)
FM [g ](t )2.

Expanding the square we get for each Q ∈Q(T)

∥SQ (g )∥2
2 ⩽

∑

t ,t ′∈T(Q)

|+g ,ϕt ,||+g ,ϕt ′,||+Èt ,Èt ′,|≲
∑

t∈T(Q)
FM [g ](t )2 sup

t ′∈T(Q)

∑

t∈T(Q)
|+Èt ,Èt ′,|.

However supt ′∈T(Q)
∑

t∈T(Q) |+Èt ,Èt ′,| ≲ 1 by the fast decay of the wave packets {Èt : t ∈
T(Q)} and the fact that the spatial components {Rt : t ∈ T(Q)} tile Rn . This proves the first
estimate of 1.

To see the second estimate we pick for each t ∈ T a ϕt ∈F
M
t and write

∑
t∈T

∣∣+ f ,ϕt ,
∣∣2 =

〈
f ,

∑
t∈T

+ f ,ϕt ,ϕt

〉
≲ ∥ f ∥L2(Rn )

(∑
t∈T

FM [ f ](t )2
) 1

2
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where we used 1. in the last approximate inequality. This readily yields the desired esti-
mate.

Finally for 2. let ϕt ∈F
10n
t for each t ∈ T and note that Rt ¦ KnRT by Lemma 6.2 and let

tT := Sy∞Kn RT
Ç4n . Now for c > 0 we use 2. to estimate

∑
t∈T

∣∣+ f ,ϕt ,
∣∣2 =

∑
t∈T

∣∣+c−1tT f ,ct−1
T ϕt ,

∣∣2
≲ ∥ f tT∥2

L2(Rn )

by noticing that for a suitable choice of c the wave packets ct−1
T ϕt ∈ F

6n
t for each t ∈ T.

The estimate in the last display readily yields 3. □

6.2. Strongly disjoint families of trees and almost orthogonality. In what follows we will
be sorting our collection of tiles P into trees selected by means of a greedy algorithm. The
selection process will imply certain disjointness properties which we encode in the defi-
nition below.

Definition 6.7 (strongly disjoint lacunary families). Let T be a family of trees with T ¢ P

for every T ∈T . The family T is called (lacunary) strongly disjoint if

1. Every tree T ∈T is lacunary.

2. If t ∈ T∈T and t ′ ∈ T′ ∈T with T ̸= T′ and Qt ¦Q◦
t ′ then Rt ′ ∩K 2

nRT =∅

with Kn the constant of Lemma 6.6.

The point of the definition above is that if conclusion 2. failed then the tile t ′ would
essentially qualify to be included in a completion of the tree T, if that tree was chosen
first via a greedy selection algorithm. This point will become apparent in the proof of the
size lemma, Lemma 6.13 below. Furthermore, the definition above implies the following
property.

Lemma 6.8. Let T := ∪T∈T T where T is a lacunary strongly disjoint family. Then the col-

lection

T◦ := {Rt ×Q◦
t : t ∈T}

is pairwise disjoint.

Proof. Let t , t ′ ∈T. If Q◦
t =Q◦

t ′ then either t ≡ t ′ or Rt ′ ∩Rt =∅. Assume then that Q◦
t ªQ◦

t ′

so that ℓ(Qt ) < 3−»ℓ(Qt ′), because of separation of scales assumption, and consequently
Qt ¦ Q◦

t ′ . Since the trees in the collection are lacunary this implies that t , t ′ must come
from different trees, say T ̸= T′, respectively. If Rt ∩Rt ′ ̸= ∅ then by consecutive appli-
cations of Lemma 6.2 we would have that Rt ′ ¦ K 2

nRT, contradicting the definition of a
strongly disjoint family. □

It is well known that strongly disjoint families of trees obey certain almost orthogonality
estimates for the corresponding tree projections. The precise statement in the context of
this paper is contained in Lemma 6.9 below.
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Lemma 6.9. Let M > 4n. For a (lacunary) strongly disjoint family T with T := ∪T∈T T,

there holds

(
∑

T∈T

∑
t∈T

FM [ f ](t )2

) 1
2

≲ ∥ f ∥L2(Rn ) +


sup

t∈T

FM [ f ](t )

|Rt |
1
2

[
∑

T∈T

|RT|
] 1

2




1
3

∥ f ∥
2
3

L2(Rn )
.

Proof. Let {ϕt : ϕt ∈F
M
t , t ∈T} be any adapted family and note that

S( f )2 :=
∑
t∈T

∣∣+ f ,ϕt ,
∣∣2
⩽ ∥ f ∥2

∥∥∥∥∥
∑
t∈T

+ f ,ϕt ,ϕt

∥∥∥∥∥
2

.

Letting Q(T) := {Qt : t ∈T} and T(Q) := {t : Qt =Q} for Q ∈Q(T), we have
∥∥∥∥∥

∑
t∈T

+ f ,ϕt ,ϕt

∥∥∥∥∥

2

2

⩽
∑

Q∈Q(T)

∑

t ,t ′∈T
Qt=Qt ′=Q

∣∣+ f ,ϕt ,
∣∣ ∣∣+ f ,ϕt ′,

∣∣ ∣∣+ϕt ,ϕt ′,
∣∣

+2
∑
t∈T

∑

t ′∈T
Qt ′«Qt

∣∣+ f ,ϕt ,
∣∣ ∣∣+ f ,ϕt ′,

∣∣ ∣∣+ϕt ,ϕt ′,
∣∣

:= S1( f )2 +2S2( f )2.

As in the proof of Lemma 6.6 it is relatively easy to see that |S1( f )|≲ S( f ) since for a fixed
Q ∈Q(T), the spatial components {Rt : Qt =Q} tile Rn . We thus focus on S2( f ) which can
be estimated in the form

S2( f )2 ⩽ sup
t ′∈T

|+ f ,Æt ′,|
|Rt ′ |

1
2

∑
t∈T

|+ f ,ϕt ,|
∑

t ′∈T
Q◦

t ′§Qt

|Rt ′ |
1
2 |+ϕt ,ϕt ′,|.

Note that for fixed t ∈ T the collection RT(t ) := {Rt ′ : t ′ ∈ T, Qt ¦ Q◦
t ′} is pairwise disjoint

and sh(RT(t )) ¦ (K 2
nRT)c; this follows immediately from Lemma 6.8 since T is a (lacunary)

strongly disjoint family, and from the definition of a strongly disjoint family itself. At this
point we use the following estimate: For t , t ′ ∈ P such that Rt ∩Rt ′ =∅ and Qt ¦Qt ′ there
holds

|+ϕt ,ϕt ′,|≲
( |Rt ′ |
|Rt |

) 1
2

inf
x∈Rt ′

(1+ÄRt (x))−M+n

where ÄR (x) := inf{r > 0 : x ∈ r R} for any rectangular parallelepiped R and M > 2n, say.
Combining these observations and estimates with the estimate for S2( f )2 above yields

S2( f )2 ≲ sup
t ′∈T

|+ f ,Æt ′,|
|Rt ′ |

1
2

∑

T∈T

∑
t∈T

|+ f ,ϕt ,||Rt |−
1
2

∑

t ′∈T
Q◦

t ′§Qt

|Rt ′ | inf
Rt ′

(1+ÄRt )−M+n

≲ sup
t ′∈T

|+ f ,Æt ′,|
|Rt ′ |

1
2

∑

T∈T

∑
t∈T

|+ f ,ϕt ,||Rt |−
1
2

ˆ

(K 2
n RT(t ))c

(1+ÄRt (x))−M+n dx

≲ sup
t ′∈T

|+ f ,Æt ′,|
|Rt ′ |

1
2

S( f )

(
∑
t∈T

ˆ

(K 2
n RT(t ))c

(1+ÄRt (x))−M+n

) 1
2

,
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where T(t ) denotes the unique tree T ∈ T such that t ∈ T. In passing to the last line we
used the Cauchy–Schwarz inequality together with the simple estimate

ˆ

(K 2
n RT)c

(1+ÄRt (x))−M+n ≲ |Rt |, M > 2n.

The estimate for S2 is completed by involving the estimate
∑
t∈T

ˆ

(K 2
n RT(t ))c

(1+ÄRt (x))−M+n =
∑

T∈T

∑
t∈T

ˆ

(K 2
n RT)c

(1+ÄRt (x))−M+n ≲
∑

T∈T

|RT|

for M > 2n. Balancing the estimates for S( f ) in terms of S1( f ),S2( f ) according to which
term dominates, and taking into account (5.10), yield the desired bound. □

6.3. Selection by density. The sorting of a collection of trees by density follows the stan-
dard procedure as for example in [30]; we include the proof for completeness.

Lemma 6.10 (density lemma). Let T¢P be a finite collection of tiles. There exists a disjoint

decomposition

T=Tlight ∪
N⋃
Ä=1

TÄ

where {TÄ : 1⩽ Ä⩽ N } is a finite collection of trees and

N∑
Ä=1

|RTÄ |≲ dense(T)−1|E |, dense(Tlight)⩽
1

2
dense(T),

where E refers to the measurable E ¢ Rd in the definition of density, with implicit constant

depending only upon dimension.

Proof. We let Theavy be the collection of tiles

Theavy := {t ∈T : dense(t ) > dense(T)/2} .

By the definition of density, for each tile t ∈Theavy there exists some TG ∋ t ′ ⩾ t such that
ˆ

Et ′
Sy1

Rt ′
Ç10n > dense(T)/2.

We let T′ denote the maximal, with respect to ⩽, elements of {t ′ : t ′ ∈ Theavy}: namely, for
all t ′ ∈T′ there does not exist s′ ∈Theavy with t ′ ⩽ s′. It will then suffice to prove

∑

t ′∈T′
|Rt ′ |≲ dense(T)−1|E |

as the tiles in Theavy can be organized into trees with top datas in T′ and by definition

dense(Tlight) = dense(T\Theavy)⩽
1

2
dense(T).

To that end we define for k ⩾ 0 the collection T′
k

to be set of all tiles t ′ ∈T′ such that

(6.1)
∣∣∣Et ′ ∩2k Rt ′

∣∣∣⩾ 1

4
25kndense(T)|Rt ′ |.
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Each element of T′ is contained in at least one of the sets T′
k

; indeed if not we would have
ˆ

Et ′
Sy1

Rt ′
Ç10n ⩽

|Et ′ ∩Rt ′ |
|Rt ′ |

+
∑

k⩾0

2−10kn |Et ′ ∩ (2k+1Rt ′ \ 2k Rt ′)|
|Rt ′ |

<
1

2
dense(T).

We fix k for the moment. We will decompose each collection Tk into subcollections of tiles
with pairwise disjoint spatial components. We do this by choosing t ′ ∈T′

k
such that Rt ′ has

maximal length and let

E (t ′) :=
{

t ′′ ∈T′
k : 2k Rt ′ ∩2k Rt ′′ ̸=∅, Qt ′ ∩Qt ′′ ̸=∅

}
.

Note that the collection {Rt ′′ : t ′′ ∈ E (t ′)} is pairwise disjoint. Indeed if for some t ′′1 , t ′′2 ∈
E (t ′) we had Rt ′′1

∩Rt ′′2
̸=∅ then, since Qt ′′1

∩Qt ′′2
̸=∅ we would conclude that either t ′′1 ⩽ t ′′2

or t ′′1 ⩾ t ′′2 which is impossible because all the tiles in Tk were maximal to begin with.
Furthermore, we have that for all t ′′ ∈ E (t ′) there holds 2k Rt ′ ∩ 2k Rt ′′ ̸= ∅ and Qt ′ ¦ Qt ′′

and so a variation of Lemma 6.2 implies that 22k Rt ′′ ¦ Kn22k Rt ′ for all t ′′ ∈ E (t ′). Now we
replace Tk by Tk \E (t ′) and repeat so that Tk =∪ j E (t ′

j
) with {2k Rt ′

j
} j disjoint and

∑

t ′∈Tk

|Rt ′ |⩽
∑

j

∑

t ′′∈E (t ′
j
)

|Rt ′′ |⩽K n
n 22kn

∑

j

|Rt ′
j
|

≲ 2−3kndense(T)−1
∑

j

|2k Rt ′
j
∩Et ′

j
|≲ 2−3kndense(T)−1|E |

where we used (6.1) in passing to the second line, and the fact that {2k Rt ′
j
} j is a pairwise

disjoint collection in the last approximate inequality. The conclusion now follows by sum-
ming in k. □

6.4. Selection by size. We describe in the subsection the suitable version of the size (or
energy) lemma, that will eventually allows us to sort a collection of tiles into trees of con-
trolled size. The argument is standard in the literature but we introduce a small variation
to account for the lack of transitivity in the relation of order that is implicit in the definition
of trees. A technical device used in order to prioritize the selection of trees appears only in
our higher dimensional setting and is defined below.

Definition 6.11. (signature) Let G be a triadic grid of pace (»,m) in Rd , m ∈ [0,»), and

À ∈ Rd having no triadic coordinates. The signature of À is the number sig(À) defined as

follows

∫,}(À) :=
∞∑

j=1

a j

3 j
, a j :=

{
0, if À ∈Qo for some Q ∈G−» j+m ,

1, if À ∉Qo ∀Q ∈G−» j+m ,

where we remember that Gu = {Q ∈G , ℓ(Q) = 3u}; see Subsection 5.2.

Remark 6.12. The following point motivates the definition above: if T,T′ are two different

lacunary trees and t ∈ T, t ′ ∈ T′ with Qt ¦ Q◦
t ′ , then sig(ÀT) < sig(ÀT′). This fact will play a

role in proving that the family of trees extracted in the size lemma below is strongly disjoint.
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Lemma 6.13 (size lemma). Let T ¢ P be a finite collection of tiles. There exists a disjoint

decomposition

T=Tsmall ∪
N⋃
Ä=1

TÄ

where {TÄ : 1⩽ Ä⩽ N } is a finite collection of trees and

N∑
Ä=1

|RTÄ |≲ size(T)−2∥ f ∥2
L2(Rn ), size(Tsmall)⩽

size(T)
p

2
,

with implicit constant depending only upon dimension.

Proof. Throughout the proof we abbreviate Ã := size(T). We remove trees from T via the
following recursive procedure. First consider all the maximal (with respect to set inclu-
sion) lacunary trees T ¦T such that

(6.2)
∑
t∈T

F [ f ](t )2 >
Ã2

2
|RT|

and among those let T1 be the one with ÀT1 having the smallest signature, where (ÀT1 ,RT1 )
is the top data of T1. We define the collection of tiles

E (T1) := {t ∈T : ÀT1 ∈Qt , scl(Rt )⩽ scl(RT1 ), Rt ∩K 2
nRT1 ̸=∅}.

Clearly T1 ¦ E (T1). Now replace T by T \ E (T1) and recurse. The selection algorithm ter-
minates when size(Tsmal l ) = size(T\

⋃
k E (Tk )) <Ã/

p
2.

Note that the elements of the collection {E (Tk )}k are not — strictly speaking — trees
according to Definition 6.1 but we can easily remedy that. Indeed consider the rectangular
parallelepipeds RTk, j

which belong to the same grid as RTk
and are such that RTk, j

∩K 2
nRTk

̸=
∅. Clearly there are at most Od (1) indices j for which this happens, uniformly in k. Now
we set

Tk,1 :=
{

t ∈ E (Tk ) : Rt ∩RTk,1 ̸=∅
}

and recursively let Tk, j+1 be the maximal tree with top (ÀTk
,RTk, j+1 ) contained in E (Tk ) \

∪ j ′⩽ j Tk, j ′ . Each Tk, j is a tree and we have
∑

k

∑
j |RT j ,k | ≲

∑
k |RTk

| so the proof will be
complete once we estimate the latter sum. An important fact is that the collection T :=
{Tk }k is strongly disjoint. Indeed if t ∈ T ̸= T′ ∋ t ′ with T,T′ ∈ T and Qt ¦ Q◦

t ′ , then the
tree T was selected first because of Remark 6.12. Thus if we had that Rt ′ ∩K 2

nRT ̸=∅ then
the tile t ′ would have been included in the family E (T) and consequently would not be
available for inclusion in the tree T′. Now using the selection condition (6.2) together with
Lemma 6.9 we get

∑

T∈T

|RT|≲Ã−2
∑

T∈T

∑
t∈T

F [ f ](t )2 ≲Ã−2 max


∥ f ∥2

2,Ã
2
3

(
∑

T∈T

|RT|
) 1

3

∥ f ∥
4
3
2




which readily yields the desired estimate. □

6.5. The single tree estimate. The size and density lemmas combined with the discretiza-
tion of the operator in (5.25) reduce matters to the estimate for a single tree which is stated
and proved below.
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Lemma 6.14 (tree lemma). For every tree T and every Äo ∈ {1, . . . , N }, there holds

ΛT;Äo ( f , g 1E )≲ size(T)dense(T)|RT |

where size is defined with respect to f ∈ L∞
0 (Rn), dense is defined with respect to E ¢Rn and

g ∈ L∞
0 (Rn) with ∥g∥∞ = 1 is arbitrary.

Proof. In view of the definition of the form ΛT;Äo it suffices to prove that
∑
t∈T

∣∣+ f ,ϕt ,
∣∣
∣∣∣
〈
ϑt (·,Ã(·)) , g 1Et ,Ä0

〉∣∣∣≲ size(T)dense(T)|RT|,

where Et ,Ä0 := {x ∈ E : vÃ(x) ∈ ³t ,Ä0 }, uniformly in choices of adapted families {ϕt : ϕt ∈
F

M
t , t ∈ T} and {Èt : ϕt ∈A

M
t , t ∈ T}. We remember that we have fixed M = 50n.

We begin the proof setup with a reduction. Since the single tree estimate is rotation
invariant we can and will assume that ÀT =Πe§n

en = 0 ∈ Rd . A simple geometric argument
similar to the one needed in the proof of Lemma 6.2 implies that there exists a dimensional
constant Cn > 0 such that for any tile t ∈ T there exists a rectangle R∗

t with sides parallel
to the coordinate axes, Πe§n

(R∗
t ) is a cube in Rd and Rt ¢ R∗

t ¢ CnRt . Furthermore, by e.g.
splitting the tree into On(1) trees we may assume that all R∗

t come from a single grid L in
Rn that consists of rectangles with sides parallel to the axes and is such that

{Πe§n
(R) : R ∈L } ¦D(»,m),

where D(»,m) is a dyadic grid of pace (»,m) in Rd with m ∈ [0,»), and that Πen (R∗) are
standard dyadic intervals from D of length 4. We also fix R∗

T ∈L with RT ¦ R∗
T ¦CnRT and

R∗
t ¦ R∗

T for all t ∈ T.
We note that T∗ := {R∗

t ×Qt : t ∈ T} is not — strictly speaking — a collection of tiles
according to our definition in §5.2.2. However the previously defined relation of order is
still meaningful with the same formal definition and we have that

size(T)≂ size(T∗), dense(T)≂ dense(T∗)

with implicit dimensional constants, where in the definitions for size(T∗),dense(T∗) above
we use t ∈ T∗ instead of the actual tiles of T. With these reductions and remarks taken as
understood we will henceforth write T = T∗ and assume that {Rt : t ∈ T} ¦L with L being
a grid as above. Note that the uncertainty relation will change in an inconsequential way
as we will now have scl(Rt )ℓ(Qt ) ∈ [c−1

n ,cn) for some dimensional constant cn > 3.
Now let P (e§

n ) be the maximal dyadic cubes Q in Rd such that 3Q «Πe§n
Rt for any t ∈ T;

note that P (e§
n ) partitions Rd . Let P (en) be the dyadic intervals of length 2 on the real

line and define P := P (e§
n )×P (en). We will write scl(P ) := ℓ(Πe§n

P ). For P ∈ P we write
T = T+

P ∪T−
P , where

T−
P := {t ∈ T : scl(Rt )⩽ scl(P )} and T+

P := {t ∈ T : scl(Rt ) > scl(P )} .

We write the basic estimate
∑
t∈T

∣∣+ f ,Æt ,
∣∣
∣∣∣
〈
ϑt (·,Ã(·)) , g 1Et ,Ä0

〉∣∣∣=
∑

P∈P

ˆ

P

L−
P (x)dx +

∑

P∈P

ˆ

P

L+
P (x)dx,
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where
Lω

P (x) :=
∑

t∈Tω
P

εt + f ,ϕt ,ϑt (x,Ã(x))g (x)1Et ,Ä0
(x), ω ∈ {−,+}, x ∈Rn ,

for an appropriate sequence {εt }t∈T on the unit circle in C. We shall prove that

(6.3)

∣∣∣∣∣
∑

P∈P

ˆ

P

Lω
P (x)dx

∣∣∣∣∣≲ size(T)dense(T)|RT|, ω ∈ {−,+}.

Proof of (6.3) for ω=−. For P ∈P and ∥g∥∞ ⩽ 1
∣∣∣∣
ˆ

P

L−
P (x)dx

∣∣∣∣⩽ size(T)
∑

t∈T−
P

ˆ

P∩Et

|Rt |1/2 |ϑt (x,Ã(x))| |g (x)|dx

≲ size(T)dense(T)
∑

t∈T−
P

|Rt |sup
x∈P

Sy∞Rt
Ç40n(x).

For R ∈ {Rt : t ∈ T−
P }, set

ÄR (P ) := inf
x∈P

ÄR (x), ÄR (x) := inf{r > 0 : x ∈ r R},

and note that ÄRt (P ) ⩾ max(1,ÄRT (P )) =: Ä(P ,T) by the construction of P and the facts
that scl(P )⩾ scl(Rt ) and Rt ¦ RT for t ∈ T−

P . It follows that
∣∣∣∣∣
∑

P∈P

ˆ

P

L−
P (x)dx

∣∣∣∣∣≲size(T)dense(T)
∑

P∈P

∑
t∈T−

P

|Rt |(1+ÄRt (P ))−40n .

Note that for t ∈ T−
P with ÄRt (P ) ∈ [2ℓ,2ℓ+1) and ℓ(Rt ) = 2m we have

Rt ¦ 2ℓ+4 2m+1

ℓ
(
Πe§n

(P )
)Πe§n

(P )×2ℓ+4
Πen (P ).

We can thus estimate

∑

P∈P

∑
t∈T−

P

|Rt |ÄRt (P )−40n ≲
∑

P∈P

∑

2ℓ+1⩾Ä(P ,T)

2−40nℓ

ℓ(Π
e§n

(P ))∑

2m=4

(
2ℓ+12m

ℓ
(
Πe§n

(P )
)
)d

2ℓ|P |

=
∑

P∈P
P¦100RT

∑

ℓ⩾−1

2−39nℓ|P |+
∑

P∈P

Pª100RT

∑

2ℓ+1⩾ÄRT
(P )

2−39nℓ|P | =: I+ II.

Since the collection {P }P∈P is pairwise disjoint we readily get that I≲ |RT|. For II note that
P ª 100RT implies that P ¦ (4RT)c so that

II≲
∑

P∈P

P¦(4RT)c

ˆ

P

ÄRT (x)−39n dx ≲

ˆ

(4RT)c
ÄRT (x)−39n dx ≲ |RT|

and the proof of (6.3) for ω=− is complete.
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Proof of (6.3) for ω=+. We make the preliminary observation that if T+
P ̸=∅ then scl(RT)⩾

2scl(P ) and Πe§n
P ¦ 5Πe§n

RT. For each P ∈P we define

GP := P ∩
⋃

t∈T+
P

Et .

Lemma 6.15. For P ∈P there holds |GP |≲ (1+ÄRT (P ))10ndense(T)|P |.

Proof. Let P̂ ∈ L be such that Πe§n
(P̂ ) is the dyadic parent of Πe§n

(P ). By the maximality

of P one has 3Πe§n
(P̂ ) § Πe§n

(Rt0 ) for some t0 ∈ T. Hence, there exists an R ∈ L such that

ℓ(Πe§n
(R)) = ℓ(Πe§n

(P̂ )) and R § Rt0 .

Let Q be the largest cube in G such that ÀT ∈Q ¦Qt0 and scl(R)scl(Q) ∈ [c−1
n ,cn). Define

t := R ×Q and note that t ⩾ t0 and GP ¦ P ∩Et . As

|P |≂ |R|, Sy1
RÇ10n(x)≳ (1+ÄRT (P ))−10n |R|−1 ∀x ∈ P ,

we have

|GP |≲ |P |
ˆ

Et

1

|R|
1P (x)dx

≲ (1+ÄRT (P ))10n |P |
ˆ

Et

Sy1
RÇ10n(x)dx ≲ (1+ÄRT (P ))10n |P |dense(T),

and the proof is complete. □

We can decompose T = Tov ∪N
Ä=1 TlacÄ , where Tov is an overlapping tree and TlacÄ is a

Ä-lacunary tree for each Ä ∈ {1, . . . , N }. For P ∈ P , we set T+
P ,ov := Tov ∩T+

P and T+
P ,lacÄ

:=
TlacÄ ∩T+

P for Ä ∈ {1, . . . , N }. We define

L+
P ,type(x) :=

∑

t∈T+
P ,type

εt + f ,ϕt ,ϑt (x,Ã(x))g (x)1Et ,Ä0
(x), type ∈ {ov,∪ÄlacÄ} , x ∈Rn .

For reasons of space, until the end of the proof we use the local notation

F :=
∑

t∈T+
lacÄo

εt + f ,ϕt ,ϑ̃t .

We shall prove the estimates

∥L+
P ,type∥L∞(P ) ≲ size(T)(1+ÄRT (P ))−49n , type ∈ {ov,∪Ä ̸=Äo lacÄ}(6.4)

∥L+
P ,lacÄo

∥L∞(P ) ≲
1

(1+ÄRT (P ))20n
inf

P
MSF +

size(T)

(1+ÄRT (P ))49n
,(6.5)

where {ϑ̃t : t ∈ T+
lac} ¢ A

30n
t and MS is the strong maximal function. Before doing so let

us show that (6.4) and (6.5) imply (6.3) for ω=+. Indeed, using (6.4) and Lemma 6.15 we
have for type ∈ {ov,∪Ä ̸=Äo lacÄ}

∣∣∣∣∣
∑

P∈P

ˆ

P

L+
P ,type(x)dx

∣∣∣∣∣≲ size(T)dense(T)
∑

P∈P

|P |(1+ÄRT (P ))−39n ≲ size(T)dense(T)|RT|.
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On the other hand, using (6.5) and Lemma 6.15 and the same calculation as in the last
display we get
ˆ

∣∣∣∣∣
∑

P∈P

L+
P ,lacÄo

(x)dx

∣∣∣∣∣≲ size(T)dense(T)|RT|+dense(T)
∑

P∈P

(1+ÄRT (P ))−10n

ˆ

P

MSF .

Observe that
∑

P∈P
P¦100RT

ˆ

P

MSF ≲ |RT|size(T)

by the Cauchy–Schwarz inequality, the boundedness of the strong maximal function on
L2(Rn) and Lemma 6.6. Remembering that scl(RT)⩾ 2scl(P ) we get

∑

P∈P

Pª100RT

1
(1+ÄRT

(P ))10n

ˆ

P

MSF ≲
∑

ℓ⩾2

2−10ℓn
∑

P∈P

ÄRT
(P )≂2ℓ

ˆ

P

MSF

≲
∑

ℓ⩾2

2−10ℓn |2ℓ+2RT|
1
2 |RT|

1
2 size(T)≲ |RT|size(T)

where we also used that ÄRT (P ) ≂ 2ℓ =⇒ P ¦ 2ℓ+2RT in passing to the penultimate ap-
proximate inequality.

Proof of (6.4). Let type ∈ {ov,∪Ä ̸=Äo lacÄ} be fixed. Observe that for fixed x ∈ Rn if, for t , t ′ ∈
T+

P ,type, ϑt (x,Ã(x))1Et ,Ä0
(x) ̸= 0 and ϑt ′(x,Ã(x))1Et ′,Ä0

(x) ̸= 0 then by property (iv) one has
scl(Rt ) = scl(Rt ′). Hence,

∥L+
P ,type∥L∞(P ) ⩽ size(T) sup

x∈P
scl∈2N

∑

t∈T+
P ,type

scl(Rt )=scl

|Rt |
1
2 |ϑt (x,Ã(x))||g (x)|1Et (x).

Define ωt (y , xn) := t−dÇ50n(y/t , xn). For any scl ∈ 2N and fixed Ã,by adaptedness of ϑt (·,Ã)
∑

t∈T+
P ,type

scl(Rt )=scl

|Rt |
1
2 |ϑt (·,Ã)|≲

∑

t∈T+
P ,type

scl(Rt )=scl

Sy∞Rt
Ç50n ≲

∑

t∈T+
P ,type

scl(Rt )=scl

ωscl ∗1Rt ≲ωscl ∗1RT

using that the collection {Rt }scl(Rt )=scl is pairwise disjoint and Rt ¦ RT for all t ∈ T. Because
of the trivial estimate ωscl ∗1RT ≲ 1 it will be enough to consider P such that P ∩3RT =∅;
indeed if P ∩3RT ̸=∅ then ÄRT (P )≲ 1 and the desired estimate follows. So fix such a P and
let cRT denote the center of RT. If x = (y , xn) ∈ P then

ωscl ∗1RT (y , xn)≲
|RT|
scld

(
|xn − cRT |+

|y − cRT |
scl

)−50n

≲
scl(RT)d

scld

(
|xn − cRT |+

|y − cRT |
scl

)−49n (
scl(RT)

scl

)−n

≲ ÄRT,scl (P )−49n

where RT,scl is an axis parallel rectangular parallelepiped centered at cRT with sidelengths
scld ×4. Thus we have proved

∥ωscl ∗1RT∥L∞(P ) ≲
(
1+ÄRT,scl (P )

)−49n
⩽

(
1+ÄRT (P )

)−49n
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since RT,scl ¦ RT. This completes the proof of (6.4) since ∥g∥∞ ⩽ 1.

Proof of (6.5). Remember that ÀT =Πe§n
en = 0 ∈Rd which means that property (v) of §5.2.3

applies for ϑ(·,Ã(·))−ϑ(·,Rd ) where Rd ∈ Gr(d ,n) is regarded as an element of the Grass-
manian. Writing ϑt :=ϑt (·,Rd ) we preliminary split

L+
P ,lac = g




∑

t∈T+
P ,lacÄo

εt + f ,ϕt ,ϑt 1Et ,Ä0
(x)


+ g




∑

t∈T+
P ,lacÄo

εt + f ,ϕt ,[ϑt (·,Ã(·))−ϑt ]1E∩³t ,Äo
(x)




=: g LP ,1 + g LP ,2.

As ∥g∥∞ ⩽ 1 it suffices to prove the required pointwise estimate is satisfied by LP , j , j = 1,2.
We first deal with the term LP ,1. Note that the sets {Qt ,Äo }t∈Tlac,Äo

= {Πe§n
(³t ,Äo )}t∈TlacÄo

are
nested since they all contain ÀT. Furthermore, for a fixed x ∈Rn a term in the sum defining
LP ,1(x) is nonzero if and only if vÃ(x) ∈³t ,Ä0 . We can then conclude that there exist positive
numbers scl(P ) < m(x) ⩽ M(x) such that the condition 1Et ,Ä0

(x) ̸= 0 is satisfied if and only
if m(x)⩽ scl(Rt )⩽ M(x). Letting tRT

:= Sy∞RT
Ç20n we then have for any c > 0

LP ,1(x) = c−1tRT (x)1E (x)
∑

t∈T+
lacÄo

m(x)⩽scl(Rt )⩽M(x)

εt + f ,ϕt ,ϑ̃t (x)

where ϑ̃t := ct−1
RT

ϑt . Note that for a choice of c depending only upon dimension we will

have that {ϑ̃t : t ∈ T+
lacÄo

} ¢ A
30n
t . In order to conclude the desired estimate for LP ,1 we

consider¸ ∈S (Rn) with supp(̧̂) ¦ [−3,3]d×[1/4,4] and ̧̂(À) = 1 for all À ∈ [−2,2]d×[1/2,2].
Then, as supp (ϑ̃t )' ¦ωt , we may write for any B >´> 0

∑

t∈T+
lacÄo

´⩽scl(Rt )⩽B

εt + f ,Æt ,ϑ̃t =
(
¸µn B −¸µn´

)
∗

∑

t∈T+
lacÄo

εt + f ,Æt ,ϑ̃t

for a constant µn > 0, where ¸r (x) := r−dÃ(r−1
Πe§n

x +Πen x) for r > 0 and x ∈Rn . Thus

sup
x∈P

|LP ,1(x)|≲ (1+ÄRT (P ))−20n inf
P

MS




∑

t∈T+
P ,lacÄo

εt + f ,ϕt ,ϑ̃t




as desired.
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We turn to the estimate for LP ,2. We use the fact that scl(t ) ≲ dist(Ã(x),Rd )−1 for t ∈ T

together with (v) of §5.2.3 to estimate for x ∈ P

|LP ,2(x)|⩽ size(T)
∑

t∈T+
P ,lacÄo

|Rt |1/2 |ϑt (x,Ã(x))−ϑt (x)|

≲ size(T)dist(Ã(x),Rd )
∑

scl∈2N

scl≲dist(Ã(x),Rd )−1

scl
∑

t∈T+
P ,lacÄo

scl(Rt )=scl

Sy∞Rt
Ç50n(x)+

+
size(T)

log
(
e +dist(Ã(x),Rd )−1

)
∑

scl∈2N

scl≲dist(Ã(x),Rd )−1

∑

t∈T+
P ,lacÄo

scl(Rt )=scl

Sy∞Rt
Ç50n(x)

≲ size(T)(1+ÄRT (P ))−49n .

This concludes the proof of (6.5) and with that the proof of the tree estimate. □

6.6. The proof of (5.25)-(5.26). Fix a finite collectionP, g ∈ L∞
0 (Rn) with ∥g∥∞ = 1 through-

out this discussion. Also fix a set E ¢ Rn of finite measure. The function dense below
corresponds to this choice of E .

We first prove (5.25). For this, fix f ∈ L∞
0 (Rn) so that the size map is computed with

respect to f . We note that for any collection P we have the apriori bounds

(6.6) dense(P)≲min(1, |E |), size(P)≲ ∥ f ∥∞ =: 2−K ( f )
2 ∥ f ∥2,

the first one being easily verified by checking the definition of dense and the second one
being a consequence of 2. from Lemma 6.6. By consecutive applications of the size lemma,
Lemma 6.13, and the density lemma, Lemma 6.10, and starting from the initial bounds for
dense and size above, we can decompose the collection of tiles P in the form

P=
⋃

k⩾K ( f )

Nk⋃
¿=1

Tk,¿,

size(Tk,¿)⩽ 2− k
2 ∥ f ∥2, dense(Tk,¿)≲min

{
1,2−k |E |

}
,

Nk∑
¿=1

|RTk,¿ |≲ 2k .

(6.7)

Consequently, employing the tree Lemma 6.14 we have for each Ä ∈ {1, . . . , N }

ΛP;Ä( f , g 1E )≲
∑

k⩾K ( f )

Nk∑
¿=1

size(Tk,Ä)dense(Tk,¿)|RTk,¿ |≲ ∥ f ∥2

∑

k∈Z
2

−k
2 min(1,2−k |E |)

Nk∑
¿=1

|RTk,¿ |

≲ ∥ f ∥2|E |
1
2 ,

which is the sought after estimate (5.25).
Turning to (5.26), fix F ¢Rn of finite measure. Accordingly, in what follows, we compute

the size with 1F in place of f . If |F |⩽ |E | the desired estimate (5.26) actually follows from
(5.25), as

ΛP;Ä(1F , g 1E )≲ ∥1F∥2|E |
1
2 = |F |

1
p |F |

1
2−

1
p |E |

1
2 ⩽ |F |

1
p |E |1−

1
p .



48 O. Bakas, F. Di Plinio, I. Parissis & L. Roncal

We can therefore assume that |F | > |E |. Then decomposition (6.7), estimates (6.6) with 1F

in place of f , and the tree lemma imply that for each Ä ∈ {1, . . . , N } we have

ΛP;Ä(1F , g 1E )≲
∑

k∈Z
min(1,2− k

2 |F |
1
2 )min(1,2−k |E |)2k

≲
∑

2k⩾|F |
2− k

2 |F |
1
2 |E |+

∑

|F |>2k⩾|E |
|E |+

∑

2k<|E |
2k ≲ |E |

(
1+ log

|F |
|E |

)
≲ |F |

1
p |E |1−

1
p .

whence (5.26) follows.

7. COMPLEMENTS

7.1. Maximal truncations and differentiation of Besov spaces. Let µ ∈S (Rd ) be a radial
function satisfying

(7.1) suppµ̂¦ B d (1), µ̂(0) = 1, ∥µ∥N := sup
|³|,|´|⩽N

∥x³D´µ∥L∞(Rn ) ⩽Cd .

A few minor tweaks in the proof yield that the maximally truncated version of (1.8)
(7.2)

T ⋆,⋆
m f (x) := sup

Ã∈Gr(d ,n)
sup

Q∈SO(d)
sup
h>0

∣∣∣∣
ˆ

Rn

mÃ(QOÃΠÃÀ)µ̂(hOÃΠÃÀ) f̂ (À)e2Ãi +x,À,dÀ

∣∣∣∣ , x ∈Rn ,

also satisfies the conclusions of Theorem 1.1, under the same assumptions therein, pro-
vided that N in (7.1) is sufficiently large, depending upon dimension. Indeed, reduc-
tions similar to those in Section 5 may be performed, observing that the smooth cutoff
at frequency scale h−1 does not modify adaptedness of wave packets at frequency scales
s−1 ≲ h−1 while erasing the contribution of frequency scales k h−1. This leads, in analogy
with (5.12), to a model sum of type

Λ
⋆

P;Ã,h,Ä,M ( f , g ) =
∑
t∈P

FM [ f ](t )A⋆

Ã,Ä,M [g ](t ),

where the coefficients AÃ,h,Ä,M have been replaced by the modified version

A⋆

Ã,h,Ä,M [g ](t ) := sup
ϑ∈A

M
t

∣∣〈g ,ϑ (·,Ã(·))1³t ,Ä

(
vÃ(·)

)
1[scl(t ),∞)(h(·))

〉∣∣ ,

corresponding to measurable selector functions h : Rn → (0,∞) and Ã : Rn → Gr(d ,n). All
arguments of Section 6 work just as well for the modified coefficients with purely nota-
tional change: details are left to the interested reader.

If mÃ ≡ 1, the maximal operator (7.2) coincides up to a constant factor with the maximal
subspace averaging operator

T ⋆,⋆ f (x) = sup
Ã∈Gr(d ,n)

sup
h>0

∣∣AÃ,h f (x)
∣∣ , AÃ,h f (x) :=

ˆ

Rd

f (x −O−1
Ã t )Dil1

hµ(t )dt , x ∈Rn .

Thus Theorem 1.1 implies the weak (2,2) and strong (p, p), p > 2, bounds for T ⋆,⋆◦P0,
uniformly over µ satisfying (7.1) with N sufficiently large; for example N = 50(d + 1) is
sufficient. Moreover, using scale invariance and the decay of Schwartz tails we can get that
the same boundedness property holds for T ⋆,⋆ if AÃ,h is defined via a Schwartz function
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µ ∈S (Rd ) satisfying
µ̂(0) = 1, ∥µ∥100d ⩽ 1;

namely we can drop the compact Fourier support assumption. We can use these bounds
to conclude Lebesgue differentiation theorems for functions in the nonhomogeneous Be-
sov spaces B s

p,1(Rn), s ⩾ 0, with norm

∥ f ∥B s
p,1(Rn ) := ∥Q0 f ∥Lp (Rn ) +

∑

k⩾0

2ks∥Pk f ∥Lp (Rn ),

where Q0, {Pk : k ⩾ 0} is any fixed smooth nonhomogeneous Littlewood–Paley decompo-
sition. In the case that s ∈ (0,1) we can use an alternative characterization of Besov spaces
in terms of finite differences, as for example in [41], that shows that | f | ∈ B s

p,1 whenever
f ∈ B s

p,1, with a corresponding inequality of the norms, and thus we can conclude that the
rough maximal averages

M⋆,⋆ f (x) = sup
Ã∈Gr(d ,n)

sup
h>0

+| f |,x,Ã,h , + f ,x,Ã,h :=−
ˆ

B n (0,h)∩Ã
f (x −O−1

Ã t )dt , x ∈Rn ,

have the same boundedness properties as T ⋆,⋆.

Theorem 7.1. Let Ã : Rn → Gr(n −1,n) be any measurable function and let 2 ⩽ p <∞. If

f ∈ B 0
p,1(Rn), then

f (x) = lim
h→0+

AÃ(x),h f (x) a.e. x ∈Rn ,

whenever AÃ,h is defined via a bump function with µ̂(0) = 1 and ∥µ∥100n ⩽ 1. Moreover, if

f ∈ B s
p,1 for some s > 0 then

f (x) = lim
h→0+

+ f ,x,Ã,h a.e. x ∈Rn .

Proof. By the comments preceding the statement of the theorem it suffices to consider the
case s = 0. By assumption, for each ε> 0 fixed there exists k = k(ε)⩾ 0 so that

∑

k>k(ε)

∥Pk f ∥p < ε.

Let g =Q0 f +
∑k(ε)

k=0 Pk f . Note that g ∈C∞(Rn)∩L2(Rn) and that

∥T ⋆,⋆( f − g )∥p,∞ ≲
∑

k⩾k(ε)

∥T ⋆,⋆Pk f ∥p,∞ ≲
∑

k⩾k(ε)

∥Pk f ∥p < ε

by an application of the uniform weak-Lp (Rn) estimate for T ⋆,⋆Pk . The remaining part
of the argument is totally analogous to that of the proof of the Lebesgue differentiation
theorem using the Hardy–Littlewood maximal theorem and is therefore omitted. □

The results of Theorem 7.1 recover a corresponding result from [33] for Besov spaces
B s

p,1 with s > 0 and d = 1; see also [2, 35]. The codimension n −d = 1 results as well as the
results for zero smoothness appear to be new.

7.2. Remarks on the bi-parameter problem. In this paragraph, d is no longer necessarily
equal to n −1 and we go back to considering values 1 ⩽ d < n. The rotated codimension
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n−d singular integral (1.2), (1.6) may be naturally generalized to the bi-parameter version

T f (x;Ã,Q,P ) =
ˆ

Rn

m(QOÃΠÃÀ,POÃΠÃ§À) f̂ (À)e2Ãi +x,À,dÀ

associated to a bi-parameter Hörmander–Mihlin multiplier m = m(¸,·) onRn =Rd·Rn−d ,
that is, satisfying the estimates

sup
0⩽|³|,|´|⩽A

sup
À∈Rd

sup
·∈Rn−d

|¸||³||·||´|
∣∣∣D³

¸ D
´

·
m(¸,·)

∣∣∣<∞

and parametrized by Q ∈ SO(d),P ∈ SO(n−d) and Ã ∈ Gr(d ,n) or equivalently Ã§ ∈ Gr(n−
d ,n). By arguments analogous to those in Section 3 for the removal of the SO(d),SO(n−d)
invariances and finite splitting, the study of the corresponding maximal operator may be
reduced to estimates for

T ⋆ f (x) = sup
Ã∈Σ

|T f (x,Ã)|, T f (x,Ã) :=
ˆ

Rn

m(OÃÀ) f̂ (À)e2Ãi +x,À,dÀ, x ∈Rn

where Σ ¢ Gr(d ,n) is a small 2−9ε-neighborhood of Rd . When acting on band-limited
functions, the maximal operator T ⋆ may be further reduced, up to Lp -bounded differ-
ences, to the sum of a codimension n −d and a codimension d maximal singular integral
operator. More specifically, let {Γ j : j =−1,0,1} be a partition of unity on the sphere Sn−1

subordinated to the covering

Γ−1 := {À ∈Sn−1 : |ΠRdÀ| > 1−2ε},

Γ0 := {À ∈Sn−1 : ε< |ΠRdÀ| < 1−ε},

Γ1 := {À ∈Sn−1 : |ΠRdÀ| < 2ε}.

and Pcn, j , j =−1,0,1 be the corresponding smooth conical Fourier cutoff to Γ j . In analogy
to what was done in (5.4), the splitting

T ⋆ ◦P0 f ⩽
∑

j=−1,0,1
T ⋆[P0Pcn, j f ]

may be performed. As the singularities along Ã,Ã§ sit away from the support of P0Pcn,0 f

when Ã ∈ Σ, T ⋆[P0Pcn,0 f ] may be easily controlled by the strong maximal function. Fur-
thermore, when Ã ∈ Σ |ΠÃ§À| ∼ |À| ∼ 1 on the support of P0Pcn,−1 while |ΠÃÀ| ∼ |À| ∼ 1 on
the support of P0Pcn,1. A discretization procedure similar to that of Subsection 5.4 then
shows that e.g. T ⋆[P0Pcn,−1 f ] lies in the convex hull of the model operators

T f (x) =
∑
t∈P

+ f ,ϕt ,Èt (x,Ã(x))1[
a

scl(t ) , b
scl(t )

](dist(Ã(x),Ã(t ))

for suitable constants b > a k 1, P is a collection of tiles t whose spatial localization is a
parallelepiped with d sides oriented along the subspace Ã(t ) of sidelength scl(t ) k 1 and
n −d short sides of sidelength 1 along Ã(t )§. Also, for a fixed dyadic value of scl(t ) = scl,
Ã(t ) varies within a ∼ scl−1 net in Gr(d ,n) and for each fixed Ã the spatial localizations
of the tiles t ∈ P with Ã(t ) = Ã tile Rn . The model for T ⋆[P0Pcn,1 f ] is analogous, up to
exchanging Gr(d ,n).
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When n = 2,d = 1, then T ⋆ ◦ [P0Pcn,±1] are thus completely symmetric and both may
be handled with the methods of Section 6. When either d or n − d are greater than 1,
the corresponding model sums are substantially harder. One essential reason is that their
scope includes Nikodym maximal averaging operators along subspaces of codimension k

larger than one, whose critical exponent, conjectured to be p = k +1, is above L2: see [17]
for more details on this conjecture.
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