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Abstract

Coronal holes are recognized as the primary sources of heliospheric open magnetic flux (OMF). However, a
noticeable gap exists between in situ measured OMF and that derived from remote-sensing observations of the
Sun. In this study, we investigate the OMF evolution and its connection to solar structures throughout 2014, with
special emphasis on the period from September to October, where a sudden and significant OMF increase was
reported. By deriving the OMF evolution at 1au, modeling it at the source surface, and analyzing solar
photospheric data, we provide a comprehensive analysis of the observed phenomenon. First, we establish a strong
correlation between the OMF increase and the solar magnetic field derived from a potential-field source-surface
model (ccpearson = 0.94). Moreover, we find a good correlation between the OMF and the open flux derived from
solar coronal holes (cCpearson = 0.88), although the coronal holes only contain 14%—32% of the Sun’s total open
flux. However, we note that while the OMF evolution correlates with coronal hole open flux, there is no correlation
with the coronal hole area evolution (cCpearson = 0.0). The temporal increase in OMF correlates with the vanishing
remnant magnetic field at the southern pole, caused by poleward flux circulations from the decay of numerous
active regions months earlier. Additionally, our analysis suggests a potential link between the OMF enhancement
and the concurrent emergence of the largest active region in solar cycle 24. In conclusion, our study provides
insights into the strong increase in OMF observed during 2014 September—October.

Unified Astronomy Thesaurus concepts: Solar magnetic fields (1503); Solar physics (1476); Heliosphere (711)

1. Introduction

The Sun continuously releases magnetized plasma into
heliospheric space, which is commonly known as the solar
wind. The outflowing solar wind plays a key role by shaping
the heliospheric medium and providing the ambient structure in
which solar transients, such as coronal mass ejections (CMEs),
propagate (see review by Temmer 2021, and references
therein). The solar wind can be roughly differentiated into
two populations, slow and fast solar winds.

The sources of the slow wind are still strongly debated (see
Viall & Borovsky 2020 for open questions about solar wind
sources). One class of theories argues that the slow wind
predominantly arises quasi-statically from regions of large
expansion factor at the boundaries of coronal holes, while other
theories argue that it arises primarily from interchange
reconnection (see Abbo et al. 2016, and references therein).
This includes reconnection on top of closed loops, separatrix
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structures, or interchange reconnection. Regions where these
processes may occur are manifold, such as photospheric
magnetic field with a web-like network (“S-web”; Antiochos
et al. 2011), quiet-Sun regions (Fisk et al. 1998), smaller
equatorial coronal holes (Bale et al. 2019; Stansby et al. 2020),
coronal hole boundaries (Wang & Sheeley 1990; Owens et al.
2018; Macneil et al. 2020), edges of active regions (Sakao et al.
2007; Doschek et al. 2008; Harra et al. 2008), and coronal- and
pseudo-streamers (Ofman 2004; Riley & Luhmann 2012).
The fast wind is believed to originate in the core of the
regions where the open solar magnetic field is rooted, along
which the plasma is accelerated into the heliospheric space.
These large-scale regions are often observed as regions of
reduced emission EUV and X-ray (on-disk), white-light (off-
limb) or as bright structures in He 110830 A (see, e. g.,
Bohlin 1977; Hofmeister et al. 2017; Heinemann et al.
2019a). The prevalence of coronal holes aligns with the solar
activity cycle, where large coronal holes cover the poles in
times of low solar activity and smaller equatorial coronal holes
are seen during solar maximum (Cranmer 2009; Hewins et al.
2020). Although equatorial coronal holes can be found during
solar minimum, in contrast to solar maximum they are found to
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feature more diffuse and fragmented boundaries (“patchy”
coronal holes; Heinemann et al. 2020; Samara et al. 2022).
Being regions intrinsically linked to regions of open field,
coronal holes are expected to be the primary source of the
heliospheric open flux throughout the solar cycle.

Recent studies have revealed a significant discrepancy
between the heliospheric open magnetic flux (OMF) derived
from remote sensing (typically through potential field model-
ing) and the heliospheric OMF measured in the heliosphere at
1 au, which is known as the “open flux problem” (Wang &
Sheeley 1995; Wang et al. 2000; Linker et al. 2017; Wallace
et al. 2019). Linker et al. (2017) found a difference of more
than a factor 2, and Linker et al. (2021) suggested multiple
sources of uncertainty in the determination of the open flux.
However, even when considering the uncertainties, the missing
open flux cannot be accounted for. And despite the persistent
discrepancy, the trend between the in situ measured helio-
spheric and the open flux based on remote-sensing observations
seems to be roughly correlated. Yoshida et al. (2023) suggested
that the change in open solar flux is related to the evolution and
interaction between the dipole and the nondipole components
of the global field. Arge et al. (2024) proposed that active
regions located near the boundaries of midlatitude coronal
holes could be a possible source of the missing open flux. By
considering active regions in close proximity to coronal holes
as an additional source of open flux, their results show good
agreement over 27 yr of data with the in situ measured OMF.
However, the missing flux has yet to be definitively
accounted for.

The evolution of the OMF seems to roughly follow the solar
cycle (Owens & Forsyth 2013). Even when using improved
and sophisticated algorithms to calculate the best estimate of
the OMF, it yields results that raise questions about certain
changes in the OMF profile that seem not to match the global
solar surface structure evolution. Frost et al. (2022) derived the
evolution of the OMF including uncertainty estimates, from
1995 to 2021, and identified a sudden increase in heliospheric
OMF around 2014 September—October. They find that within a
few solar rotations the OMF at 1 au increased by over a factor
of 2. This large, rapid change in OMF is a useful marker that
may be exploited to connect and understand the temporal
variations in photospheric, coronal, and interplanetary magn-
etic fields.

In this study, we aim to trace the sudden enhancement of the
OMF back to its solar origin in order to uncover its source. We
derive the OMF evolution at 1au, and compare that to the
modeled one at the source surface and at the solar photosphere
using coronal hole observations. In addition, we examine the
dynamic evolution of the solar magnetic field in 2014 in
relation to emergence and decay of solar coronal holes and
active regions. Thereby, we aim to shed light on solar processes
that enable the opening of a large amount of magnetic flux in a
short period of time relative to that of solar cycles.

2. Methods

To derive the evolution of the OMF and its source, we
investigate the magnetic field structure of the Sun by
combining different techniques and data products at various
heliocentric distances.

Heinemann et al.

Table 1
CHMAP Extraction Parameters
Parameter Caplan et al. (2016) This Study
logio(1) log;o(1)
Seeding threshold 0.95 1.05
Outer threshold 1.35 1.50

2.1. Coronal Holes

Assuming that the majority of the open flux originates in
solar coronal holes, our primary focus is to accurately
determine the area and associated magnetic flux of all coronal
holes from 2014 June to December. To observe the full 360° of
the Sun, we make use of the optimal positioning of the Solar
TErrestrial RElations Observatories (STEREOs; Kaiser et al.
2008) and the Solar Dynamics Observatory (SDO; Pesnell et al.
2012), whose combined field of view covers nearly the full Sun
during the time period of interest. For this, we use the Coronal
Hole Mapping and Analysis Pipeline (CHMAP) open-source
Python software package'®’. 195 A filtergrams from the
Extreme UltraViolet Imager (Wuelser et al. 2004) on board
STEREO-A(head) and B(ehind) and 193 A filtergrams from the
Atmospheric Imaging Assembly (Lemen et al. 2012) on board
SDO are integrated in CHMAP into a single, synchronic
Carrington map including automated coronal hole detections.
To ensure their high quality, the individual images from each
spacecraft are deconvolved, corrected for limb brightening and
cross-calibrated. After the images from different instruments
are cross-calibrated, the coronal hole detection algorithm is
applied. An iterative, kernel-based two-threshold scheme is
used, where one (lower-) intensity threshold is employed for
seeding the coronal holes and a second (higher-) intensity
threshold for defining the boundaries (Caplan et al. 2016). The
original detection parameters in Caplan et al. (2016) were
manually chosen primarily based on visual inspection and
comparison to the EUV data for the period of 2012-2014. For
this study, we used an updated and improved set of parameters
to minimize the underdetection of coronal holes, at the expense
of sometimes including filament channels. The extraction
parameters were updated based on visual inspection and
comparison to reliable coronal hole extractions of individual
coronal holes (using CATCH; Heinemann et al. 2019a). As the
filament channels have nearly balanced flux, these over-
detections contribute very little to the open flux estimate (see
Table 1). The seeds are then iteratively grown until the kernel
and/or upper threshold are met at all coronal hole edges. The
coronal hole detection is performed on individual full-disk
images and only interpolated to Carrington maps (4096 x 2048
pixels) afterwards. This results in one map for each timestamp
and each instrument. Using a minimum-intensity merge Caplan
et al. (2023) procedure, we combine these maps into single
synchronic maps. Lastly, the map resolution was reduced by
integration to 1080 x 540 pixels, and then further binned to a
1° resolution, matching that used in the magnetic field maps.
An example is shown in Figure 1, top panel.

2.2. Surface Open Flux

As the STEREO spacecraft do not provide magnetic field
remote observations, we must rely on time-dependent

13 http://github.com/predsci/CHMAP
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Figure 1. State of the Sun on 2014 September 19, as viewed from different
perspectives. From top to bottom: CHMAP EUV chart with the corresponding
coronal hole traction overlaid in yellow, HMI pole-filled daily synoptic chart,
HMI-ADAPT magnetogram, and FARM magnetogram.

observations obtained solely along the Earth—Sun line to derive
the magnetic field over the entire surface. To include the
uncertainties in the magnetic field observations due to
calibration and the “aging effect” (Heinemann et al. 2021),
we make use of three different magnetograms. First, we use
magnetograms from the Helioseismic and Magnetic Imager
(HMI; Schou et al. 2012) combined to the standard data
product hmi.mrdailysynframe_polfil_720s avail-
able via the Joint Science Operations Center (J SOC).14 Second,
for compensating (up to some extent) for the evolution of solar
magnetic fields during one solar rotation, we use HMI magnetic
field data assembled by the Air Force data assimilative
photospheric flux transport (ADAPT) model (see, e.g., Arge
et al. 2013; Hickmann et al. 2015; Barnes et al. 2023). Note
that the flux-scaling method used by these ADAPT maps
(Bscale = 1.86576) was factored out so that the magnetic field
values are consistent with the other magnetograms used. Lastly,
we use magnetograms from the combined surface flux transport
and helioseismic Far-side Active Region Model (FARM; Yang
et al. 2024) that features far-side active regions detected by
helioseismic holography (Yang et al. 2023), which are then
added to an HMI-based surface flux transport model (derived

' hitp: / /jsoc.stanford.edu/
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from Baumann 2005) to give a more temporally accurate
representation of the solar surface magnetic field. Examples of
these maps are shown in the lower panels in Figure (1). All
three magnetogram data products were used at a 1 day cadence
to match the time cadence of the coronal hole extractions. By
binning to a 1° resolution and coalignment of the magnetic
maps and the coronal hole observation, the coronal hole
boundaries can be projected to the photosphere, thus allowing
one to compute the signed magnetic field density (B.,) and to
extract the signed magnetic flux ($.,). For each day, the total
coronal hole flux is computed as

Qo = Z|®Cﬂ,i|, (D

with i subscripting every coronal hole at a given time. Note that
no radial scaling to 1 au is required for comparison with the
total OMF derived from in situ observations as the radial field
magnitude decreases by r—2 for an ideal Parker spiral and the
area, respectively, increases by .

2.3. Source-surface Open Flux

The OMF was calculated using a potential-field source-
surface (PFSS) magnetic field model (Altschuler & New-
kirk 1969) based on a finite-difference scheme. It solves a
discrete Laplace equation for the scalar potential by employing
a staggered representation for the magnetic field. This ensures
that the magnetic field has exactly (to floating-point accuracy)
zero divergence and curl in the discrete representation. In
addition, the input magnetogram is exactly reproduced by the
model. We note that, as shown in Caplan et al. (2021), open
flux calculations from PFSS models are nearly resolution
independent, allowing us to use the 1° map resolution reliably.
Early studies (e.g., Altschuler & Newkirk 1969; Hoek-
sema 1984) suggested that an optimal source surface is placed
around Ry = 2.5 R, which has since become recognized as the
standard height. However, it is generally acknowledged that a
fixed source-surface height does not always yield reliable
results but may need to be modified according to the coronal
configuration. McGregor et al. (2008) varied their source-
surface height between 2.0 and 2.6R,, and Asvestari et al.
(2019) used 1.4-3.2 R;. This probes the coronal range in which
the source surface still opens a significant amount of closed
loops (lower boundary) and only opens large-scale open flux
concentrations (upper boundary). Our six source-surface
heights were chosen to map this parameter domain. However,
Asvestari et al. (2019) showed that the agreement between
observed coronal hole areas and PFSS open field is strongly
dependent on the choice of the source-surface height for
individual coronal holes. Per definition, a lower source-surface
height leads to an increase in the modeled open flux. To
account for this, we calculate the model flux using all three
different magnetograms and employing six different source-
surface heights set at R, =[1.6, 1.9, 2.2, 2.5, 2.8, 3.1] R, to
constrain the derived open flux at very low and very high
source-surface heights. Thus, for every model realization we
compute the open flux at the source surface as

Pprss, R = Y |Prjl, 2

J

where |®g_ ;| denotes every pixel at a given source surface. To
easily demonstrate the trend over time, we derive a single time
series computed from the mean flux from the six derived fluxes
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with the upper and lower boundaries constrained by the highest
and lowest source surface (Ri, = 1.6 and 3.1 R, respectively):

3

1
LSS g 3)
6r"16

Pprss =
Even though we calculate an average of the PFSS curves for
the open flux that covers the full range of commonly used
source-surface values, it can be used to derive trends but might
not be reliable for individual events. For such events, the
specific results should be examined.

2.4. Heliospheric Open Flux

From magnetic field data taken by the Ulysses spacecraft,
Suess et al. (1996) and Suess & Smith (1996) showed that the
magnitude of heliospheric magnetic field (|B,|) is independent
of latitude. With this assumption, the longitudinal coverage can
be obtained by integrating the in situ measured total magnetic
field over one solar rotation, and further the total OMF can be
calculated as ®qpr=47R*(|B,|), where R is the respective
solar distance of the observations and (|B,|) the 27 days
average. However, this method has uncertainties related to the
time resolution over which the modulus is computed. It affects
how effectively small-scale inversions in B, flux (also called
“folded flux”) are averaged out (Owens et al. 2017). Choosing
the averaging interval to be too short will lead to the inclusion
of locally inverted B, structures at 1 au which are not present at
the source surface. Too long of an averaging interval will
cancel B, across the heliospheric current sheet and hence
remove B, structures at 1 au which are present at the source
surface. In practice, this optimum time averaging will vary,
particularly over the solar cycle. Instead, we use the
suprathermal electron strahl to determine whether magnetic
flux connects directly to the source surface, or whether it is
locally inverted (Owens et al. 2017).

The OMF is derived from in situ measurements obtained by
the Advanced Composition Explorer (ACE; Stone et al. 1998)
and Wind (Acuia et al. 1995) as stated by Frost et al. (2022).
Magnetic Field Monitor (Smith et al. 1998) data are utilized to
determine the orientation of the heliospheric magnetic field,
while electron data from the Solar Wind Electron, Proton, and
Alpha Monitor (McComas et al. 1998) are used. For Wind, data
from the Magnetic Field Investigation (Lepping et al. 1995)
and the 3DP Plasma Analyzer (Lin et al. 1995) are utilized.
Detection of the strahl involves automatic identification of an
increase in electron flux at 0° or 180° pitch angle, exceeding
50% of the background flux (determined as the flux at 90° pitch
angle) in the 292 eV energy channel. If neither enhancement is
present, it indicates the absence of the strahl (sometimes
referred to as a heat flux dropout). In cases where both 0 and
180 strahl are detected, the interval is classified as counter-
streaming (indicative of closed flux in the heliosphere) if the
strahl fluxes are within a factor of 2 of each other. Otherwise, if
one strahl flux exceeds twice the other, the strahl direction is
determined by the highest flux. These criteria were established
by comparing with previous counterstreaming and heat flux
dropout occurrence rates reported in studies conducted visually
(Gosling et al. 1992; Skoug et al. 2000; Pagel et al. 2005;
Anderson et al. 2012). Uncertainties are determined through
cross-comparison between ACE and Wind data, as well as data
gap analysis. They are computed as a percentage interpolation
of the 90% confidence intervals provided in Frost et al. (2022)

Heinemann et al.
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Figure 2. Estimated OMF from in situ measurements for 2014. Panel (a) shows
the contributions of source-surface-connected (blue) and locally inverted flux
(orange). In panel (b) the contributions of ambient solar wind (SW; blue), CME
sheath region (green), and CME magnetic flux rope (red) are shown. Panel (c)
details the part of the OMF that is connected to the Sun and has no CME
contribution (Popmp; teal) as well as the contribution from “extra” flux (i.e.,
locally inverted and CME flux; red).

to our data set, aiming to establish a lower bound of the
uncertainty. Over our time period, this uncertainty amounts to
approximately £5%.

Frost et al. (2022) used this method to separate the calculated
open flux into source-surface-connected (Pgs) and non-source-
surface-connected (Pynss) flux. Topologies are estimated by
combining the strahl and heliospheric magnetic field directions,
and a direct source-surface connection is assumed if the strahl
is (locally) moving antisunward, while an inverted interplantary
magnetic field is indicated when the strahl is (locally) moving
sunward. The non-source-surface-connected flux encompasses
structures like large-scale magnetic field kinks (Kahler et al.
1996; Crooker et al. 2004), and small-scale structures like
“switchbacks” (e.g., Dudok de Wit et al. 2020; Squire et al.
2020) and waves/turbulent eddies. For 2014, we find that on
average 22% of the estimated flux is not connected to the Sun,
with the contribution varying between 6% and 40% (see
Figure 2(a)). As CMEs erupt in dynamic processes from the
Sun, which are not captured in the magnetograms, and
moreover might still be rooted at the Sun while propagating
in heliospheric space, we want to exclude their contribution
from the open flux calculation. We use the catalog for
interplanetary coronal mass ejections (ICMEs) by Richardson



THE ASTROPHYSICAL JOURNAL, 965:151 (10pp), 2024 April 20

and Cane (Richardson & Cane 2010) to identify sheath regions
and magnetic flux ropes. The magnetic flux rope intervals are
removed and replaced with the 27 days average of the
respective rotation. The same was done for the sheath region
of the CME. The contributions of the different structures, i.e.,
ambient solar wind, compressed solar wind (sheath), and CME
flux rope, to the calculated OMF are shown in Figure (2(b)).
For the year of interest, 2014, we find that CMEs contribute up
to 38% of the estimated flux and 9% on average. Respectively,
the sheath regions contribute up to 14% and on average 3.5%.
Temmer et al. (2021) showed that CME sheath regions are
primarily made up of piled-up solar wind (see also Kilpua et al.
2017; Owens 2018) and, following this, we do not remove the
contribution of the sheath region to the OMF.

By separating the different components of the derived OMF,
we isolate the source-surface-connected contribution excluding
the contribution from ICMEs, denoted as ®ope (shown in
Figure 2(c), teal curve). The locally inverted (i.e., non-source-
surface-connected) and ICME-related contribution varies
between 8% and 57%, and on average makes up 29% of the
OMF in the 2014 time period. This immediately allows us to
conclude that the strong rise around September—October cannot
be explained by such “extra” contributions.

To evaluate whether the values derived for the year 2014 are
representative in comparison to a longer time range, we extend
the OMF calculations to the time period 1995-2022 covering
solar cycles 23 and 24. We find that, on average, over these
27yr 26% of the OMF is not connected to the Sun. This
contribution varies between 3% and 57%. The magnetic
structure of CMEs makes up 7% but can contribute up to
56%. During the 1999-2003 solar maximum, CMEs con-
tributed up to 56% and on average 14%, and the following
2012-2016 maximum shows a lower contribution, with up to
38% and 9% on average. In contrast, during times of low solar
activity, the average contribution of CMEs to the OMF is
significantly lower, at a value of 5%. In summary, we find that
the non-source-surface-connected and CME-related contribu-
tions vary between 5% and 77%, and on average make up 31%
of the OMF. This total percentual contribution of “extra” flux is
more or less constant and does not vary significantly with
activity, but the intrinsic variation can be relatively high.

3. Results

We analyzed the evolution of the solar magnetic field in
2014 to unravel the source of the steep increase in OMF around
September—October of the same year. By combining multiple
data and processing techniques, we obtained the following
results.

3.1. Timelines

In Figure 3, we present the OMF, detected coronal hole areas,
open flux derived from the coronal holes, open flux derived
using PFSS modeling, total unsigned flux from the used
magnetograms, and the hemispheric sunspot numbers (Source:
WDC-SILSO, Royal Observatory of Belgium, Brussels; SILSO
World Data Center 1995-2022). We focus on the relevant time
period between June, where the OMF has its minimum in
2014 (irrespective of the method of estimation), and December,
which is after the peak in the OMF. The computed magnetic
flux profiles using the various magnetograms agree well and
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Figure 3. Evolution of the solar magnetic flux and related properties in 2014.
Panel (a) shows the OMF, with the “extra” non-source-surface flux marked as
the red shaded area. Panels (b) and (c¢) show the coronal hole area and the
corresponding projected total open (signed) flux, respectively. In panel (d) the
average PFSS calculated total open flux (from six source-surface heights) is
given followed by panel (e), which shows the total unsigned magnetogram flux
relative to the yearly mean. Lastly, in panel (f) the daily hemispheric sunspot
number is presented with the monthly sunspot number overlaid. Panels (c)—(e)
show the results as function of magnetogram used (red, HMI; blue, ADAPT;
green, FARM). The vertical dashed black lines highlight the first emergence
and the subsequent rotation into Earth’s field of view of the largest active
region in solar cycle 24 on around September 22 and October 18, respectively.
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Figure 4. Open flux from different sources as function of time. The in situ
calculated heliospheric open flux is shown in green. The average PFSS open
flux calculated from the three different magnetograms and six source-surface
heights is shown in red. The shaded area shows the uncertainty range, where
the upper and lower boundaries are the flux calculated with Ry, = 3.1 and 1.5,
respectively. The average open flux calculated from coronal hole observation
overlaid on the three magnetograms is shown in blue, with the standard
deviation between these three showing the uncertainty range due to different
magnetograms (blue shaded area).

demonstrate the following behavior. In the OMF, we find a slow
rising trend between June and September from 4 to 5 x 10
Wb, followed by a rise to 10 x 10'* Wb within less than 2
months (Figure 3(a)). In Figure 3(b), the CHMAP coronal hole
area as a function of time is shown. Before September, we find
that the area rises from around 7 to 10 x 10"' km? from June to
mid July, thereafter remaining mostly constant around 8 to
9 % 10'"km? before eventually slowly decreasing to around
7 x 10" km? in December. The variation in the coronal hole
area is not correlated with the rise in the OMF (ccpegrson = 0.00
Clos4, = [ —0.14, 0.14]) between June and October. However, it
should be noted that the total coronal hole area was found to be
dependent on resolution (Caplan et al. 2021), which may alter
the correlation. When considering the coronal hole open flux
instead (Figure 3(c)), we find a continuous rise in open flux
between 6 x 10> Wb in June to up to 2x 10" Wb in
November. The rise is much more continuous than the sudden
jump in the OMF (although correlated ccpearson = 0.88
Closq, = [0.85, 0.91]) and coincides with the continuous growth
of a large southern near-polar coronal hole whose signed flux
increased by a factor of 3—4 from ~3 x 10"* Wb to ~1.1 x 10"
Wb in the same time period. This coronal hole contains up to
50% of the open flux originating from the observed coronal
holes.

Figure 3(d) shows the total source-surface open flux as
calculated using a PFSS model. Although the average values
(mean of the previously mentioned six different source-surface
solutions; see Equation (3)) are about a factor of 2 lower than
the OMF (see Linker et al. 2017, for information on the open
flux problem), the temporal evolution shows a well-correlated
trend (¢Cpearson = 0.94 Clgsq, = [0.92, 0.95]) with the OMF. We
find a slow rise between June and September from 2.5 to
3.5 x 10" Wb, followed by a jump to 5 x 10'* Wb within a
month. In Figure 4, we show that even when lowering the
source-surface height in the model to an extremely low 1.5 R,
(Asvestari et al. 2019), the OMF magnitude can barely be
explained. Figure 3(e) shows the total unsigned magnetic flux
of the synoptic magnetograms. Note that the total unsigned
magnetic flux is highly dependent on resolution, and thus
calculated for the same resolution and plotted relative to its
mean value over the time period. We find that the total
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unsigned magnetic field increases continuously from July to
October by roughly 20%, before rapidly increasing by another
20%-25% at the beginning of October. This trend is strongly
correlated with the open flux calculated from the PFSS model
(cCpearson = 0.94 Clys4, = [0.93, 0.96]) as well as from coronal
holes (cCpearson = 0.88 Clgsq, =[0.85, 0.91]). The correlation
with the OMF is also high (ccpearson = 0.87 Closq, = [0.84,
0.90]). Lastly, in Figure 3(f) the hemispheric sunspot number
shows an increase in activity at the beginning of 2014, while an
overall decrease is observed during the September—October
period in 2014. This is seemingly in contrast to the fact that the
largest active region in solar cycle 24 emerged around
September 2014. Additionally, we note a slight time lag of
2-3 days between the in-situ-measured and remote-sensing-
observed OMFs. However, this does not significantly impact
the correlation coefficient in this study.

The onset of the steep rise in the OMF coincides with the
first appearance of the largest active region observed in solar
cycle 24 (NOAA identifier number 12192) on September 22 in
the southern hemisphere, which significantly grew until it
rotated into Earth’s field of view one rotation later on October
18. The second appearance coincides with the large jump in
magnetic flux observed in the open flux calculated from
coronal holes, from the PFSS model as well as with the
unsigned total magnetic flux calculated from the magnetograms
(Figures 3(a)—(e)). During its disk passage on October 18-30,
there is only one eruptive event and CME reported from that
active region, which happened on October 24 (see Thalmann
et al. 2015).

In Figure 4, the OMF over time calculated from the coronal
holes, the PFSS model, and in situ observations is shown.
There is a large difference in magnitude between the results,
however the general trend seems to agree even though the onset
and following strength of the rise varies. Regardless, all three
results show a plateau-like maximum starting from mid-
October. Note that the OMF is calculated within 27 days
intervals and, as a result, the observed 27 days periodicity is
introduced through the utilization of a rolling window.
Interestingly, and in contrast to the general understanding of
the origin of the open flux, we find that the contribution of open
flux that has its origin in coronal holes is only 14%-32% of the
open flux measured in the heliosphere and 26%-55% of the
average open flux derived from PFSS (further depending on
source-surface height). The PFSS derived open flux is about
60% (between 36% and 76%) of the in situ measured one (in
agreement with Linker et al. 2017).

3.2. Complexity of Solar Evolution

In the previous section, we explored how the Sun’s global
magnetic field properties evolved over time. Changes in the
spatial distribution of the photospheric field, however, may not
be discerned by reducing the state down to a single value. To
evaluate the possible role of such spatial changes, Figure 5
shows the longitudinal mean magnetic field from daily HMI
charts as a function of time. Below 30° Ilatitude
(sin(A3p,) = 0.5) strong magnetic fields associated with active
regions are visible. In the southern hemisphere, starting around
April-May, a poleward motion of negative-polarity flux can be
observed. This poleward motion of flux seems to be in the
order of—if not slightly faster than—the meridional surface
flows (Liang et al. 2018; meridional flow profile derived from
helioseismology that takes inflows around active regions into
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Figure 5. Longitudinally averaged magnetic field from daily HMI charts as a function of time. Each column on the time axis represents the longitudinal mean as
function of latitude. The black dashed line represents a plasma or flux parcel moving polewards due to solar meridional flows.

account). The southern polar field still features a positive
remnant field from the previous cycle, crowned by an
accumulation of negative flux, which observationally coincides
with a large, near-polar coronal hole. Due to the opposite-
polarity flux migration to the pole and the associated increase in
flux of the coronal hole, the remnant polar field decreases and
seems to vanish around September—October. This is in good
temporal agreement with the jump in the measured OMF. Note
that the observed polar fields are notoriously unreliable due to
the large line-of-sight projections. The southern polar magnetic
field (defined as the mean field from latitudes < —60°) is
increasing in magnitude from ~ —0.1 G in June to > —1G in
December. The temporal evolution is correlated with the
evolution of the OMF (ccpearson = 0.84 Closq, = [0.79, 0.88])
during this time period. The northern pole shows no significant
change in magnetic field density.

The poleward motion of the remnant magnetic field from
decaying active regions is also in agreement with the observed
hemispheric sunspot number (Figure 6). Around 2014 January,
a large disparity between the southern and northern hemi-
spheric sunspot number can be observed, with the former
exceeding the latter by nearly 90, or more than a factor 3. This
strong asymmetry then decreases along with the total sunspot
number, which indicates that a lot of active regions in the
southern hemisphere decayed during that time. This is also
observed in EUV (not shown here).

4. Discussion and Summary

In this study, we showed that the sudden rise in OMF is
correlated with the evolution of the open flux calculated and
modeled from remote-sensing observations. It temporally
coincides with the decay of the remnant polarity in the
southern hemisphere and the consequent increase in the OMF
of the southern polar coronal hole. Yoshida et al. (2023) found
that the peak in the OMF is synchronous with a sudden
enhancement of equatorial dipole flux derived from a PFSS
extrapolation model, which is in agreement with decaying
active regions moving polewards.

The southern active region with NOAA number 12192 was
the largest active region observed in solar cycle 24 and the
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Figure 6. Excess hemispheric sunspot number over time for 2012-2016.

source of six X-class flares and more than 20 M-class flares in
October 2014 (Sarkar & Srivastava 2018). Of the X-class
flares, four were found to be confined (Thalmann et al. 2015;
Baumgartner et al. 2018). From its first appearance in
September, it grew in size over 6 times to its appearance at
the next solar rotation (Sarkar et al. 2018), which coincides
with the largest jump in the observed OMF as well as in the
flux derived from remote-sensing observations. The emergence
of this active region seemed to have caused additional flux to
open. Figure 7 shows the changes in the open magnetic field
structure between October 23, when the active region was at its
largest and in the center of Earth’s field of view, and two
rotations prior, when the active region had not yet emerged.
Although there was no significant reconfiguration of the open
field structure, an additional 41% of the open field area was
observed, which increased the flux by over 50%. This is
concurrent with a 25% increase in the total unsigned
magnetogram flux in just two solar rotations (for the given
HMI magnetogram at a resolution of 180 x 360 pixels and a
source-surface height of Rgg =2.1 Rp).

Note that magnetograms are subject to scaling and
intercalibration to account for differences in observation
technique, resolution, sensitivity, Stokes inversion, and
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Figure 7. HMI synoptic charts from August 30 and October 22 with open field
footpoints overlaid. The PFSS calculations were done at a resolution of
180 x 360 pixels, at a source-surface height of Rgs =2.1 R, and the field
lines were traced to a lower boundary of R = 1.03 R..

processing of the available data. For example, correction
factors of Bgyeae = 1.866 and B, = 1.35 are used for HMI-
ADAPT (depending on the time period and input data) to
minimize offsets between different ADAPT maps. Pietarila
et al. (2013) discovered a scaling factor between Vector
Spectro-Magnetograph data from the Synoptic Optical Long-
term Investigations of the Sun, and HMI magnetograms might
be a nonlinear function of magnetic flux density, with values
ranging from approximately 1 in regions of low magnetic flux
density to about 1.5 in regions of high magnetic flux density.
Therefore, the magnitudes of the magnetic flux calculated from
remote-sensing observations (e.g., coronal hole flux or PFSS
flux in this study) are subject to considerable uncertainty that is
challenging to assess. However, examining the ratios and
trends can offer valuable insights into the evolution of the
interplanetary magnetic field structure and its sources. Wang
et al. (2022b) attributes most of the missing open flux to the
systematic underestimation of the observed magnetogram flux,
contending that addressing this issue correctly can explain the
open flux problem.

Our results of the open flux derived from PFSS, coronal
holes, and in situ measurements confirm the long-standing open
flux problem (Linker et al. 2017). Notably, in deviation from
the prevailing notion regarding the source of open flux, our
findings reveal that the open flux originating from coronal
holes accounts for just 14%—32% of the total open flux detected
within the heliosphere and 26%-55% of the open flux derived
from PFSS. This aligns with the following simple theoretical
deliberations: Considering that the average magnetic field
density or field strength of a coronal hole amounts to 3G
(Bohlin & Sheeley 1978; Obridko & Shelting 1989;
Belenko 2001), then coronal holes have to cover more than
50% of the solar surface to produce the observed 1 x 10'> Wb
of open flux. However, large coronal holes (that according to
the prevailing notion should contain the majority of the flux)
usually have a lower magnetic field density of around 2.5 G
(Heinemann et al. 2019b; Hofmeister et al. 2019), which means
that more than two-thirds of the Sun would need to be covered
by coronal holes to explain the observed open flux. Please
note that we treat polar coronal holes based on the statistics
derived from nonpolar coronal holes, potentially overlooking
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differences in their magnetic field density distribution.
Furthermore, this argument overlooks the potential existence
of small-scale coronal holes in proximity to active regions,
where field strengths exceeding 20 G could be present but
might be obscured by the complexity of the active corona (as
suggested by Wang & Ko 2019). It appears that the presented
results, along with the theoretical argument, suggest that the
underdetection of what are traditionally referred to as coronal
holes cannot resolve the discrepancy between the open flux
observed from coronal holes and that derived from a PFSS
model.

There is strong evidence that solar activity evolves
differently in the northern and southern hemispheres (Temmer
et al. 2002; Hathaway 2015; Lockwood et al. 2017) and that the
coupling between the photosphere and the corona also varies
over the 22 yr magnetic cycle (Wheatland & Litvinenko 2001).
This is supported by the findings that strong flare activity on
average is delayed during odd-numbered cycles with respect to
the relative sunspot number (Temmer et al. 2003). The
Gnevyshev gap, observed in sunspot number records during
the solar cycle maximum, signals the magnetic field reversal
and appears to happen separately in both hemispheres (Temmer
et al. 2006). Janardhan et al. (2018) found that the global
magnetic field reversal process was completed only in 2014
November for solar cycle 24 (which is also the peak of the open
flux in our study), when the northern hemisphere had finished
its final reversal. Wang et al. (2022a) point out that a significant
portion of the OMF might come from low-latitude regions
relating to magnetic field that stays open in the wake of CMEs
(see also Luhmann et al. 1998). Likewise, a lag in the open flux
with an even—odd cyclic behavior was reported by Owens
et al. (2021).

Based on our results, we can attribute the large jump in
heliospheric OMF around 2014 September—October, where it
increased by over a factor of two within less than two months
from 5x 10" Wb to 10 x 10'* Wb, to an interaction of
different factors, which can be summarized as follows:

1. The strong increase in the OMF is well correlated with the
PFSS-modeled magnetic field on the Sun (ccpegrson = 0.94
Clysq, = [0.92, 0.95]) and the open flux derived from solar
coronal holes (ccpearson = 0.88 Clgsq, =[0.85, 0.91]).
While the flux associated with coronal holes is well
correlated, their total area is not.

2. A large coronal hole near the southern pole was found,
whose open flux increased by a factor of 3—4 and that
contains up to 50% of the total open flux derived from
coronal holes on the Sun. This finding suggests a
potential link between the coronal hole and the observed
increase in OMF, although further investigation is
required to establish a conclusive relationship.

3. Temporally, the sudden rise in OMF coincides with the
disappearance of the remnant magnetic field at the
southern pole, attributed to poleward flux circulations
induced by the decay of a substantial number of active
regions in the southern hemisphere a few months earlier.
This temporal coincidence implies a connection between
the decay of active regions and the subsequent increase
in OMF.

4. Lastly, we find that the strong jump in the OMF may be
related to the concurrent emergence of the largest active
region of solar cycle 24, which had its greatest extension
in October 2014.
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On the short (i.e., subsolar cycle) timescales considered in this
study, the OMFs estimated from in situ observations and
photospheric extrapolations are highly correlated, though there
is a systematic offset in the magnitudes (see also Linker et al.
2017). It has previously been shown that on longer timescales
(i.e., cycle-to-cycle variations), this correlation breaks down
(Wallace et al. 2019; Frost et al. 2022), possibly due to the
systematic offset having a time-varying component. This
suggests the presence of two distinct, decoupled sources of
OMF, each operating on different timescales. Furthermore, a
significant portion of this disparity may be attributed to the
source regions of the “missing” open flux, which is unlikely to
originate from the centers of observed coronal holes. Thus, to
gain a comprehensive understanding of the Sun’s magnetic
structure and the heliosphere, additional efforts aimed at
solving the open flux problem are imperative.
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