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Abstract

We present a report of recent progress on the topic of understanding solar coronal mass ejection (CME) onset from both modeling
and observational viewpoints, as carried out from 2019 to the present by the NASA Living with a Star Focused Science Topic team on
“Understanding the Onset of Major Solar Eruptions.” Following the typical Focused Science Topic paradigm, a number of research
groups were selected and joined together to tackle this problem. The work being carried out by this team explores the role of topology
and of helicity transport in creating an environment favorable to CME eruption and in then providing the energy required for CME
onset. The team investigated CME energization and initiation via photospheric shearing, via flux rope formation, and via magnetic flux
emergence. This article will highlight recent progress made by six American research groups working in these areas. We do not intend to
present an exhaustive review of these topics, but rather summarize the ideas from these research groups regarding ongoing and upcoming
challenges to the questions of how, when, and why coronal mass ejections erupt from the sun.
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1. Introduction

Understanding the onset of coronal mass ejections is a
critical aspect of research necessary for understanding the
Sun’s effect on Earth’s space weather. To tackle this chal-
lenging problem, NASA’s Living with a Star program
put together a Focused Science Topic (FST) team on
“Understanding the Onset of Major Solar Eruptions” for
the years 2019-2022. The observational expertise of this
FST team covered photospheric magnetic field observa-
tions and analyses (Liu team), the use of these analyses
to infer coronal magnetic topology (Barnes team), and
the use of remote sensing analyses to infer properties of
erupting CMEs (Lynch team). These teams were paired
with modeling teams who studied the energization of the
corona via photospheric data driving (Fan team), dynami-
cal flux emergence (Linton team), and imposed photo-
spheric shearing (Antiochos team and Lynch team) to
investigate CME onset mechanisms. This article presents
the research context in which these CME initiation investi-
gations were undertaken by the team, presents highlights of
the research performed on these topics by this team, and
concludes with a brief discussion of the outstanding ques-
tions which remain for CME research, and recommenda-
tions the team offers for advancing this research. This
article does not attempt to provide a complete review of
the work of the community leading up to this project, as
several excellent reviews of the state-of-the-art have
recently been published on the topics of CME and flare
onset, for example: (Chen, 2011; Green et al., 2018;
Patsourakos et al., 2020).

This article is meant to contribute to a series of
COSPAR Space Weather Roadmap special issues. The
goal of first of these special issues, “Tier 1: Science
Research and Applications,” is to assess and increase mod-
eling capabilities in space weather. The goal of the second
of these special issues, “Tier 2: Achievements and Goals,”
is to present overviews of the state-of-the-art, advance-
ments, and gaps in understanding of space weather. This
article is intended to contribute to the Tier 2 special issue.
For reviews of the state of the art and of outlooks for
future progress in CME eruption forecasting and in under-
standing CME propagation through the heliosphere, the
reader is pointed to the companion articles in Tier 2:
(Georgoulis et al., 2023 and Temmer et al., 2023),
respectively.

1.1. Summary of team research results

In Section 2, the Liu team describes a method to
improve the vector magnetic field data and an analysis to
understand change of magnetic field from major flares in

active regions. An intrinsic problem in observed vector
magnetic field, the direction (180°) ambiguity in the trans-
verse field, is proposed to be solved with several model-
dependent algorithms (e.g., Metcalf et al., 2006). While suc-
cessful, sometimes the solution of the disambiguation is
inconsistent with time, leading to sudden change of the
field direction in certain areas from one frame to the next,
which is likely incorrect. A new technique is discussed in
this section that has been developed to solve this direction
flip problem. The section also reports an analysis of 15
CME-associated X-class flares that reveals decreases in
helicity and energy fluxes after the flares occur. The
decreases are linked to changes of magnetic and velocity
fields from the eruptions. Characterizing the changes and
the process of buildup of the helicity and energy in these
flares provide useful data that help understand solar
eruptions.

In Section 3, the Barnes team describes the impact on
coronal models of the choice of surface flux transport
model used to generate the global photospheric magnetic
field map used as a boundary condition. The section
demonstrates that the model assumptions and implementa-
tion can make a significant difference in the predicted loca-
tions of the footpoints of open magnetic flux, in the speed
and polarity of the background solar wind, and in what
null points are present in the coronal magnetic field. The
sensitivity of each of these measures varies with the solar
cycle, largely due to the way in which each is impacted
by the polar fields, although large, transient differences also
result from the assimilation of a new active region. This
demonstrates the importance of how the global boundary
map is constructed when modeling coronal mass ejections.

In Section 4, the Fan team describes a boundary data-
driven magnetohydrodynamic (MHD) simulation of the
2011-02-15 CME event of Active Region 11158. The simu-
lation is driven at the lower boundary with an electric field
derived based on the normal magnetic field and the vertical
electric current measured from the HMI vector magne-
tograms. The simulation shows the build-up of a pre-
eruption coronal magnetic field with free magnetic energy
close to that obtained from the nonlinear force-free field
extrapolation just before the onset of the observed X-
class flare, and the development of multiple eruptions.
The sheared/twisted field lines show morphology in good
qualitative agreement with the brightening loops of the
SDO/AIA hot channel images. These agreements suggest
that the derived electric field is a promising way to drive
MHD simulations to establish the force-free pre-eruption
coronal field based on the observed vertical electric current
and to model its subsequent dynamic loss of equilibrium.

In Section 5, the Linton team reviews the role of flux
emergence in energizing and initiating coronal mass ejec-
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tions, from both an observational and a numerical point of
view. This section then focuses on numerical investigations
performed by the team of CME initiation due to the emer-
gence of magnetic flux into the corona. The first series of
experiments focuses on convection zone to corona simula-
tions wherein a buoyant convection zone flux rope emerges
into a pre-existing coronal potential magnetic arcade.
Depending on the relative orientations of the two flux sys-
tems, the interaction either generates an erupting breakout
flux rope which rises high into the simulation domain, or it
generates a stable flux rope which settles into an equilib-
rium low in the domain. The second series of experiments
focuses on the emergence of flux, imposed at the photo-
sphere via electric field boundary driving conditions, into
an energized flux rope and arcade system in the corona.
In this case, both the relative orientation of the two flux
systems and the horizontal distance between the two were
investigated. The results showed that both the orientation
and distance are critical factors in determining whether
an eruption will occur for this setup. Both series of exper-
iments therefore elucidate the key factors which dictate
eruptive behavior, and give key insights into what types
of observed solar flux emergence configurations should be
monitored for their potential eruptive behavior.

The Antiochos team (Section 6) focused on the role of
magnetic reconnection in the onset of solar eruptions.
Reconnection is widely believed to be the fundamental pro-
cess underlying a large fraction of solar activity (e.g. Pontin
and Priest, 2022). Eruptions exhibit multiple phases, and
both observational evidence and theoretical considerations
indicate that reconnection may play a key role in each of
them. The Antiochos team investigated how reconnection
across ubiquitous small-scale coronal current sheets trans-
ports magnetic twist toward large-scale polarity inversion
lines via the process of helicity condensation, and imple-
mented a subgrid-scale physical model called STITCH that
streamlines this process in computational studies (Sec-
tion 6.1). The efficient STITCH model was fully validated
against far more intensive, first-principles numerical simu-
lations of helicity condensation (Section 6.2). This new
approach was used to calculate and understand the detailed
evolution of the large-scale shear field (also known as the
reconnection guide field) in a simulation of filament-
channel life cycle from formation through eruption (Sec-
tion 6.3). In addition, the Antiochos team collaborated
with the Lynch team (Section 7) on a separate study of
an observed mid-latitude filament eruption (Section 7.1).
The conclusions of the team’s efforts are summarized in
Section 6.4.

In Section 7, the Lynch team presents several observa-
tional and numerical modeling studies of the larger-scale
magnetic reconnection processes associated with CMEs’
initiation in the solar corona and their evolution through
the inner heliosphere. Magnetic reconnection plays a fun-
damental role in the physical processes responsible for
the origin and evolution of CMEs. Because magnetic flux
and magnetic helicity are conserved—even during recon-
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nection—these quantities are of vital importance to the
study of CMEs in the corona and heliosphere (e.g.
Heyvaerts and Priest, 1984; Berger, 1984; Démoulin
et al., 2016). First, Section 7.1 summarizes the Lynch
et al., 2021 simulation and analysis of the development of
eruptive flare reconnection responsible for the eruption of
a mid-latitude filament and the resulting CME. Second,
Section 7.2 presents the (Palmerio et al., 2021a and Pal
et al., 2022) observational studies of the eruption and evo-
lution of a streamer blowout CME seen by Parker Solar
Probe, where magnetic reconnection facilitates a multi-
stage, sympathetic eruption sequence and is also responsi-
ble for the subsequent erosion of the CME’s magnetic flux
content during its interaction with the heliospheric current
sheet and surrounding solar wind structures. And finally,
Section 7.3 reviews the (Lynch et al., 2022) analysis of
the application of in situ cylindrical flux rope models for
CMESs’ coherent magnetic structure to an MHD simulation
of a global, streamer-blowout CME in order to evaluate
their suitability for quantitative analysis of CME magnetic
flux content in current and future Parker Solar Probe
observation of CMEs in the » < 30R,, extended corona.
In Section 8, outstanding questions in the field of CME/
flare onset are discussed and several recommendations for
advancing research into this topic going forward are made.
In particular, the questions “Why is understanding erup-
tion onset important?”, “What key information are we still
missing?”, and “How do we make progress?” are discussed.

2. Observed magnetic evolution and X-class flares (Liu team)

Vector magnetograms — maps of the magnetic field vec-
tor at the solar photosphere — provide crucial information
for understanding many aspects of solar activity, including
flares and CMBEs, the structure of filaments/prominences
that can erupt to form CMEs, mechanisms of coronal heat-
ing, and dynamo processes. Magnetic forces (J x B) drive
flares and CMEs, in the process releasing energy stored
in coronal electric currents. Because vector field measure-
ments can be used to identify areas with significant electric
currents (by applying Ampere’s law or Gauss’s separation
method [see, e.g., Gaul}, 1839; Olsen et al., 2010; Schuck
et al., 2022]), magnetograms are key inputs for both obser-
vational studies and modeling of the eruption process.
Applications include coronal magnetic field extrapolations,
discussed in Section 2.2 below, and estimation of photo-
spheric velocity and electric fields, derived from observed
magnetic evolution (e.g., Schuck, 2008; Kazachenko
et al., 2015). These velocity fields can be used to estimate
the flux of magnetic energy (the Poynting flux) and mag-
netic helicity across the photosphere, which is critical to
understand the development of eruptive structures and
the energy they store. Data-driven coronal models, like
those discussed in Section 4, depend on these magnetic
inputs for both coronal initial conditions (inferred by
extrapolation) and time-dependent boundary conditions
(velocity or electric fields; e.g., Lumme et al., 2019).
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For these purposes, high-duty-cycle polarimetric obser-
vations by the Helioseismic and Magnetic Imager (HMI,
Scherrer et al., 2012; Schou et al., 2012 aboard the Solar
Dynamics Observatory (SDO; Pesnell et al., 2012) are used
to produce vector magnetograms at a regular cadence. For
details about HMI’s vector magnetogram reduction pipe-
line, see Hoeksema et al. (2014) and Bobra et al. (2014).

This section focuses on two topics related to sequences
of observed photospheric vector magnetic fields: Section 2.1
focuses on improving the accuracy of inferred vector mag-
netic fields by reducing temporal inconsistencies in fields’
directions; and Section 2.2 focuses on exploring the evolu-
tion in the fluxes of magnetic energy and helicity around
the times of solar eruptions.

2.1. Fluctuations in transverse-field azimuths

Polarimetric measurements, by themselves, only deter-
mine the line along which the field transverse to the obser-
ver’s line of sight runs, but not this transverse field’s
direction. The transverse-field vector, By, is therefore sub-
ject to a fundamental, 180° ambiguity in direction. Several
techniques for resolving this ambiguity have been devel-
oped, and the HMI pipeline uses a “‘simulated annealing”
algorithm that minimizes a functional involving the electric
current density (see Section 5 of Hoeksema et al., 2014 for
details). As of this writing, the pipeline resolves 180° ambi-
guities separately for each map, independent of the resolu-
tion for maps that are adjacent in time. As shown in the
top-left panel of Fig. 1, however, there is evidence that
ambiguities between some frames are inconsistent — i.e.,
there is an excess of changes in azimuth near 180° in
strong-field pixels, defined here to have |Bros| >250 G,
where By os denotes the component of magnetic field along
the observer’s line of sight. The data shown are from a 32-h
series of SHARP magnetograms (Hocksema et al., 2014;
Bobra et al., 2014) for AR 11158, between 2011-02-13
12:00 UT and 2011-02-15 08:00 UT.

Three facts about large-angle azimuth changes should
be noted. First (and foremost!), the integrated excess pop-
ulation in the near-180° wings (about 20 kpix) is less than
1% of pixels with |BLos| >250 G (about 4 x 10° pix) — that
is, the ambiguity resolution algorithm is consistent in time
in more than 99% of cases. Occasionally, however, azi-
muths within areas of order (10 x 10) pixels can exhibit
spurious, frame-to-frame flips (see, e.g., Figure5 in
Welsch et al., 2013 and related discussion). Second, these
frequently spurious large-angle flips can occur in strong-
field pixels: as shown in the top-right panel of Fig. 1, the
population of pixels with |Bros| >250 G (blue line) has
transverse field strengths well separated from the noise in
|Bus|- As shown in the bottom-left panel of Fig. 1, the bulk
of the population of pixels with both |BLos| >250 G and
large frame-to-frame flips (|A¢| > 120°) have field
strengths over 150 G (dashed vertical line). Third, in
lower-confidence pixels, HMI’s vector-field pipeline can in-
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Fig. 1. Top left: Histograms of changes in azimuth between pairs of
successive magnetograms from AR 11158 for all pixels (black), strong-
field pixels (|BLos| >250 G) from the HMI pipeline (red), and strong-field
pixels after applying a “filtering” approach (blue, Welsch et al., 2013). In
strong-field pixels, a clear excess of near-180° fluctuations can be seen,
which is partly ameliorated by the filtering. The 120° threshold above
which the filtering was applied can also clearly be seen. Top right:
Distributions of |By| in all pixels (black) and pixels for which |Byos| >250
G (blue). Bottom left: Distributions of |Bys| in pixels with |Bros| >250 G
that exhibited large changes (JA¢| > 120°) in azimuth. Bottom right:
Histograms of azimuth changes in: pixels with |B| > 250G (black); pixels
with |B| > 250G after filtering with a linear-weight threshold to reduce the
jump at 120° (red); and in pixels with |B| > 250G with filtering applied
twice, which removes jumps in azimuth larger than 120° with extreme
prejudice (blue).

tentionally randomize the choice of azimuth derived from
different methods, which could produce the observed excess
in large-angle azimuth changes. Details about ambiguity
determination are discussed by Bobra et al. (2014), partic-
ularly in tables A.5 and A.6 of their Appendices. However,
the criteria for intentional randomization, which mostly
deal with weak-field pixels, are irrelevant for almost all of
the strong-field pixels analyzed here.

Resolving inconsistent inferences of azimuth is crucial
for employing vector magnetic field observations for the
applications described at the start of this section. Spurious
changes in transverse fields undermine the accuracy of
inferred physical quantities derived from a given measure-
ment of (B,.,B(th,), such as the electric currents used in
extrapolations and the apparent magnetic evolution used
to infer photospheric velocities and electric fields. Even
when measurements in some pixels are rated as low-
confidence (i.e., in weak-field regions), care must still be
taken in assigning transverse-field directions, because ran-
dom variations in their directions can impact the perfor-
mance of large-scale models, which require input
information at all points at their boundaries.

Observations suggest that fields in many strongly mag-
netized regions exhibit persistence: they tend to be stable
on timescales longer than HMI’s nominal, 12-min vector
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magnetogram cadence. Also, because any ambiguity reso-
lution algorithm is imperfect, at least some variations in
transverse-field directions between successive maps will be
unphysical. These considerations motivate incorporating
persistence into resolution of 180° ambiguities.

Welsch et al. (2013) implemented a sequential procedure
that changes large-angle, transient (back-and-forth) flips in
azimuth to minimize azimuth variations in time. Steps used
were: (1) identify each pixel with “large” change in azi-
muth, A¢, from the previous frame; (2) for each
large-|A¢p| pixel, compute the average of changes in azi-
muths with and without flipping each pixel’s azimuth,
A, and Adomp (respectively), taken over the following
and preceding two steps (so four intervals total), and (3)
flip those pixels for which

|A_¢’ﬂip| < |Mnoﬂip|- (1)

For the “filtered” azimuth changes shown in the top-left
panel of Fig. 1, a threshold of |A¢| > 120° was used to
define large flips. To improve upon the approach from
Welsch et al. (2013), we have implemented two changes.
First, to reduce the “turn-on” jump due to the threshold
at 120°, we applied a linear weighting coefficient, w(A¢),
to the right-hand side of the inequality in Eq. (1) above,
with

_|Ag] - 120°

w(Ag) = 1;80° — 120°° (2)

This weighting smoothly “turns on” the azimuth flipping,
increasing the likelihood that a pixel’s azimuth will be
flipped as |A¢| approaches 180°. The effect of using this
weighting is shown in the red curve in the lower-right panel
of Fig. 1, which lacks any jump at 120°. Second, we deter-
mined that the azimuth filtering procedure was not idem-
potent — that is, applying it a second time yields a
different result than applying it just once. The blue curve
in the lower-right panel of Fig. 1 shows the result of apply-
ing it twice. This second application eliminates the excess in
azimuth changes beyond 120°. Defining “strong fields” in
terms of |B| instead of |Biog| did not qualitatively change
our results, nor did basing the definition of large changes
in direction in terms of AB, where B is the local unit vector
along B, instead of A¢.

Further characterization of this and related methods to
reduce unrealistic changes in azimuths is underway. One
promising approach, still being developed and tested, is
iterative: azimuths are flipped to optimize temporal consis-
tency throughout fixed-length data series. In contrast with
the sequential approach to impose persistence developed by
Welsch et al. (2013) and updated as above, the iterative
technique is a simultaneous optimization.

2.2. Changes in magnetic helicity & energy in X-class flares

Flares and CMEs are powered by the release of free
magnetic energy that is stored in the corona, in the form
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of electric currents. This energy is injected into the corona
from the solar interior, both via emergence of current-
carrying magnetic flux and near-surface flows acting on
already emerged fields (e.g., shearing and twisting
motions). The nature of energy input that is most relevant
for flare/ CME onset, however, is unclear, as are the rela-
tive timings of energy input and release. The presence of
magnetic helicity in the corona is associated with the build
up of free magnetic energy there (see, e.g., Heyvaerts and
Priest, 1984; Berger, 1984), but its role in the genesis of
CMEs remains unclear (but see, e.g., Low, 2001; Low,
2002 for related discussion).

Recently these questions have been intensively investi-
gated and discussed (e.g., Valori et al., 2016; Thalmann
et al., 2021; Green et al., 2022). We have systematically
analyzed photospheric magnetic evolution around the time
of 15 X-class flares, produced by 11 active regions (ARs),
each of which produced a CME. Here, we focus on the
photospheric fluxes of magnetic energy and helicity. A
comprehensive analysis on evolution of helicity and energy
in the ARs during flares is reported in Liu et al. (2023).

2.2.1. Sample & data

From the set of all X-class flares from 2010 to 2017 with
available HMI observations, we chose to study 11 ARs that
produced X-class flares associated with CMEs (eruptive
flares). These ARs and associated flares are listed in
Table 1. We exclude confined flares (with which no CMEs
have been associated) from the analysis here, because helic-
ity changes from such flares might not be substantial. A
study including both eruptive and confined flares is pre-
sented in Liu et al. (20230. We analyzed HMI vector mag-
netograms with 720-s cadence and 1” resolution (pixel
width ~ 350 km at disk center).

2.2.2. Calculation of helicity and energy fluxes
The flux of relative magnetic helicity across a surface S
is expressed by Berger (1984),

dH

dt

=2 / (A, -B)V.,dS -2 / (A, V.,)B.dS, (3)
N N N

where: A,, is the vector potential of the potential field B,; B,
and B,, denote the observed tangential and normal mag-
netic fields, respectively; and V,, and V,, are the tangential
and normal components of velocity V., the velocity per-
pendicular to the magnetic field. The integral runs over
the surface imaged in the magnetogram. Assuming the
Coulomb gauge, the vector potential A, for the potential
field on the photosphere is uniquely determined by the
observed photospheric normal magnetic field via Berger
(1997) and Berger and Ruzmaikin (2000):

VXA, -i=B, V-A,=0, A, -A=0. (4)

Similarly, the magnetic energy (Poynting) flux can be
calculated by
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Table 1

CME-producing X-class flares studied, from ARs within 50° of central meridian from May 2010 through 2017.
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FLARE Start

Peak

End

2011-02-15T01:44:00
2011-09-06T22:12:00
2011-09-07T22:32:00
2012-03-07T00:02:00
2012-03-07T01:05:00
2012-07-12T15:37:00
2013-11-05T22:07:00
2013-11-08T04:20:00
2013-11-10T05:08:00
2014-03-29T17:35:00
2014-09-10T17:21:00
2014-11-07T16:53:00
2014-12-20T00:11:00
2015-03-11T16:11:00
2017-09-06T11:53:00

2011-02-15T01:56:00
2011-09-06T22:20:00
2011-09-07T22:38:00
2012-03-07T00:24:00
2012-03-07T01:14:00
2012-07-12T16:49:00
2013-11-05T22:12:00
2013-11-08T04:26:00
2013-11-10T05:14:00
2014-03-29T17:48:00
2014-09-10T17:45:00
2014-11-07T17:26:00
2014-12-20T00:28:00
2015-03-11T16:22:00
2017-09-06T12:02:00

2011-02-15T02:06:00
2011-09-06T22:24:00
2011-09-07T22:44:00
2012-03-07T00:40:00
2012-03-07T01:23:00
2012-07-12T17:30:00
2013-11-05T22:15:00
2013-11-08T04:29:00
2013-11-10T05:18:00
2014-03-29T17:54:00
2014-09-10T18:20:00
2014-11-07T17:34:00
2014-12-20T00:55:00
2015-03-11T16:29:00
2017-09-06T12:10:00

Flare AR Position
X2.2 11158 S21W28
X2.1 11283 NI14W18
X1.8 11283 N14W18
X5.4 11429 NI17E27
X1.3 11429 N17E26
X1.4 11520 S15W01
X33 11890 S09E36

X1.1 11890 S09W20
XI1.1 11890 S09W30
X1.0 12017 NI11W32
X1.6 12158 NI12E29
X1.6 12205 N15E33
X1.8 12242 S18W29
X2.1 12297 S16E13

X9.3 12673 SO09W38

Magnetic Flux (e22 Mx)

15 02/16 02/17

02/13 02/14 02/15 02/16 02/17

Helicity flux (e38 Mx*/s)

0.0f ,M

02/13 02/14 02/15 02/16 02/17
Time (mm/dd year=2011)

Fig. 2. Temporal profiles of unsigned magnetic flux (top), energy flux
(middle), and helicity flux (bottom) in AR 11158 from 2011 February 13—
17, smoothed with one-hour running average. Vertical blue lines denote
the start time of an X-class flare at 01:56 UT, 2011 February 15. 1o errors
are shown at representative data points.

dE 1 1
= =— [ B?V,,dS—— B, -V,,)B,dS. 5
ar 4n/5 VL 475/3( - Vi) (5)

The vector velocity field in the photosphere is derived from
the Differential Affine Velocity Estimator for Vector Mag-

netograms (DAVE4VM; Schuck, 2008) which is applied to
the time-series deprojected, registered vector magnetic field
data. The window size used in DAVE4VM is 19 pixels, and
velocities are inferred from AB, from differencing magne-
tograms +720s from the measurement of B, i.e., At =
1440s = 24 min.

2.2.3. Change of helicity and energy fluxes in X-class flares

To illustrate the nature of the energy and helicity fluxes
that we typically find, we show some example time series
from NOAA AR 11158 from February 13 to 17, 2011 in
Fig. 2, which shows temporal profiles of unsigned magnetic
flux (top), energy flux (middle), and helicity flux (bottom)
during this interval. A one-hour running average was
applied to the helicity and energy fluxes. The blue vertical
lines denote the start time of an X2.2 flare that was associ-
ated with a CME. The increase of magnetic flux in the top
panel indicates that flux emergence was ongoing in AR
11158 during this interval. The injection rates of helicity
and energy through the photosphere appear to be lower
in the hours after the flare than in the several hours preced-
ing it. Also, there appears to be a significant decrease in the
helicity injection rate associated with the flare, although
other large and sudden changes in helicity flux can be seen
in the series.

The energy and helicity fluxes for AR 11158 exhibit
large fluctuations, a property common among ARs in our
sample. To discover evolutionary patterns typical in events
in our sample, we employ superposed epoch (SPE) analy-
sis: we first shift each AR’s sequence of flux estimates in
time to a common epoch, with all flare start times aligned
to t = 0, the “key time.” We then superpose all ARs’ fluxes
by averaging them. Fig. 3 shows the shifted-and-averaged
unsigned helicity flux (top) and energy flux (bottom). Both
helicity and energy fluxes decrease substantially after the
events, followed by a recovery.

The decreases in helicity and energy fluxes after eruptive
X-class flares must be related to changes in the magnetic
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Fig. 3. Superposed Epoch analysis (SPE) plots for unsigned helicity flux
(top) and energy flux (bottom) for all the events listed in Table 1 (15
eruptive X-class flares): each black curve is an average for all events in our
sample, with each event’s time series shifted to move its flare start time to
zero (the “key time”), denoted by the vertical blue line on each plot. No
running averaging has been applied to the fluxes. 1o errors are shown.

and velocity fields upon which these fluxes depend. Indeed,
it has been shown that the horizontal field in flare areas
increases substantially after major flares (e.g. Wang and
Liu, 2010; Sun et al., 2012a). Changes in velocities associ-
ated with large flares have also been reported (Deng
et al., 2006). To understand how these changes impact
helicity and energy fluxes, we analyzed the histograms of
pixel counts in the 2-variable phase space of magnetic field
strength and total velocity that participated in eruptive
flares.

As a first step, we produced a so-called flare mask for
each event, to isolate areas associated with the flare. Erup-
tive ARs, especially complex ones, often contain substan-
tial flux that does not erupt, and connects to other
polarities within the AR, to neighboring ARs, or to remote
areas on the Sun. Because random changes from such irrel-
evant flux systems could conceal the variations associated
with flares that interest us, we restrict our study of changes
in B and v as much as possible to areas of flaring fields. To
do so, we selected areas to include in our flare masks by
visual inspection of both maps of the squashing factor Q
(Titov, 2007; Titov et al., 2011) and the observed locations
of flare arcades and ribbons. Details about procedures used
to generate flare masks are discussed by Liu et al. (2017). In
most cases, this provides a good proxy for the area contain-
ing erupting flux. In each flare mask, we set the selected
area to unity and remaining areas to zero.

We then applied each flare mask to maps of the pre- and
post-flare magnetic and velocity fields for all events. In the
left panel of Fig. 4, we show the pre-flare histograms of the
log of pixel counts in the 2-variable phase space of mag-
netic field strength and total velocity before the flares. In
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Fig. 4. Left: Two-dimensional histogram of pixel counts (in log) in the
two-variable phase space of magnetic field strength and total velocity
before the flares; Right: difference of histograms of the log of pixel counts
before and after flares (difference = log(pixel count),s., - log(pixel
count),e,re-) for all the erupted events. Only the pixels in the flare masks
are included.

the right, we show histograms of differences in pixel counts,
i.e., log(post-flare counts) - log(pre-flare counts), in the
same, 2-variable space. In the right panel, red indicates that
more pixels occupy a given part of this space, blue indicates
that fewer do. These distributions show that, after flares,
we see clear increases in strong-field pixels with relatively
low |V| (red features near 3000 G and 0.2 km s~ ') and
decreases in moderate-strength pixels with moderate speeds
(blue features near 2000 G and 0.4 km s™'). An increase in
weak-field pixels with large |V| can also be seen. Because
stronger fields suppress convection more effectively than
weaker ones (e.g., Berger et al.,, 1998; Welsch et al.,
2012), it is plausible that the increases in horizontal field
strengths that occur in strong flares shifted pixels from
the central blue patches to the strong-field red patches. This
change in magnetic fields and velocity fields could be
responsible for the decreases in the fluxes of helicity and
energy that we observe after eruptive X-class flares.

2.3. Summary of improvements in photospheric magnetic
vector estimation & characterization of CME-related
magnetic evolution

Disambiguation of the transverse magnetic field vector’s
direction is a key step in producing reliable photospheric
magnetic field data for studies of solar eruptions. Such
studies rely upon accurate determination of horizontal
and radial magnetic field components, both to study the
structure and evolution of the photospheric field itself
and to model the structure of the coronal magnetic field
and its evolution. By incorporating the assumption of per-
sistence into inference of transverse-field azimuths, we can
improve the robustness of inputs for such studies.

Time series of photospheric vector magnetic field mea-
surements enable estimation of the fluxes of magnetic
energy and helicity across the photosphere. Superposed
epoch analysis of these fluxes around the times of 15
CME-productive, X-class flares reveal eruption-induced
decreases in helicity and energy fluxes after eruptive flares
occur. These decreases are linked to changes in photo-
spheric magnetic and velocity fields associated with flares.
We continue to investigate the nature of these changes.
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3. The implications of different surface flux transport models
for CME modeling (Barnes Team)

Modeling of CMEs, particularly their propagation
through the heliosphere, typically requires at least a global
map of the photospheric or low coronal radial magnetic
field. For example, Wang et al. (2022), published in Tier
1 of this special issue, makes extensive use of potential field
source surface models of the corona and heliosphere, which
are based on such radial field maps, to investigate how this
global field deflects the trajectory of erupting CMEs. A
wide variety of other models (see Mackay and Yeates,
2012 for an overview), ranging from nonlinear force-free
field approaches (e.g., Wiegelmann, 2007; Amari et al.,
2013) through magnetofrictional methods (e.g., Cheung
and DeRosa, 2012) to full MHD simulations (e.g., Mikic¢
et al., 1999; Gombosi et al., 2018; Perri et al., 2022) also
rely on these global maps, or in some cases integrate the
generation of the global map into the coronal model (van
Ballegooijen et al., 2000; Mackay and van Ballegooijen,
2006), making them critical for understanding and predict-
ing space weather phenomena.

Observations of the photospheric field are only routinely
available for the Earth-facing hemisphere of the Sun, and
can be less reliable towards the solar limb. Thus, it is gen-
erally necessary to model the evolution of the photospheric
magnetic field on the areas of the Sun where no reliable
observations are made. A variety of surface flux transport
(SFT) models have been developed for this purpose,
including the Air Force Data Assimilative Photospheric
Flux Transport (ADAPT; Arge et al., 2010; Arge et al.,
2013; Hickmann et al., 2015) model and the SFT model
distributed with the pfss package available through
SolarSoft (SSW-PFSS; Schrijver, 2001). These models dif-
fer in the meridional flow profiles used to advect flux,
and in the treatment of how supergranulation/convection
disperses the flux. The ADAPT model typically produces
twelve realizations, corresponding to different possible evo-
lution of the field due to the supergranulation. These real-
izations differ in the random selection of the supergranule
locations. These different realizations make it possible to
evaluate the impact of differences in the SFT model
assumptions and implementation from the selection of a
particular realization of the small scale processes.

To evaluate the impact of the different SFT models, pre-
dictions from the Wang-Sheeley-Arge (WSA; Arge and
Pizzo, 2000; Arge et al., 2003; Arge et al., 2004;
McGregor et al., 2008) model are used. The WSA model
is a combined empirical and physics based model of the
corona and solar wind. It is an improved version of the
original Wang and Sheeley model (Wang et al., 1995). In
the WSA model, the output of a Potential Field Source
Surface (PFSS) model at 2.5 R, serves as input to the Schat-
ten Current Sheet (SCS) model, which provides a more
realistic magnetic field topology of the upper corona than
a simple radial expansion. An empirical relationship, based
on a flux tube expansion factor and the minimum angular
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separation at the photosphere between an open field foot-
point and the nearest closed field footpoint, is used to
determine the solar wind speed at the outer boundary.

In Barnes et al. (2023), we evaluate a larger range of pre-
dictions; here, we highlight results focusing on sector
boundaries, solar wind speed, and coronal magnetic null
points for 2012 April. Null points (i.e., locations where
the magnetic field vector vanishes) may be an important
topological feature in the initiation of CMEs, while the
location of the sector boundaries and the background solar
wind speed can be important in the propagation of a CME.

Fig. 5 shows the sector structure in different models for
2012 April 1. The sector boundary is morphologically sim-
ilar, but does not exactly track between either the different

ADAPT-HMI
9

SSW-PFSS

hatched area=

2012-04-01

Fig. 5. Sector structure at a radius of 2.5R., for 2012 Apr 1 for (a) the set
of 12 ADAPT-HMI models, and (b) the SSW-PFSS model. Mollweide
projections are used and the sectors are shaded red (negative) or blue
(positive), depending on polarity. The horizontal dashed line marks the
solar equator, and the dashed circle is at +£90° longitude from central
meridian. In panel (a), the black-and-white dashed line represents the
polarity inversion line corresponding to ADAPT map #9, which is deemed
to best “represent” the set, i.e., has the least amount of disagreement with
all of the others in the set. Panel (c) enables a comparison between the
representative ADAPT map and the SSW-PFSS. The regions where the
polarities of the sectors from both maps agree are colored red and blue
based on the polarity; the hatched region indicates the areas where the
polarity of one model differs from the other, and encompasses 8.9% of the
total area.



M.G. Linton et al.

realizations of ADAPT or between the SSW-PFSS model
and ADAPT. The difference between the sectors from
any pair of ADAPT realizations is much smaller than the
difference between the sectors predicted from SSW-PFSS
and any ADAPT map. To quantify the agreement between
models, we compute the fraction of the area in which at
least two models predict different polarity. For the date
shown, the median percentage area of disagreement is 2%
amongst predictions from the different realizations of the
ADAPT model, compared with 9% between the predictions
from the SSW-PFSS model and one representative realiza-
tion of the ADAPT model. Even the largest area of dis-
agreement amongst the predictions from the ADAPT
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Fig. 6. Solar wind speed predictions from the WSA model at 5.0 R, for
2012 April 1, shown in a Mollweide projection. Panel (a) shows the wind
speed predicted by a representative ADAPT-HMI realization. Panel (b)
shows the median difference between the wind speed predicted from the
representative ADAPT-HMI realization and all the other realizations.
Panel (c) shows the difference between the wind speed predicted from the
representative ADAPT-HMI realization and the SSW-PFSS model. In
panels (b) and (c), the contour encloses differences of at least 100kms ™!,
indicating areas of reasonable agreement between wind speed predictions.
The extent of the high speed wind area near the north pole [light green
area near the top of panel (a)] generated from the ADAPT-HMI boundary
condition varies between realizations, as shown by the area of dark green
in panel (b), but overall there is relatively little variation in the wind speed
predictions among the ADAPT-HMI boundary conditions. The predic-
tions from the SSW-PFSS model show substantially more variations [large
areas of dark green and red in panel (c)], due to differences in the south
polar field.
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realizations is only 4%. Thus, although there is overall
good agreement in the sector structure on this date, the dif-
ferences that do arise are predominantly due to the imple-
mentation and model assumptions.

Fig. 6 shows the difference in the solar wind speed pre-
dicted by the WSA model between a representative realiza-
tion of the ADAPT model and the SSW-PFSS model on
2012 April 1. Over the vast majority of the area, the differ-
ence in wind speed between pairs of ADAPT realizations is
less than 100kms~'. The differences are typically seen near
the boundary between slow and fast wind, where different
realizations predict slightly different extents of high speed
wind. As is the case for the sector structure, the differences
among predictions from pairs of ADAPT realizations are
substantially smaller than the difference between predic-
tions from SSW-PFSS and a representative ADAPT
realization.

Fig. 7 shows the null points found in the PFSS region of
the WSA model initialized from the twelve realizations of
the ADAPT model and the SSW-PFSS model on 2012
April 1. The null points were located using the trilinear
method described in Haynes and Parnell (2007). A cluster-
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Fig. 7. Null points on 2012 April 1, shown in a Mollweide projection.
Panel (a) shows all the null points found for the different models. Black
symbols indicate null points that are present in the PFSS extrapolation for
any realization of the ADAPT-HMI model; blue symbols indicate null
points in the SSW-PFSS model. Positive and negative nulls are shown with
pluses and diamonds respectively, while the symbol size is proportional to
the radius of the null (i.e., large symbols indicate nulls that are at a large
radius). Only null points assigned to a cluster with radius larger than
1.05R, are shown for clarity. Panel (b) shows the corresponding position
of each cluster mean, with the symbol color determined by the number of
nulls in the cluster. Red indicates a null that is present in the PFSS
extrapolation for all 12 realizations of ADAPT-HMI plus SSW-PFSS,
green indicates a null that is present in the PFSS extrapolation for all 12
realizations of ADAPT-HMI, but not SSW-PFSS, while shades of black to
grey indicate decreasing numbers of nulls in the cluster.
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ing algorithm, based on k-means (Feigelson and Babu,
2012), was used to identify which null points are present
in different realizations (Barnes et al., 2023). In many cases,
the same null point is found in all the realizations of the
ADAPT model as well as the SSW-PFSS model, but there
are also cases of null points being found in only the SSW-
PFSS model, only in the ADAPT model, and in the SSW-
PFSS model plus some but not all of the realizations of
ADAPT.

To quantify this, we calculated the fraction of null
points that are present in each pair of ADAPT realizations,
and the fraction of null points that are found in the SSW-
PFSS model and each ADAPT realization, that is, the Jac-
card index for the sets of null points present in pairs of
models. The results of this are shown for 2012 April in
Fig. 8. Throughout this interval, null points are much more
likely to be present in both the PFSS extrapolations from a
pair of ADAPT-HMI maps than in both the PFSS extrap-
olation from the representative ADAPT-HMI map and the
SSW-PFSS model.

Overall, we find that the predictions are more sensitive
to the model assumptions than to the selection of a partic-
ular realization of the evolution of the small scale flows. In
the cases of the sector structure and the wind speed, the
degree of this sensitivity depends strongly on solar cycle.
When strong polar fields are present, around solar mini-
mum, the differences in the sector boundaries can largely
be explained by variations in the treatment of the super-
granulation. Around the time of the pole reversal, near
solar maximum, the sector boundaries become highly
uncertain, even when the underlying magnetic fields are
not much different between the global maps.

The wind speed agreement exhibits a different solar cycle
dependence, with the largest differences occurring near
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Fig. 8. The Jaccard index for the null points present in the PFSS
extrapolation from a representative realization of the ADAPT-HMI
model and the SSW-PFSS model (blue), and the median Jaccard index for
null points in the PFSS model from the representative ADAPT-HMI
realization and all the other realizations (orange) once per day for April
2012; the shaded band indicates the extent of the variations among the
ADAPT-HMI realizations. The reference realization is the one with the
maximum agreement with the other realizations. Only null points whose
average radius is greater than 1.05R, are included.
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solar minimum. This is primarily a result of the mean polar
field strength, in each hemisphere, being substantially lar-
ger in all the realizations of ADAPT than in the SSW-
PFSS model, resulting in more high speed wind from polar
coronal holes in the ADAPT model than in the SSW-PFSS
model. In addition, the latitude of the greatest differences
in wind speed depends on the solar cycle; when the poles
are weak, the greatest differences are seen at high latitudes,
while closer to solar minimum, the differences are at low
latitudes.

The null point agreement shows a weaker solar cycle
dependence. Null points are much more likely to be present
in both the PFSS extrapolations from a pair of ADAPT-
HMI maps than in both the PFSS extrapolation from the
representative  ADAPT-HMI map and the SSW-PFSS
model approaching solar maximum, but by solar mini-
mum, the SSW-PFSS nulls points cannot be clearly distin-
guished from the null points in the PFSS model from an
ADAPT-HMI realization. This is likely an indication of
the importance of the small scale fields near solar minimum
in determining the presence of null points.

Finally, large but transient changes can be seen in the
model predictions when an active region is crossing the
edge of the assimilation window. Specifically, during the
time when there is substantial magnetic flux that has been
assimilated by one model but not by another because of
the different locations of the assimilation window, the sec-
tor boundaries are substantially different. These differences
manifest not just in the vicinity of the active region being
assimilated but can also substantially influence the sector
boundary in the opposite hemisphere from the active
region.

The investigation described here focused on characteriz-
ing the differences between predictions from two SFT mod-
els without trying to determine which resulted in the best
predictions. The obvious next step is to compare the pre-
dicted properties to observations to determine which SFT
model performs best, and perhaps more importantly, to
understand why some predictions are better than others.
To do this, the footpoints of open magnetic flux are typi-
cally compared to the locations of coronal holes, while pre-
dictions of solar wind properties are compared with in situ
measurements. These comparisons present their own chal-
lenges, but new techniques, such as applying dynamic time
warping to time series of in situ observations may provide
more informative comparisons (Owens and Nichols, 2021;
Samara et al., 2022), and it may also be possible to validate
the presence and location of magnetic null points with
observed structures in coronal image data (Freed et al.,
2015).

4. Boundary data-driven MHD simulation of the eruptions of
Active Region 11158 (Fan team)

Developing data-driven simulations to model the realis-
tic, complex magnetic field evolution of the observed major
solar eruptive events is necessary to distinguish among the
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possible mechanisms at the origin of solar eruptions. This
is a field of active research and has seen significant
advancement in recent years. See a recent comprehensive
review by Jiang et al. (2022) and the development of syn-
thetic test beds by e.g. Chen et al. (2023). As part of our
contribution to the NASA LWS FST team effort, we have
devised a new formulation of the horizontal electric field
for driving the lower boundary flux transport of data-
driven simulations based on the observed evolution of the
normal magnetic field B, and the vertical electric current
measured from photosphere vector magnetograms, and
applied it in MHD simulations of a major solar eruptive
event. NOAA Active Region 11158 was a well observed
quadrupolar d-sunspot group that produced an X2.2 flare
and an associated halo CME on 2011-02-15 at about
01:44 UT (e.g. Schrijver et al., 2011; Sun et al., 2012b).
Here we present initial results of a boundary data-driven
MHD simulation of the magnetic field evolution of this
eruptive event using the electric field inferred from the
SDO/HMI vector magnetograms (given at a time cadence
of 12 min and spatial resolution of 360 km) as the lower
boundary driving conditions.

4.1. Simulation setup and the observationally inferred lower
boundary driving electric field

For this simulation, we use the “Magnetic Flux Erup-
tion” (MFE) code that solves the set of semi-relativistic
MHD equations as described in Fan (2017). We refer the
readers to that paper for a detailed description of the
numerical model. Here we only describe the changes made
specifically for the current simulation. As in Fan (2017), we
assume for the thermodynamics an ideal gas of fully ion-
ized hydrogen, with y = 5/3, and with the internal energy
equation taking into account the following non-adiabatic
effects that include the field aligned thermal conduction,
optically thin radiative cooling, and heating due to numer-
ical diffusion. We no longer include an empirical coronal
heating (eq. (14) in Fan, 2017) for the heating term in the
internal energy equation (term H in Eq. (5) of Fan,
2017), but only include the heating resulting from the dis-
sipation of the kinetic and magnetic energies due to the
numerical diffusion (see description in the first paragraph
on p.3 of Fan, 2017). As described below, for this simula-
tion, we add to the lower boundary a random electric field
representing the effect of turbulent convection that drives
field line braiding, and the resultant (numerical) resistive
and viscous heating provides the necessary heating of the
corona. Compared with an empirical coronal heating, this
heating varies spatially and temporally more self-
consistently with the formation of strong current layers in
the given 3D magnetic field.

The simulation domain is a spherical wedge domain
with the lower boundary centered on the tracked active
region, with a latitudinal width of 17.2 degrees, and a lon-
gitudinal width of 18.8 degrees, and with a radial range of 1
to 1.43 solar radius. Fig. 9 shows a view of the simulation
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Fig. 9. The local spherical wedge simulation domain (the white box) as
viewed from the earth perspective.

domain box from the earth perspective. The simulation
grid is 360(r) x 288(0) x 315(¢). It is stretched in the
radial direction (with Ar being a geometric series) and uni-
form in the horizontal directions. The peak radial resolu-
tion is 300 km near the bottom, and the horizontal
resolution is 724 km at the bottom.

For the lower boundary, even though the driving electric
field is derived from the photosphere magnetograms, we
impose a fixed chromosphere temperature of 20,000 K
and density of 10" cm™—3. We also impose a time dependent
horizontal electric field E, that is composed of 3 parts:

E, =E; + E[Y + E™™, (6)

The first part E;, corresponds to the horizontal component
of the “PTD” (Poloidal-Toroidal-Decomposition) electric
field derived in Fisher et al. (2020) (the horizontal compo-
nent of Eq. (8) in that paper):

cE; = -V x (P¥) (7)
where P is determined from the observed normal magnetic
field B, evolution on the photosphere by solving the 2D
Poisson equation (eq. (9) in Fisher et al., 2020):

VP = -8B, (8)
due to Faraday’s law. Thus imposing Ef reproduces the
observed photospheric normal magnetic field evolution
on the lower boundary. The second electric field E;* on
the right hand side of Eq. (6) is given as the horizontal gra-
dient of a potential such that it does not alter the observed
B, evolution (already produced by imposing the Ef compo-
nent), and is assumed to correspond to the vertical trans-
port of a horizontal magnetic field into the domain, i.e.

cElY = —V,y™ 9)

where vy is the vertical speed of transport, which we assume
to be a constant, and B, is a horizontal magnetic field

= —Uof x By



M.G. Linton et al.

(which is not the same as the observed horizontal field).
Taking the divergence of Eq. (9) yields:

V™ = —0o(Vi x By), s (10)

and we let (V,, x B,,), be the same as J, = (V,, x B,), which
is the measured vertical electric current of the observed
horizontal magnetic field at the photosphere:

V™ = —vod,. (11)
Thus we determine the potential ™ by solving the above
2D Poisson equation given the measured vertical electric
current at the photosphere J, from the HMI vector magne-
tograms and specifying vy, which is an ad hoc parameter we
can adjust. For the simulation presented here we have used
vp = 2.5km/s. We have experimented with the value of vy
to some extent, such that it is as small as possible to ensure
a quasi-static evolution of the domain during the build-up
phase and still strong enough to compete with the numer-
ical diffusion and produce eruptive behaviors similar to
the observed eruption. With ™ determined, the twisting
electric field E[" is given by Eq. (9). Imposing E}" at the
lower Dboundary corresponds to transporting a
(divergence-free) horizontal magnetic field with the
observed vertical electric current into the domain, without
altering the normal magnetic field evolution at the lower
boundary. Thus it effectively transports twist into the cor-
ona based on the observed vertical electric current. We
note that in Fisher et al. (2020), the vertical component
of the PTD electric field (the second term on the right hand
side of Eq. (8) in that paper) is also determined based on
the observed vertical electric current, and may play a sim-
ilar role of driving twist into the corona. The similarity and
difference between the effects of the vertical PTD electric
field of Fisher et al. (2020) and the horizontal twisting elec-
tric field used here is a subject of future investigation.
Another similar way of using a horizontal electric field to
drive twist into the corona has been applied in the
magneto-frictional modeling of the evolution of AR
11158 (Cheung and DeRosa, 2012). Although in that case,
effectively a uniform rotation of all the polarity concentra-
tions is applied to drive the same sign of twist into the coro-
na. Here the twist injection varies spatially based on the
distribution of the observed vertical electric current.

Fig. 10 shows snapshots of the observed vertical mag-
netic field B,, vertical electric current density J,, and the
derived horizontal twisting electric field £;", E}" compo-
nents at the lower boundary at the time of about 1.9 h
before the onset of the observed X-class flare. It can be seen
from panels (a) and (b) that strong J, is present near the
central polarity inversion line (PIL), where J, tends to be
of the same sign as B, in the polarity concentrations P2
and N1. On the other hand, in the polarity concentration
N2, we see J, of predominantly opposite sign as the sign
of B,. Consequently, the derived twisting electric field (pan-
els (¢) and (d)) would transport positive twist into the cor-
ona at the cental P2, N1 polarity concentrations and
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Fig. 10. Snapshots of the oberved vertical magnetic field B, (a), vertical
electric current density J, (b), and the horizontal twisting electric field
components: £7¥ (c), and E}" (d) at the lower boundary at 23:48 UT
2011-02-14, about 1.9 h before the onset of the observed X-class flare.

negative twist into the corona at the N2 polarity concentra-
tion. At the central PIL E;*, and E;" transport a concen-
trated horizontal shear magnetic field into the corona.
They also effectively drive a clockwise rotation of the foot-
points of P2 and N1 flux concentrations and a counter-
clockwise rotation of the N2 flux concentration.

The last term on the right hand side of Eq. 6 is a ran-
dom, horizontal electric field Efl"‘“d"m given by:

B = V7, (¢B,), (12)

where £ is a time dependent field that is made up of a super-
position of 15721 randomly placed cells of opposite sign
values. Each of the cells is spatially a 2D Gaussian profile
with a size scale of 1.74 Mm and a peak amplitude of
4.07 x 10"cm? /s, and temporally a sinusoidal function
with a period and life time of 11.89 min. A snapshot of
the ¢ field is illustrated in Fig. 11, showing the random cell
pattern. E;*™°™ effectively drives random rotations of the
footpoints of the B, flux concentrations, with positive (neg-
ative) ¢ producing clockwise (counter-clockwise) rotation.
Since the positive and negative cells in the ¢ field are statis-
tically balanced, there is no net twist or helicity driven into
the corona by E,r:‘"dom. Note again, since E,rf'“dom is the gra-
dient of a potential (eq. [12]), it does not alter B, on the
lower boundary and thus preserves the (observed) normal
magnetic flux distribution that is reproduced by imposing
E;. E" represents the effect of turbulent convection
that drives field-line braiding and the consequent resistive
and viscous heating in the corona. Similar ways of driving
coronal heating by imposing random footpoint motions
that represent turbulent convection at the photospheric
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Fig. 11. A snap shot of the ¢ field used for the random electric field (see
text for description).

lower boundary of MHD simulations have been widely
used (e.g. Gudiksen and Nordlund, 2005; Bourdin et al.,
2013; Warnecke and Peter, 2019).

We further note that the V,(£B,) of the random electric
field here in Eq. (12) has the same form as the STITCH
electric field V({B,) given in Eq. (13) in Section 6.1 (with
V,, corresponding to Vi, £ to {, and B, to B,). The difference
is that the STITCH electric field uses a large-scale, like-
signed ( field, whereas here the random electric field uses
a collection of small-scale cells of random signs for the ¢
field. Thus here we use the random electric field to repre-
sent the driving effect of a small-scale turbulent convection
with no net helicity transported into the corona, whereas
the STITCH electric field represents a large-scale statistical
mean effect of a helical convection that transports a net
helicity into the corona (see description of the STITCH
subgrid model in Section 6.1).

For the side boundaries of the simulation domain, we
assume conducting walls with the magnetic field and veloc-
ity field parallel to the walls. For the top boundary, a sim-
ple outward extrapolation boundary condition is used
which allows plasma and magnetic field to flow out. The
side and top boundary conditions are the same as those
used in Fan (2017).

For the initial state, we start with a potential magnetic
field extrapolated from the observed photospheric normal
magnetic field B, at 2011-02-14 23:48 UT (Fig. 10(a)),
about 1.9 h before the onset of the observed X-class flare.
We first numerically relax the MHD solution by driving at
the lower boundary with only the random electric field
component Eza"d"m until the plasma state reaches a statisti-
cal equilibrium with a hot corona. The relaxed state is then
used as the initial state (with ¢ = 0) for the simulation dri-
ven with all three electric fields given in the right hand side
of Eq. 6 for over 2.8 h. The resulting evolution is described
in the next section:
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4.2. Result of the boundary-driven simulation

Fig. 12 shows the evolution of the free magnetic energy
Egee (panel (a)), which is the excess of the total magnetic
energy over the corresponding potential field energy, the
evolution of the kinetic energy E; (panel (b)), and the var-
ious contributions to the rate of change of the magnetic
energy (panel(c)). We see that during the first 1.5 h period,
the Ep. is built up steadily, while the magnetic field is in
quasi-equilibrium with the E; remaining small. The source
of the magnetic energy build up is the Poynting flux input
at the lower boundary by the driving electric field (black
curve in Fig. 12(c)). There are continuous dissipations of
the magnetic energy due to the resistive dissipation (red
dash-dotted curve in Fig. 12)) and the Lorentz force work
(red solid curve in Fig. 12(c)). But the Poynting flux input is
in excess of the dissipations and thus there is a net contin-
uous build up of the magnetic energy (blue curve in Fig. 12
(c)), until about ¢t = 1.5 hour, when there is a sharp increase
of both the Lorentz force work and resistive dissipation,
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Fig. 12. The evolution of the free magnetic energy Ef.. (a), the evolution
of the kinetic energy E; (b), and the various contributions to the rate of
change of the magnetic energy (c), due to the input from the integrated
Poynting flux at the boundary (black curve), the total Lorentz force work
(red solid curve), the total resistive dissipation (red dash-dotted curve),
and the sum of the three (blue curve) which corresponds to the total rate of
change of the magnetic energy.
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resulting in a sharp release of the magnetic energy and a
sharp increase of the kinetic energy. This results in the first
eruption. After that, there is another period of steady build
up of the magnetic energy for roughly 0.6 h, and then a sec-
ond abrupt magnetic energy release and eruption develops.
The free magnetic energy reaches a peak value of about
2.3 x 10*erg just before the onset of the first eruption
(Fig. 12(a)). This free energy of the pre-eruption magnetic
field is consistent with the result obtained in Sun et al.
(2012b), who carried out nonlinear force free field extrapo-
lation of the coronal magnetic field of AR 11158 and found
that the free magnetic energy reaches a maximum of
~ 2.6 x 10*%erg just before the onset of the observed X2.2
flare. We note that it is the twisting electric field that pro-
vides the dominant contribution to the Poynting flux and
is responsible for the build-up of the free magnetic energy.
We have done a separate comparison simulation where we
drive the lower boundary with only E and E/™*™ in Eq.

(6), without the twisting electric field EZW. We found in that
case the Poynting flux input at the lower boundary reduces
to about 10% of that in the current case driven with all 3
electric fields, and that there is no build-up of the (free)
magnetic energy, with the Poynting flux input balanced
by the resistive dissipation and Lorentz force work.

time=1.51hr time=1.51hr

®,
°
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Fig. 13. Top panels show the 3D pre-eruption magnetic field just before
the onset of the eruption at # = 1.51 hour, with the field lines colored in
current density J (a) and in twist rate « (b). The middle row panels show
the synthetic AIA 131 A image (c) and synthetic ATA 94 A image (d). The
bottom panels show in comparison the observed AIA 131 A image (¢) and
94 A image (f) at 2011-2-15 01:45 UT, about the time of the onset of the
X2.2 flare.
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Fig. 13 shows the pre-eruption magnetic field just before
the onset of the eruption at ¢ = 1.51 hour. The top two
panels show the 3D magnetic field lines colored with the
current density J = |V x B| in panel (a) and the twist rate
defined as o = J - B/B* in panel (b). Strongly sheared, for-
ward S-shaped (sigmoid) loops with positive (right-handed)
twist rates o are found above the central PIL connecting
polarities P2, N1 (Fig. 13(b), and see Fig. 10(a) for the
identification of the polarity concentrations), and also
loops connecting polarities P1, N1 are mainly positive-
twisted (right-hand-twisted). However, we find mainly
negative-twisted (left-hand-twisted) loops (blue with nega-
tive o) connecting P2, N2 polarities, and some higher loops
with negative twist connecting P1, N2 polarities. The neg-
ative twist is mainly due to the twisting electric field
imposed in N2 (due to the observed opposite signs of J,
and B,), which effectively drives a counter-clockwise rota-
tion and transports negative twist into the corona, opposite
to the twisting electric field dominating in the other polar-
ity concentrations that drives positive twist into the corona.
We find that the field lines with the strongest current den-
sity J (Fig. 13(a)) show morphology in qualitative agree-
ment with the brightening loops in the observed hot
channel images of SDO/AIA (Figs. 13(e) and 13(f)). This
indicates that the model captures the magnetic field struc-
ture of the most non-potential (energized) parts of the field.
The synthetic AIA images (Figs. 13(c) and 13(d)) also show
some similar emission features as those in the observed
ones, i.e. the central forward S-shaped sigmoid emission
along the central PIL, and the surrounding large loops con-
necting the major polarity concentrations. We find that the
central sigmoid emission is due to the heating produced by
the formation of a strong current layer in the strongly
sheared field above the central PIL.

Fig. 14 shows the 3D evolution of a set of magnetic field
lines as viewed from 3 different perspectives (top 3 rows)
during the first eruption. The field lines are traced from a
set of Lagrangian tracer points tracked in the velocity field.
We find that the eruption starts with the sudden accelera-
tion of the highly sheared sigmoid field with positive twist
above the central PIL (the red field lines in the left column,
and the two left panels in the bottom row showing the sud-
den onset of rise velocity). It is difficult to discern whether
this sudden acceleration is triggered by a sudden onset of
tether cutting reconnections in the central sigmoid field
or that the sigmoid field becomes unstable to the torus
instability (e.g. Kliem and Torok, 20006).

Fig. 15 shows the distribution of the twist rate o in the
central meridional cross-section across the central sigmoid
field at the time of the onset of the eruption (¢ = 1.51hour).
It can be seen that the top of the sigmoid field region (the
patch of positive o indicated by the arrow) is entering
above the contour of the decay index d(InB,)/d(Inh) =
—1.5, where B, is the field strength of the corresponding
potential field and / denotes the height above the surface.
However most of the current of the positive-twisted sig-
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Fig. 14. The top 3 rows show 3D evolution of the erupting magnetic field viewed from 3 different perspectives during the 1st eruption. The field lines are
traced from a set of Lagrangian tracer points tracked in the velocity field. The field lines are colored in the twist rate , whose color bar is shown in the top
left panel, with red (blue) corresponding to positive (negative) twist rate. The last row shows the evolution of the radial velocity in the central meridional
cross-section, with the same perspective view as the 3rd row. The color bar for the radial velocity is shown in the bottom left panel. The different columns

correspond to different time instances with time running from left to right.

moid field remains below the height where the decay index
reaches the critical value of —1.5 for the onset of the torus
instability (e.g. Kliem and Torok, 2006). In the mean time,
it can also be seen that a thin current layer (thin layer of
strong positive o) is developing in the lower part of the sig-
moid field region, which indicates the onset of the tether-
cutting reconnection at the current layer may be the trigger
of the onset of the eruption. Furthermore, an examination
of the field line curvature found that the positive-twisted
sigmoidal field over the central PIL (e.g. Figs. 13b) and
top left panel of Fig. 14) contains no dipped field lines dur-
ing the pre-eruption phase, until the onset of the eruption
where an erupting magnetic flux rope containing dipped
field lines form as a result of the tether-cutting reconnec-
tion (see the 2nd and 3rd panels in the top row of
Fig. 14). These preliminary results suggest that for this
case, the eruption is initiated by the onset of the tether-
cutting reconnection which forms a magnetic flux rope that
is immediately unstable or out of equilibrium (e.g. Jiang

et al., 2021b). More detailed analysis will be carried out
in a follow up paper.

As the sigmoid field erupts, it encounters and reconnects
with the negative-twisted field above (Fig. 14). Eventually
the erupting field consists of an outer flux rope containing
mainly negative twist (left-handed twist) and an inner flux
rope containing mainly positive twist (right-handed twist)
(see the right column of Fig. 14), with the outer flux rope
erupting significantly faster, accelerating to a speed of
about 800 km/s (see the bottom right panel of Fig. 14),
compared to the inner rope which is decelerating.

4.3. Summary of the boundary-driven simulation

We have devised a horizontal electric field (E, given in
Eq. 6) for driving the lower boundary flux transport in
an MHD simulation of AR 11158, based on the observed
evolution of the vertical magnetic field B, and the vertical
electric current J, measured from photosphere vector mag-
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Fig. 15. Distribution of the twist rate o in the central meridional cross-
section across the central sigmoid field at the time (¢ = 1.51 hour) of the
onset of the first eruption, overlaid with contours of the decay index
d(InB,)/d(Inh), where B, is the field strength of the corresponding
potential field and / denotes the height above the lower boundary surface.

netograms. In particular, the driving electric field includes
the horizontal component of the PTD electric field Ef
(Egs. 7 and 8) derived in Fisher et al. (2020) which main-
tains the observed B, evolution, combined with a horizon-
tal twisting electric field E;W (Egs. 9 and 11) which
continuously transports a horizontal magnetic field with
the observed vertical electric current J, into the domain.
In addition, the driving electric field also includes a random
electric field Eff‘“d"m (Eq. 12) that aims to mimic the effect of
turbulent convection to drive field line braiding and a con-
sequent background coronal heating.

Our MHD simulation driven with this electric field E, at
the lower boundary derived from the observed vector mag-
netograms is found to energize the initial potential field to
build up a pre-eruption magnetic field that subsequently
produces multiple eruptions. The current carrying,
sheared/twisted field lines of the pre-eruption magnetic
field show morphology in good qualitative agreement with
the brightening loops in the observed SDO/AIA hot chan-
nel images at the onset of the observed X2.2 flare. The free
magnetic energy built up in the pre-eruption magnetic field
reaches a peak value of about 2.3 x 10*%erg just before the
onset of the first eruption, which is close to the free energy
(~ 2.6 x 10*%erg) obtained based on a non-linear force-free
field construction of the pre-eruption field of AR 11158 just
before the onset of the X2.2 flare by Sun et al. (2012b).
These agreements indicate the potential of using the above
observationally derived twisting electric field for data-
driven MHD simulations to build up the realistic pre-
eruption coronal magnetic field and model its subsequent
dynamic eruption to understand the complex magnetic
field evolution in the observed event. Specifically, the twist-
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ing electric field aims to capture the outcomes of the shear-
ing at the PIL and the rotational/twisting motions at the
polarity concentrations as represented by the observed ver-
tical electric current, without having to infer the horizontal
motions, which may be difficult (due to the smoothness of
the normal magnetic field concentrations) (e.g. Afanasyev
et al., 2021). It is a promising way to build up the realistic
pre-eruption magnetic field based on the observed vertical
electric current, in an accelerated time-scale that is still
quasi-static but feasible for the MHD simulations to model
self-consistently the transition from the quasi-static phase
to the eruption.

5. Investigating the role of flux emergence in initiating
coronal mass ejections (Linton Team)

Flux emergence is the primary mechanism for increasing
the eruptive capacity of the corona, through the injection
of magnetic energy and helicity, and is frequently impli-
cated in triggering filament eruptions and associated flares
(see early investigations by Canfield et al., 1974; Heyvaerts
et al., 1977). While photospheric motions due to convec-
tion and differential rotation can play these roles as well,
these mechanisms appear to be irrelevant during the forma-
tion of active regions, and are less important than flux
emergence during the main phase of active region evolu-
tion, when major eruptions typically occur (Schrijver,
2007; Zhang et al., 2008). Surface flows and associated flux
cancellation become the dominant factor for energy stor-
age and the triggering of eruptions only during the decay
phase of active regions (e.g., Green et al., 2018). Eruptions
associated with flux emergence can often be observed dur-
ing the formation of active regions (e.g., Green et al., 2002;
Nindos et al., 2003; Démoulin and Pariat, 2009), indicating
that the free magnetic energy or helicity injected into the
corona reaches a threshold for eruption while the active-
region—producing flux emergence is still ongoing. On the
other hand, in already developed source regions, eruptions
are often preceded by newly emerging, localized flux, indi-
cating that in such cases flux emergence triggers the erup-
tion of already energized magnetic fields. This was
suggested by Feynman and Martin (1995), who found that
quiescent filaments were most likely to erupt after new flux
emerged in their vicinity in an orientation “favorable for
reconnection” with respect to the filament-carrying field
(see also Xu et al., 2008). Similarly, flux emergence into
strong active region fields is reported to play a critical role
in the initiation of many major eruptions (Williams et al.,
2005; Schrijver, 2009; Kleint et al., 2015; Chintzoglou
et al., 2015). Typically, such flux emergence is brief
(~hours; Zhang et al., 2008), but it can be also long-
lasting as, for instance, in the 13 December 2006 event
(Schrijver et al., 2008). Flux emergence can occur also
between active regions, often leading to complex eruptions
(e.g., Louis et al., 2015). Flux emergence is apparently an
excellent precursor of eruptions. However, many active
regions never produce eruptions during their formation,
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and localized flux emergence into developed active regions
is also regularly observed to occur without eruptions
(Zhang et al., 2008). Thus flux emergence is necessary but
not sufficient for generating eruptions. Other processes or
conditions must be involved, which may not be measurable
by present observational platforms. Consequently, numer-
ical simulations are a useful tool for improving our under-
standing of the association between flux emergence and
eruptions. This section will review how MHD simulations
have been employed for this purpose, and will review
recent progress by team members in initiating eruptions
via flux emergence in such simulations.

5.1. Simulations of flux emergence and eruptions. Review

MHD simulations have been widely employed to study
the role of flux emergence in eruptions (e.g., Moreno-
Insertis and Galsgaard, 2013; Cheung and Isobe, 2014).
Such simulations can be divided into two groups, depend-
ing on whether they (1) model the emergence of magnetic
flux into a non-energized corona and study under which
conditions this flux erupts, or whether they (2) model the
emergence of magnetic flux into a corona that contains
an energized structure and investigate under which condi-
tions this structure erupts. The first scenario corresponds
to eruptions from relatively young, isolated active regions
(Green et al., 2002), while the second one corresponds to
eruptions associated with new, localized flux emergence
into developed active regions (Schrijver, 2009) or close to
quiescent filaments (Feynman and Martin, 1995).

Simulations of the first group typically incorporate a
sub-photospheric domain and ‘“‘dynamically” model the
emergence of a magnetic flux rope from below the surface
into a stratified atmosphere that contains a vacuum field or
a potential field (e.g., Hood et al., 2012). After the top of
the rising rope has breached the photosphere, it expands
in the corona, creating an “‘envelope” field. Within this field
a flux rope is formed, either by bodily emergence of the
original rope axis (MacTaggart and Hood, 2009) or by
reconnection of the emerged sheared fields above the axis
(Manchester et al., 2004). It has been shown that such sim-
ulations, while being idealized, reproduce the formation of
active regions reasonably well (Fan, 2001). Depending on
the strength of the emerging flux and/or its interaction with
a pre-existing (or envelope) field, the newly formed coronal
flux rope may overcome the stabilizing tension of the ambi-
ent field and erupt (Archontis and Torok, 2008). For erup-
tive simulations of flux emergence into a vacuum field,
evidence for both the torus instability (Kliem and Torok,
2006) and tether-cutting reconnection below the rope
(Moore et al., 2001) are present, but it has not yet been
established which specific eruption mechanism is actually
at work in these simulations (Syntelis et al., 2017). In sim-
ulations set up to specifically mimic the breakout eruption
paradigm of Antiochos et al. (1999), i.e., in which the over-
lying field is aligned anti-parallel to the emerging flux, so
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that the two flux systems create a quadrupole configura-
tion, eruptions have been generated for a range of param-
eters (Galsgaard et al., 2005; Archontis and T6rok, 2008;
Archontis and Hood, 2012; Leake et al., 2014).

Simulations of the second group use localized flux emer-
gence to initiate the eruption of a pre-existing coronal flux
rope or arcade. In almost all cases, the sub-photospheric
domain is excluded and the flux emergence is modeled
“kinematically”, that is, formulated analytically (or
extracted from dynamic simulations; see Section 5.3) and
imposed at the bottom boundary of the simulation domain.
This shortcut is required because, in most cases, it is non-
trivial (and certainly non-unique) to prescribe the sub-
surface morphology of a given energized coronal structure.
First calculations of this kind were done for a 2D configu-
ration by Chen and Shibata (2000), who imposed flux
emergence below or next to a coronal flux rope and
reversed its magnetic orientation for both cases. For a flux
emergence orientation “favorable for reconnection” the
flux rope erupted, in line with the observations by
Feynman and Martin (1995). As proposed by Feynman
and Martin (1995), “favorable for reconnection” means
that the magnetic fields of the emerging and pre-existing
coronal fields form a current sheet, where they can recon-
nect, between the polarity inversion lines of the two
regions. For the “‘unfavorable” cases, on the other hand,
the current sheet forms on the far side of the emerging
PIL relative to the pre-existing PIL, and so any ensuing
reconnection may have a more stabilizing effect on the
pre-existing coronal flux rope. Indeed, for the “unfavorable
for reconnection” cases investigated by Chen and Shibata
(2000), the flux rope was pulled towards the surface.
Ding and Hu (2008) demonstrated that expansion or
shrinking of a 2D flux rope occurs even without reconnec-
tion, as a result of changing boundary conditions during
flux emergence. Using analytical calculations, Lin et al.
(2001) showed that the system is more complex — whether
the rope erupts or not depends also on parameters such
as the strength, location, and area of the flux emergence.
This was demonstrated also in subsequent 2D simulations
(Dubey et al., 2006; Xu et al., 2008; Zuccarello et al.,
2008; Kaneko and Yokoyama, 2014). 3D simulations of
this scenario have, until recently, employed only uniformly
sheared arcades to model the pre-existing coronal field
(Notoya et al., 2007; Kusano et al., 2012). In these simula-
tions, reconnection between the emerging flux and the
coronal arcade leads, in some cases, to the formation of a
new flux rope that then erupts. In Section 5.3, we describe
more recent simulations that used a fully 3D flux-rope
model to represent the energized corona.

5.2. Flux emergence and breakout eruptions

To begin our investigation of eruptions initiated by
magnetic flux emergence, we studied the emergence of a
twisted flux rope into a pre-existing coronal arcade mag-
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netic field. This effort was carried out in collaboration with
the Antiochos team (see Section 6). The emerging field is
centered in each case on the polarity inversion line of the
pre-existing field, and the orientation of this emerging field
is modified from one simulation to the next to create a vari-
ety of combined magnetic field configurations. These con-
figurations varied from an energized quadrupolar field,
where the twist field of the emerging flux runs antiparallel
to the pre-existing field, to an energized dipolar field, where
the emerging twist field and the pre-existing coronal field
are parallel, as well as representative configurations
between these two limits. The result are reported in
Leake et al. (2022) and are summarized below. This inves-
tigation was built on earlier simulations of such flux emer-
gence in Leake et al. (2013, 2014), which focused solely on
the quadupolar and bipolar configurations. Those studies
investigated the effect of the strength of the coronal arcade
field as well as the effect of these two relative orientations.
Three simulations were run at different coronal field
strengths where the emerging azimuthal flux and the coro-
nal arcade field were parallel (dipolar), three where they
were anti-parallel (quadrupolar), and one with no coronal
field. The simulations with parallel emergence as well as the
simulations with emergence into a magnetic field free cor-
ona generated a stable coronal flux rope. On the other
hand the simulations with antiparallel emergence generated
a breakout eruption, as was proposed by Antiochos et al.
(1999, see also Section 6), where the quadrupolar field of
the breakout eruption was generated by the interaction of
the twist field of the emerging flux rope and the pre-
existing arcade field, and the energization/ shear field of
the breakout was provided by the axial field of the emerg-
ing flux rope. Leake et al. (2014) found that reconnection
occurred at the interface between the emerging field and
the pre-existing field for these antiparallel cases, but that
an eruption to the high corona only occurred for the inter-
mediate value of the coronal field strength. They concluded
that when the overlying arcade field was too strong relative
to the strength of the emerging twist field, it could recon-
nect away most of that emerging twist field before an erup-
tion went very far. On the other extreme, they concluded
that when the overlying arcade field was too weak it did
not reconnect away enough of the outer shell of emerging
field which tethered the core of the emerging field to the
photosphere. This effect that reconnection with an overly-
ing field has in removing the outer shell of emerging flux
was demonstrated by Galsgaard et al. (2007), and the crit-
ical role that this then plays in allowing the emerging flux
to erupt into the high corona was demonstrated by
Archontis and Torok (2008). The simulations of Leake
et al. (2013) and Leake et al. (2014), as well as the new sim-
ulations we report on here, were carried out with the visco-
resistive magnetohydrodynamic LaRe3D (MHD Lagran-
gian Remap in 3D, Arber et al., 2001).

In Leake et al. (2022) we improved upon the previous
study in a number of ways, the most important being per-
forming a parameter study by varying the relative orienta-
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tion of the emerging field and the overlying field. This
parameter (0) is defined as the angle between the upper
twist component of the emerging flux rope and the pre-
existing coronal dipole field (which is slightly different than
the 3D arcade field used in Leake et al. (2013, 2014)).

The behavior in the simulations with the 8 values of
0=10,1,2,3,4,5,6,7]n/4 mainly fell into two categories.
For simulations such that any amount of breakout recon-
nection between the twist field of the emerging flux rope
and the coronal dipole occurred, the partial emergence of
the initial flux rope led to a coronal sheared arcade that
transitioned into a new flux rope in the corona that appears
unstable, as in the eruptive simulations of Leake et al.
(2014). This behavior was most obvious for simulations
with nearly antiparallel twist versus coronal field, namely
those with 0 = [3,4,5]n/4. In addition, this category of
simulations also included the values of 0 = [2, 6]n/4, where
the twist and coronal field were orthogonal, but due to wri-
thing of the emergence structure the formation of a break-
out current sheet still occurred. The second category
consists of those simulations were no breakout reconnec-
tion occurred. In these simulations, namely those with
0=10,1,7]n/4, a new flux rope was still formed, but it
appeared stable. Thus the parameter 0 is a potentially use-
ful candidate for predicting eruption in newly emerging
ARs. The overall behavior for the simulations with
0 =10,2,4,6] is shown in Fig. 16.

The use of larger domains in these simulations, com-
pared to previous studies, suggest that all the eruptions
were ultimately confined and did not continue to erupt,
consistent with changes in the magnetic forces during the
eruption, although the effects of boundary conditions can-
not be ruled out even for large domains. Further work is
needed to determine the forces that drive these eruptions
and if they can be sustained.

5.3. Flux emergence and torus instability eruptions

In order to simulate the eruption of pre-existing ener-
gized active region fields that is triggered by newly emerg-
ing flux, i.e., following the paradigm of the second group of
models summarized above, we used the MHD code MAS
(“Magnetohydrodynamics Around a Sphere”), developed
and maintained at PSI (Miki¢ et al., 1999; Lionello et al.,
2009). MAS uses a 3D spherical grid that can cover the
entire corona, allowing one to model both the eruption
and propagation of CMEs (e.g., Torok et al., 2018). We
used the analytical model by Titov et al. (2014, hereafter
TDm) to construct coronal configurations that contain a
flux rope in a stable equilibrium. We then kinematically
emerged a bipolar flux region into these configurations
and modeled the resulting evolution. For this kinematic
emergence, we used an archived LaRe3D simulation of a
flux rope emerging into a field-free corona, similar to the
LaRe3D field-free corona simulation discussed above. This
method for coupling LaRe3D to MAS has been tested
extensively and was successfully applied to model coronal



M.G. Linton et al. Advances in Space Research xxx (xxxx) xxx

Il

U,

BZG): 100 0 100 ' . BZ(G): -100 0 100

A H“W l

BZ(G)ah 100\ \0\ 111100

0= 4% 1= 10(7)[1)

BZ(G): -100 0 100 . BZG): -100 0 100

6 =67t =100z

-~ \. A\ \“\‘
A b
¥

o
o

]/ >
7L
o.,\ﬂ",‘, Al

m\\\\\\\\“\\\ ' m(////’ ’/‘,(// o
I ”f’i)&%‘%ﬁ*‘w

0
BZ(G)\:100\\\\0\\\ 1100 . BZ@)M-100 0\ . BZ(Gln-100"'0' " 100

Fig. 16. Snapshots from the parameter study of Leake et al. (2022), where the angle between the right-handed twist of the emerging field and the coronal
dipole is [0, 2,4, 6]/4 (top to bottom rows). The coronal dipole is initialized to arch through the corona from the —x side of the emerging region to the +x
side of the emerging region (these directions are indicated by the axes in the upper right hand corner of each panel), and the orientation of the emerging
region is modified from one simulation to then next to give this changing relative angle. The three columns for each simulation row show successive times
after the magnetic field emerges to form a sheared arcade. The fieldlines are colored based on their connectivity. Magenta fieldlines belong to the coronal
dipole, yellow fieldlines belong to the emerging and/or erupting flux rope, and cyan lines are initially a result of magnetic reconnection between the two
systems at the breakout current sheet. Also shown is the photospheric normal field in grayscale and a semi-transparent contour of |J|/|B| in the plane
normal to the axis of the coronal flux rope that is formed.
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jets and their contribution to the solar wind (To6rok et al.,
2016; Lionello et al., 2016).

Our setup extends previous kinematic flux emergence
simulations in several respects. (i) We consider a 3D arched
coronal flux rope, which introduces line-tying and permits
3D instabilities such as the helical kink and torus. (ii) Our
configuration contains a constraining background field
that runs perpendicular to the flux-rope axis. In the simu-
lations by Kusano et al. (2012) such a field was not present
for the strongly sheared cases, so that the flux rope, once
formed, could not be stabilized and was doomed to erupt.
(ii1) We use boundary conditions extracted from a dynamic
flux emergence simulation, which is more realistic than the
analytic formulations of flux emergence used in previous
simulations.

To carry out this study, we varied the location and mag-
netic orientation of the emerging flux relative to the pre-
existing coronal flux rope and background field. The results
are being prepared for publication in Torok et al. (2023).
Key aspects of these results can be presented with the aid
of Figs. 17 and 18, reproduced from Dacie et al. (2018).
We focus first on an eruptive case. Fig. 17 shows the flux
emergence occurring next to a TDm active region, with
an orientation “favorable for reconnection,” i.e., a current
layer forms between the emerging flux and the TDm rope.
Reconnection across this layer, displacing field lines such
that they become longer, and the changing boundary con-
dition of the magnetic field (Ding and Hu, 2008) lead to a
slow expansion of the stabilizing field overlying the TDm
rope. As a result, the rope rises slowly until it reaches the
critical height for the onset of the torus instability and
erupts, with the eruption driven by both the instability
and the “flare” reconnection below the flux rope. This
result supports the results by Feynman and Martin
(1995) and Chen and Shibata (2000).

However, we then found that when we emerge flux clo-
ser to the TDm active region, as shown in Fig. 18, the axial
currents in the TDm rope and in the emerging flux (which

Fig. 17. Kinematic emergence of a twisted flux region into a pre-existing
TDm coronal field (panel a), where the emergence is at an intermediate
distance from the TDm flux rope (panel b). This setup represents a
“favorable” configuration for eruption, based on the observational studies
of Feynman and Martin (1995), namely, the orientation is such that a
reconnecting current sheet can (and does) form between the emerging and
pre-existing regions. Analysis of the simulation shows that the outer
magnetic fluxes of both the emerging and pre-existing regions reconnect
(see cyan field line), reducing the strength of the confining overlying field
of the TDm flux rope and allowing it to erupt (panel ¢). Reproduced from
Dacie et al. (2018), Fig. 7.
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Fig. 18. Kinematic emergence of a twisted flux region into a pre-existing
TDm coronal field (panel a), where the emergence is relatively close to the
TDm flux rope (panel b). While this configuration is also “favorable” for
eruption based on the observational studies of Feynman and Martin
(1995), it does not erupt. Analysis of the simulations shows that these
regions are so close together that the axial fields reconnect with each other,
causing the TDm flux rope to collapse (panel ¢). Reproduced from Dacie
et al. (2018), Fig. 6.

are co-aligned in both Fig. 17 and 18) start to attract each
other. Even though the reconnection is now initially more
efficient at expanding the overlying flux, the attraction of
the currents counteracts the rise of the TDm rope and no
eruption takes place, contrary to the findings of Feynman
and Martin (1995) and Chen and Shibata (2000). In
Torok et al. (2023) we propose that this current attraction
and subsequent “rope-rope” reconnection is similar to the
slingshot reconnection reported in Linton et al. (2001) for
flux ropes with parallel axial magnetic field and antiparallel
axial current, as is the case here.

Torok et al. (2023) extends this study to smaller and lar-
ger distances between the emerging and pre-existing flux
ropes and, critically, extends it to cases with flux emergence
“unfavorable for reconnection.” Again, we found that this
“unfavorable” classification does help to predict a lack of
eruption for certain distances between the two systems,
but that for other (in particular closer) distances, an erup-
tion can still happen. In this case, it appears that reconnec-
tion between the two systems is not the key factor, but
rather a current-channel repulsion between the two sys-
tems. This indicates that the orientation alone is not suffi-
cient to predict eruption, but that at a minimum both the
distance of the emergence from the pre-existing flux rope
as well as its orientation relative to that flux rope play a
fundamental role in whether the configuration will generate
an eruption.

6. The role of magnetic reconnection in the onset of solar
eruptions (Antiochos Team)

A major challenge to understanding CME onset is that
the energy release in a CME/eruptive flare generally exhi-
bits several phases: an early slow rise, followed by a transi-
tion to a fast “explosive” acceleration/heating phase,
finally followed by a long less-energetic decay phase that,
nonetheless, can release significant amounts of energy.
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Therefore, there is not a single onset, but a sequence of
transitions; and this sequence is observed to be essentially
the same for most events, especially the large ones.

We have long argued that magnetic reconnection can
account for all the observed phases of solar eruptions
(Antiochos et al., 1999; Karpen et al., 2012; Wyper et al.,
2017). Fig. 19, from Karpen et al. (2012), which shows
the time evolution of magnetic and kinetic energy for an
ultra-high resolution 2.5D simulation, demonstrates the
basic result. The magnetic system consisted of the initially
current-free axisymmetric multipolar field of Antiochos
et al. (1999) that had a central polarity inversion line
(PIL) coincident with the equator. The system was ener-
gized by applying a slow boundary shear flow localized
about the PIL. This driving flow resulted in the gradual rise
in magnetic free energy visible in Fig. 19, along with the
minuscule initial rise in kinetic energy. The addition of
the magnetic stress led to the formation of a current sheet
at the overlying coronal separatrix and null, so that eventu-
ally “breakout reconnection” set in there. This produced
the first jump in kinetic energy visible in Fig. 19 at time
t~6x10*s.

We identified this onset of breakout reconnection as the
onset of eruption in that, once it begins, eruption is inevi-
table. However, if this is the only reconnection that occurs,
then eruption will be slow, because the end state of the sys-
tem will contain a vertical current sheet that extends down
to low altitudes. Reconnection within this current sheet, the
so-called flare reconnection, allows the field to relax rapidly
toward a nearly potential state while accelerating the CME
outward. Our results showed that the onset of explosive
energy release in solar eruptive events was due to the onset
of fast flare reconnection (Karpen et al., 2012).

The results above are compelling, but they are only for a
2.5D system, which of course is artificial. A true CME/flare
is never 2D. Therefore, as part of this LWS Focused
Science Team, we extended our study of the role of recon-
nection in CME onset to the fully 3D case. This study was
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Fig. 19. Volume-integrated total kinetic and magnetic energies vs. time.
Vertical lines denote important milestones in the CME/flare evolution.
Adapted from Karpen et al. (2012).
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highly challenging, because it required ultra-high numerical
resolution of the reconnecting current sheets, both break-
out and flare. For these studies, the adaptive mesh refine-
ment capabilities of our Adaptively Refined Mhd Solver
(ARMS) were indispensable. Although we simulated a sys-
tem that went out to 30R., the resolution in the flare cur-
rent sheet went down to about 300 km. Fig. 20 shows the
initial state of our system, which consisted of a potential
field due to dipole sources below the photosphere. Note
that in order to make the analysis easier, the initial field
was chosen so as to be antisymmetric about the equator,
so that the eventual flare current sheet would lie along
the equatorial plane.

6.1. STatistical InjecTion of Condensed Helicity (STITCH)

A key issue for all models of CME onset is the buildup
of the free energy that leads to eruption, that is to say, the
formation of the filament channel (Patsourakos et al.,
2020). Three methods have long been used: flux emergence
(e.g., Section 5 and Galsgaard et al., 2005; Archontis and
Torok, 2008; Leake et al., 2014; Syntelis et al., 2017), pho-
tospheric boundary flows either with (e.g. Linker et al.,
2003; Amari et al., 2010; Aulanier et al., 2010) or without
(e.g. Antiochos et al., 1999; Lynch et al., 2008) flux cancel-
lation, and flux-rope insertion (e.g., van Ballegooijen, 2004;
Titov et al., 2014). Flux emergence is a robust, physically
self-consistent method for filament channel formation
(Leake et al., 2022); however, it is difficult to use for event
studies, because it inherently allows for little control over

Fig. 20. (a,b) Initial magnetic configuration for the fully three-dimen-
sional eruptive flare calculation. White (black) shading at the inner
boundary corresponds to positive (negative) normal polarity. Polarity
inversion lines (PILs) are indicated by cyan curves. Four distinct flux
regions are indicated in blue, green, and red (northern and southern sets of
green field lines represent distinct flux regions). (c,d) Profile of tangential
flux injected by the STITCH method (see text for details) at the inner
radial boundary, normalized to 0.58 G s~!. The B, component is shown in
(c) and the By component in (d). Adapted from Dahlin et al. (2022a).
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the evolution of the photospheric flux. The other two meth-
ods are tantamount to assuming particular boundary con-
ditions and/or initial conditions, which have not been
proven to capture self-consistently the actual
photosphere-corona interaction.

More recently, Antiochos (2013) proposed a mechanism
for filament channel formation due to injection of net helic-
ity into the corona by photospheric convective flows
including granulation and supergranulation. A system that
supports ubiquitous reconnection across numerous small-
scale current sheets, as postulated by the well established
nanoflare  coronal-heating model (Parker, 1987;
Klimchuk, 2006), will transfer the helicity to ever-larger
scales through an inverse cascade (Berger, 1984; Berger
and Oliger, 1984; Finn and Antonsen, 1985; Biskamp,
1993). In the solar context, this cascade ‘“‘condenses” the
small-scale twist injected within a unipolar region at its
PIL, where it takes the form of a large-scale shear. Rigor-
ous exploration of the theory via MHD simulations has
shown that it forms filament-channel structures whose
properties are consistent with solar observations (Zhao
et al., 2015; Knizhnik et al., 2015; Knizhnik et al., 2017a;
Knizhnik et al., 2017b; Knizhnik et al., 2018) and whose
evolution can generate a fast CME accompanied by an
eruptive flare (Dahlin et al., 2019). Other work has demon-
strated that helicity condensation generates filament chan-
nels in accord with the otherwise inexplicable chirality
patterns observed on the Sun (Mackay et al., 2014;
Mackay et al., 2018).

A major difficulty with the helicity-condensation calcu-
lations, however, is that they are computationally very
intensive: all of the convective flows, as well as the small-
scale reconnection dynamics, that drive the helicity cascade
must be resolved. In particular, it would be computation-
ally prohibitive to attempt to capture the long time scales
required for the buildup of non-active-region filament
channels by helicity condensation. Overlapping the convec-
tive flows and the PILs would trigger substantial small-
scale diffusion across the resultant grid-scale structures,
and this must be avoided when driving highly complex
magnetic configurations typical of solar eruptive events.
Helicity condensation simulations have shown, however,
that the filament channels generated are relatively insensi-
tive to the specific mechanism or spatial scale of the
injected helicity (Knizhnik et al., 2017a; Knizhnik et al.,
2019). The shear always will be transferred to the PILs,
so long as sufficiently complex, turbulent dynamics accom-
panies a net injection of helicity of one sign or the other.
Consequently, while understanding nanoflare-type coronal
heating requires resolving the small-scale reconnection pro-
cesses, the large-scale filament-channel formation and
energy buildup ultimately are insensitive to the details of
the helicity injection and cascade.

These considerations motivated us to develop a subgrid-
scale model, STITCH (STatistical InjecTion of Condensed
Helicity), for the helicity condensation process (Mackay
et al., 2014; Mackay et al., 2018). STITCH eliminates the
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small-scale structures and dynamics that accrue to employ-
ing the full MHD treatment. This makes it far more effi-
cient numerically in calculations and in memory, as it
requires much lower temporal cadence and spatial resolu-
tion. The STITCH term, expressed below, is simple to
implement and ease to use. Our approach can be applied
readily to complex surface-flux distributions that include
multiple, meandering PILs because it is so flexible.
Presented by us originally in Mackay et al. (2014),
STITCH is a subgrid-scale model expressed in a single
new term that appears in the MHD induction equation,

OB 0A,
— =V x
ot ot
B is the magnetic field, A is the vector potential, ¢ is time,
subscripts s and n denote components parallel and normal
to the surface, respectively, and the parameter { character-

izes the vortical flows,
(= {Cw)/2.

Here ¢ and w, are the radius and angular rotation rate of
the cells, respectively, and angle brackets denote a local
space/time average. Clearly, the rate of change of B in
Eq. 13 is strongest where the product (B, varies most
rapidly. This occurs primarily in the vicinity of the PILs,
which are the boundaries of the flux systems.

The STITCH term has two key properties. It keeps the
magnetic field divergence-free,

0
“V.B=-V.
ot
everywhere that (B, is mathematically smooth (i.e., differ-
entiable). It also preserves the normal magnetic field com-

ponent, B,, while injecting twist flux into the corona,
0B,

= —V x V,((B,). (13)

(14)

[V x V,((B,)] =0, (15)

T —n-VxV({B,) =-n-V,xV(B,)=0. (16)
The horizontal field component, B,, changes according to
OB,

T =V, x Vy((B,) = +V,; x V,((B,). (17)

This expression has exactly the same form as that employed
to generate randomized twists, with coefficient &, which
inject no net helicity (Eq. 12) as described in Section 4.1.
In contrast, here our coefficient { is smooth and everywhere
single-signed, so that it injects large-scale magnetic shear.

6.2. STITCH validation

In order to validate that STITCH captures the essence
of full helicity-condensation (FHC) dynamics, we per-
formed a numerical simulation of an eruption in a system
that was driven by the two processes in turn. The FHC sys-
tem was simulated by Dahlin et al. (2019) and is described
in detail there. The magnetic field consisted of an
embedded-bipole topology with a large elliptical PIL in
the northern hemisphere.
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In the FHC case, we drove the system using 107 tessel-
lated, vortical, B,-conserving cellular flows within the
minority-polarity region. The resulting rates at which hor-
izontal magnetic field components were generated by the
motions are shown in Fig. 21a. We ramped up the flows
sinusoidally over 1,000 s, then held them fixed at a maxi-
mum speed |V, |~ 50 km s~!, which is both subsonic
and highly sub-Alfvénic. The magnetic field was line-tied
at rest (V. = 0) across the remainder of the surface for
the full duration of the simulation. The resultant gradual
energy-buildup phase required about 90,000 s of elapsed
physical time.

In the STITCH case, we adopted a uniform parameter
value, {, = 1.4 x 10'® cm? s~!, within the minority-polarity
region, and a zero value everywhere else. The resulting rates
of horizontal magnetic-field injection peaked at about 1 G
s~!, as shown in Fig. 21b. To achieve a smooth start-up,
we ramped up the flux injection sinusoidally over 1,000 s.
In this STITCH calculation, the magnetic field was line-
tied at rest (V, = 0) over the entire surface for the full dura-
tion of the simulation. The resultant energy-buildup phase
was much shorter with STITCH, requiring only about
6,000 s of elapsed physical time.

Snapshots of the filament-channel formation (left) and
eruption (right) phases are shown for the FHC (top) and
STITCH (bottom) cases in Fig. 22. Highly sheared, low-
lying orange field lines — the longest of which stretch more
than halfway along the PIL — are restrained by weakly
sheared, high-lying red field lines in both cases (Fig. 22a,
¢). This configuration agrees well with photospheric vector
magnetograms, which show that the shear zone is highly
localized near the PIL and that the angle that the shear
field makes with the PIL can be as low as 15° (Hagyard
et al., 1984). In each case, the filament-channel formation
phase is approximately two-thirds complete at the time of
these snapshots. The entire filament channel subsequently
erupts, ejecting a quasi-circular filament at a maximum
speed ¥ > 1000 km s~ shown by the dark red shading

dB/dt (G s™) d8/dt (G s™)
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Fig. 21. Helicity injection for the idealized embedded-bipole configura-
tion. (Left) Horizontal components of magnetic field, B, that are induced
by a horizontal velocity field, V, imposed on the boundary to drive the
full helicity condensation (FHC) case. (Right) Horizontal components of
magnetic field, By, that are injected directly into the corona just above the
boundary to drive the STITCH case, here with uniform (. Black contours
indicate radial magnetic field values B, = [-50,-40,-30,-20,-10,0] G.
Adapted from Dahlin et al. (2022b).

Advances in Space Research xxx (Xxxx) xxx

FHC,t=89150s (b)

()

Fig. 22. Filament-channel formation (left) and eruption (right) for full
helicity condensation (FHC; top) and STITCH (bottom) with uniform (.
Magnetic field lines are colored according to whether they close entirely
within the active region (red), between the active region and the
background magnetic field (blue and magenta), or entirely within the
background field (green). Orange lines show the filament-channel field.
Color shading in the plane of the sky (right) shows radial velocity V,.
Adapted from Dahlin et al. (2022b).

against the plane of the sky (Fig. 22b,d). In each case,
the kinetic energy is near its maximum value at the time
of these snapshots.

These results demonstrate that the STITCH formalism
effectively captures the physics of helicity condensation
and can be used to replace the complex multi-cell convec-
tive driving of FHC (see Dahlin et al.,, 2022b, for a
detailed comparison of the two cases). Consequently,
STITCH provides substantial utility for physics-based
modeling of CMEs and, potentially, great promise as an
operational tool for future space-weather prediction capa-
bilities. It possesses several efficiencies and advantages
compared to full MHD calculations of the formation and
eruption of filament channels:

e Easily implemented in MHD models

e Easily applied to realistic, complex PILs

e Facilitates event modeling by energizing the system
without disturbing the normal magnetic field component

e Reduces computational expense by using fast, sub-
Alfvénic (flux-injection) driving rather than slow, sub-
sonic (vortical-flow) driving

e Reduces computational expense by using coarse grids
that need not resolve small-scale vortical flows and cur-
rent sheets

¢ Eliminates complex small-scale structure and dynamics
that can obscure the essential large-scale evolution

6.3. Eruption onset and dynamics

With the vast improvement in computational efficiency
afforded by STITCH, we were able to perform an ultra-
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high-resolution simulation of an eruption in the system
shown in Fig. 20. The flux injected by the STITCH driving
is shown in the bottom two panels of Fig. 20. The adaptive-
mesh capabilities of ARMS allowed us to resolve selec-
tively the important fine-scale structure in the electric cur-
rent. Refinement and derefinement criteria were based on
the local ratio of the grid spacing to the current-density
spatial scale (as in Karpen et al., 2012; Masson et al.,
2013; Masson et al., 2019). Further details of the simula-
tion are described by Dahlin et al. (2022a).

The energy buildup leading to eruption onset, via the
formation and evolution of the filament channel, is illus-
trated in Fig. 23. Representative filament-channel field lines
(a-d) are shown along with ¢ = 0 cuts of By (e-h) and nor-
malized current—density magnitude |J|R;/c (i-1). Initially
the magnetic field lines run perpendicular to the PIL, form-
ing an unsheared arcade, as the field is potential (current-
free) at the outset. The low-lying orange field lines increas-
ingly become stretched along the ¢ direction as shear flux is
injected into the system. The high-lying red field lines are
more weakly sheared, primarily expanding upward and
sideways. Early on, the shear is weak and the overlying flux
expands negligibly; hence, the shear-flux distribution at this
stage (Fig. 23f) directly reflects the gradients in the
STITCH shear injection. This creates a strong current shell
coincident with the boundary of the sheared region, as seen
in Fig. 23j. The shear flux expands outward as the driving
continues, and it eventually takes on an inverted-teardrop
shape (Fig. 23g). This expansion causes the shear field to
decrease in magnitude (see Fig. 24), so the current shell
fades in intensity, but deep within the shear region, a new
vertical current sheet forms (Fig. 23k). The current-sheet
formation occurs late in the evolution, after z = 10,000 s,

(a)

(0)

()

@

Fig. 23. Energy buildup phase of the eruptive flare. (a-d) Overhead view
of the filament channel, with two sets of magnetic field lines corresponding
to the low-lying (orange) filament channel and overlying (green) arcade
loops. Blue-to-red shading indicates B, at the inner boundary. (e-h) ¢ =0
cut of B, (shear/guide field), with the same sets of field lines shown in (a-
d). (i-1) ¢ = 0 cut of |J|R,/c (normalized current-density magnitude; R; is
the solar radius). Adapted from Dahlin et al. (2022a).
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Fig. 24. Global energetics during the energy buildup and the eruptive
flare. The dashed magenta curve, f(¢), indicates the temporal profile of
shear injection, solid (dashed) green the maximum strength (total flux) of
the shear field, black the normalized magnetic free energy, red the
normalized kinetic energy, and blue the rate of reconnected flux. £y
denotes the total magnetic energy and E)y its initial value. Adapted from
Dahlin et al. (2022a).

shortly before the driving is stopped. We point out that,
by this time, the breakout reconnection already is well
underway and the outward expansion is slowly accelerat-
ing, but it is not yet explosive.

These fully 3D results match very well those of the 2.5D
case; both the filament-channel (energy buildup) and
current-sheet formation processes are quite similar. Several
global quantities that characterize the CME/eruptive flare
are plotted versus time in Fig. 24, The gradual phase of
energy buildup lasts until # = 11,500 s; the impulsive phase
of energy release due to eruptive-flare onset begins at 7 =
12,000 s. The total magnetic free energy in the system (solid
black curve) closely tracks the total shear flux in the fila-
ment channel (dashed green curve). Much like our findings
in a previous eruptive-flare study (Dahlin et al., 2019), the
maximum shear-field strength (solid green curve) rises
rapidly to a peak early in the energy-buildup phase; there-
after, it decreases gradually until eruption onset. This evo-
lution results from an increase in the cross-sectional area of
the filament channel, as the shear flux expands upward and
outward in response to the buildup of internal magnetic
pressure. Such behavior is predicted by the Aly-Sturrock
(Aly, 1984; Sturrock, 1991) principle: they argued that, in
both the minimum-energy (closed potential) and
maximum-energy (fully open) states, the shear field must
vanish. Consequently, the strength of the shear-field com-
ponent must peak somewhere between those energy
extrema.

The time dependence of the reconnection rate d®,,./dt,
where ®,,. is the reconnected flux (solid blue curve,
Fig. 24), reveals the rapid onset and fast dynamics of the
eruptive flare. We calculated the rate by tracking changes
of the magnetic-field connectivity within the erupting
region at high cadence (as in Dahlin et al., 2019). The onset
of fast reconnection clearly precedes the rapid conversion
of magnetic energy into kinetic energy, as we have noted
in our previous studies (Karpen et al., 2012; Dahlin
et al., 2019). (Our results also are consistent with an analyt-
ical model that relates the reconnected flux to the CME
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acceleration; see Welsch, 2018). Following flare onset, the
maximum shear-field strength in our simulation begins to
increases again; this is due to retraction and compression
of flare loops that retain a portion of the shear flux. We
emphasize, however, that the majority (approximately
80%) of the shear flux in the filament channel is ejected
by the eruption, thereby allowing the system to relax back
toward a nearly potential state. The reduction in the mag-
netic free energy is relatively small because the erupting
flux rope, which contains most of the shear flux, remains
within the simulation domain for the entire time shown.

6.4. Conclusions

The results presented here have critical implications for
understanding CME onset. We have noted in Fig. 24 that
the fast flare reconnection turns on before eruption onset.
In fact, the explosive acceleration of the CME is due to this
fast reconnection. An important point is that the reconnec-
tion rate (blue curve in Fig. 24) quickly reaches a maximum
and starts to turn down, but the kinetic energy keeps rising.
This indicates that the reconnection is truly the onset mech-
anism: once the eruption is well underway, it can be self-
sustaining due to the expansion of the CME flux rope.

We find no evidence of ideal instability, either kink or
torus, in our simulation. On the other hand, our filament
channel has no twist, so such an instability would not be
expected. The key point, however, is that the process of
helicity condensation, coupled with reconnection, naturally
results in a fast eruption without the need to invoke any
particular parameters for the active-region system. We con-
clude, therefore, that reconnection is the mechanism for
CME onset: the breakout reconnection enables the flare
current sheet to form, and the reconnection in the flare cur-
rent sheet is the mechanism for CME onset. The same con-
clusion has been reached from detailed simulations
presented in Section 5 of the flux-emergence mechanism
for filament channel formation (Leake et al., 2014; Leake
et al., 2022). This understanding now needs to be tested
against rigorous simulations of observed events.

We expect that STITCH will prove to be indispensable
for performing such event studies. An important finding
from our work is that the STITCH formalism is a robust
and flexible procedure for building up the free energy that
leads to eruption. STITCH is one of our primary deliver-
ables for this LWS FST, and it may well turn out to be a
major contribution of LWS science toward advances in
space weather capabilities.

7. Observational and modeling case studies of CME-related
reconnection (Lynch Team)

7.1. Observations and modeling of flare reconnection during
the eruption of an extended mid-latitude filament

There is a quantitative relationship between the recon-
nection flux in the corona and the magnetic flux swept by
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the flare ribbons (Forbes and Priest, 1983; Qiu et al.,
2007; Kazachenko et al., 2017). Magnetic reconnection
rapidly adds poloidal magnetic flux to the CME structure
during the eruption process, resulting in the formation of
a coherent, twisted flux rope (e.g., Lynch et al., 2009;
Welsch, 2018; Jiang et al., 2021a; Jiang et al., 2021b; Yan
et al., 2022), largely in agreement with remote-sensing
and in situ CME observations (e.g. Bothmer and
Schwenn, 1998; Vourlidas et al., 2013; Hu et al., 2014).
In addition to the connection between eruptive flare recon-
nection and CME acceleration (Jing et al., 2005; Qiu et al.,
2010), properties of the magnetic field—handedness, orien-
tation, and magnetic flux content—are routinely used to
make the CME-ICME connection (e.g. Palmerio et al.,
2017; Gopalswamy et al., 2017; Gopalswamy et al., 2018).

The Lynch team, in collaboration with the Antiochos
team (see Section 6), ran a data-inspired MHD simulation
of the 2015 July 9-10 mid-latitude filament eruption which
eventually impacted Earth on 2015 July 13 with a flux rope
ICME morphology, measured in situ by the Wind and
ACE spacecraft (Lynch et al., 2021). In this section, we
review some features of the “eruptive flare reconnection”
that occurred during the filament eruption and the result-
ing CME morphology in the extended solar corona.

Fig. 25(a) shows the 0B,/0t component of the STITCH
profile (see Section 6.1; also Dahlin et al., 2022a; Dahlin
et al., 2022b) for the filament channel energization (left
panel) and the global magnetic free energy (AE)) and
kinetic energy (AE) evolution during the simulation’s fila-
ment energization phase and the activation and eruption
phase (right panel). The yellow shaded region,
175 <t < 184 hr, denotes the “impulsive” phase of the
eruption where 4.90 x 10*' erg of the magnetic free energy
that was stored in the sheared filament channel fields is
rapidly released. During this interval, approximately 70%
of the magnetic free energy release is converted into the
kinetic energy of the CME eruption.

Fig. 25(b), left panel, shows a calculation of the cumula-
tive flare ribbon area swept out during the MHD simula-
tion’s filament eruption, color-coded by reconnection
time. We use a large change in field line length
(AL < —2R.) between output files as a proxy for whether
the field line footpoint has experienced reconnection.
Fig. 25(b), upper and lower right panels, show a portion
of the HMI B g full disk magnetogram during the time
of the modeled event with the red contour showing the spa-
tial extent of the observed flare ribbon area and the color
shading showing the time evolution of the ribbon area
structure, respectively. While uncertainties in the HMI
magnetogram measurements can become significant as
one approaches the limb, we note that the majority of the
east-west portion of the filament channel PIL occurs at
~45° south where B o5 and the average magnetic flux over
the extended ribbon area are reasonably well resolved. In
both the observations and the simulation results, the flare
reconnection starts near the east limb and rapidly travels
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Fig. 25. (a) Left panel: 0B,/0t component of the STITCH energization used to create the mid-latitude filament channel. Right panel: Global magnetic
energy (AE),) and kinetic energy (AE) evolution during the filament channel energization phase and activation/eruption phase. (b) Left panel: Flare
ribbon area representing reconnection flux in the MHD simulation. Right panels: Magnetic field and flare ribbon area from SDO/HMI and AIA
observations for the 2015 July 9-10 filament eruption. (c) Left panel: Simulation reconnection flux (®,y,) and reconnection rate (d®,x, /dt) derived from the
flare ribbon area. Right panel: Comparison between observed reconnection flux (Cl)f;) and the simulation’s reconnection flux in an equivalent “region of
interest” (ORO"). Adapted from Lynch et al. (2021).

rxn

along the PIL toward the west, as in the “zipper” configu-  bipolar streamer-blowout CME fashion (e.g. Lynch et al.,
ration described by Priest and Longcope (2017, 2020), fol- 2016).

lowed by the slower “main phase” of sweeping away from Fig. 25(c) compares the reconnection flux in the MHD
the PIL. The flare reconnection imparts poloidal/twist flux ~ model (left panel) with the derived reconnection flux from
all along the erupting sheared field structure. The magnetic ~ the observations (right panel). The total reconnection flux
complexity of the active region near the east limb causes in the MHD model was ®,,, = 7.4 x 10 Mx by the end
the initial eruptive flare reconnection to also be complex  of the simulation run, whereas the total reconnection flux
(i.e. involving quasi-separatrix regions), however, as the estimate derived from the post-eruption arcade area in
eruption travels westward, it proceeds in more of a classic  gp( /AIA 211A observations was ~ 2 x 102 Mx. In the
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right panel of Fig. 25(c) we also show the MHD reconnec-
tion flux in a region of interest (ROI), denoted in 25(b) as
the orange boundary of a 30° x 90° area in latitude by lon-
gitude. The total ROI reconnection flux matches the obser-
vational value almost exactly.

Fig. 26, top row, shows the view from Earth of represen-
tative magnetic field lines that illustrate the structure of the
mid-latitude filament eruption. The bottom row of Fig. 26
plots synthetic white-light coronagraph emission derived
via Thomson-scattering from a 3D electron density struc-
ture (Billings, 1966) based on the MHD simulation proton
density (n, = n,) for each of the corresponding times in the
top row. We have plotted the total brightness intensity
ratio 1(¢)/1(0) where 7(0) is the intensity of the simulation’s
initial, = 0 hr spherically-symmetric density profile (as in
Lynch et al., 2016; Lynch, 2020; Parenti et al., 2021). We
note that despite the complex and distorted 3D magnetic
flux rope structure of the CME e¢jecta, the derived synthetic
white light signatures have all of the morphological fea-
tures typically identified with flux rope CMEs in corona-
graph observations (bright leading edge, dark circular
cavity, bright central core; e.g. Illing and Hundhausen,
1985; Illing and Hundhausen, 1986; Vourlidas et al., 2013).

In addition to providing insight into how various photo-
spheric and coronal magnetic configurations can lead to
CME eruptions, and allowing for detailed investigations
of the role that magnetic reconnection can play in these
events, global MHD simulations of CME eruptions can
provide important context and test-cases for heliospheric
remote sensing methods. For example, two of the Tier 1
papers included in this special issue make use of global
MHD simulations of CME eruptions to aid their remote
sensing analyses. From the white light remote sensing per-
spective, Verbeke et al. (2022) analyzed the Lionello et al.
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(2013) simulation of a CME eruption into the heliosphere,
run with the MAS (Magnetohydrodynamic Algorithm out-
side a Sphere; Riley et al., 2012) code, in order to quantify
the uncertainties involved in reconstructing CME parame-
ters from white light images using the GCS (Graduated
Cylindrical Shell, Thernisien et al., 2006) method. From
the interplanetary scintillation (IPS) perspective, Fallows
et al. (2022) compared the density and velocity structures
inferred from IPS observations of a CME event with those
from an MHD simulation of the same CME performed
with the SUSANOO-MHD code (Iwai et al., 2019).

7.2. Analysis of sympathetic eruptions resulting in a streamer
blowout CME and its heliospheric evolution

In this section we summarize the analysis by Palmerio
et al. (2021a) and Pal et al. (2022) of multi-spacecraft,
remote-sensing and in situ observations of a streamer blow-
out CME that erupted on 2020 June 21 towards Earth and
Parker Solar Probe. Parker Solar Probe was in its fifth
orbit around the Sun, 20° west of the Sun—Earth line and
at a distance of ~ 0.52 AU when it measured the passage
of this coherent, flux rope CME that lasted approximately
18 h, from 16:00UT June 25 until 10:00UT June 26. The
STEREO-A spacecraft was located ~ 70° east of the
Sun—Earth line on June 21st, at a near optimal viewing
geometry for off-limb EUV and white-light coronagraph
observations of three sequential, and most likely sympa-
thetic, eruptions. This sequence of eruptive events resulted
in the total blowout of the overlying helmet streamer
material.

CMEs result from the gradual accumulation of free
magnetic energy and subsequent disruption of the

t=184.00 h

t=184.00h

Fig. 26. Comparison between the CME’s magnetic field structure and derived line-of-sight integrated white-light emission from Thomson scattering. Top
row: Magnetic field lines depicting MHD simulation erupting flux rope structure. Bottom row: Synthetic white-light coronagraph images from the same

viewpoint. Adapted from Lynch et al. (2021).
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quasi-equilibrium of the pre-eruption energized magnetic
structure (Forbes, 2000; Klimchuk, 2001). This accumu-
lated free energy can power consecutive, sympathetic erup-
tions (e.g. Schrijver et al., 2013). In multipolar flux systems,
CMEs may initiate via the magnetic breakout mechanism
(Antiochos et al., 1999), where the breakout reconnection
at an overlying, stressed null point gives rise to an increas-
ing expansion of the energized arcade that eventually trig-
gers explosive, eruptive flare reconnection below the rising
sheared/twisted flux rope field. Under certain conditions,
this topology has been shown to support consecutive erup-
tions from the same flux system (homologous CMEs; e.g.,
DeVore and Antiochos, 2008) and consecutive eruptions
from adjacent flux systems (sympathetic CMEs; e.g.,
Torok et al., 2011; Lynch and Edmondson, 2013; Dahlin
et al., 2019).

Fig. 27(a) shows the on-disk and off-limb locations for
the origin of three, consecutive eruptions (CMEs #0, #1,
and #2) on 2020 June 21 in SDO/AIA and STEREO-A/
EUVI and CORI1 data. In addition, representative mag-
netic field lines from a PFSS extrapolation of the photo-
spheric magnetic field are shown, colored by their
connectivity and depicting the multipolar flux system of
the sequential CMEs’ source regions. The top row of

Fig. 27(a) shows the SDO/AIA 211A EUV image and

(a) CME Source Regions
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the AIA 211A image in base-difference to highlight the
location of the on-disk signature associated with the first
of the sequential eruptions, CME #0. This region (marked
in pink) is located outside and to the northwest of the equa-
torial multipolar flux system, right on the boundary
between the closed helmet streamer flux and the open flux
of the polar coronal hole.

The bottom row of Fig. 27(a) shows the limb view of the
multipolar flux system where the side-lobes are cyan, the
small, central arcade is blue, the overlying streamer flux
is orange, and open field lines are magenta. We also indi-
cate the off-limb STEREO-A/EUVI emission features iden-
tified as the progenitors for the second (CME #1) and third
(CME #2) eruptions of the sequence. The comparison of
the large-scale PFSS topology and the locations of the
high-altitude progenitors for CMEs #1 and #2 clearly indi-
cate that the second and third eruptions in this sequence
originate in the (energized) northern and southern side-
lobes of the multipolar flux system, respectively.

Fig. 27(b) illustrates the sequence of each of the coronal
eruptive transients. The left column of 27(b) shows
STEREO-A/CORI1 data which has been processed with a
sliding, 45-min averaging window and has had a minimum
intensity background removed. The low coronal trajecto-
ries for CMEs #1 and #2 are shown in cyan and yellow

(b) Sequential CME Eruptions

(a) SDO AIA 211

2020/06/20 23:44.09

(a) STA EUVI 195 + COR1

20200622 15:15
0 1

| 20200622 18:43
3 0 2

6 8

2 4
x/Rs x/Rs

Fig. 27. Sequential, sympathetic CME eruptions resulting in a full streamer blowout on 2020 Jun 20-21 from a multipolar source region that was observed
with Parker Solar Probe at ~0.5 AU. (a) Identification of the source region origins of the sequential CMEs. (b) Coronagraph signatures of the eruption

sequence. Adapted from Pal et al. (2022).
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dotted lines, respectively, while the transient white light
intensity features associated with each eruption are anno-
tated. The right column of 27(b) shows each corresponding
CME in the STEREO-A/COR?2 field of view using the
standard running-difference processing (e.g. Sheeley et al.,
1999). The COR2 signatures of each eruption are also
annotated here, along with the COR2 trajectories for
CMEs #1 and #2. The (plane-of-the-sky) velocities derived
from the height-time profiles are 350 km/s, 173 km/s, and
246 km/s at r =20R, for CMEs #0, #l, and #2,
respectively.

The most noticeable aspect of the eruption sequence is
the multi-stage/multi-eruption removal (i.e. blowout) of
the overlying helmet streamer. The spatiotemporal proxim-
ity between the sequence of three eruptions observed over
STEREO-A’s west limb, combined with the large-scale
geometry of the PFSS coronal field extrapolation, strongly
suggest a direct and causal magnetic coupling between the
eruptions (Schrijver et al., 2013). In the Torok et al. (2011)
MHD simulation, their coupled, sympathetic eruptions
from the adjacent flux systems of a coronal pseudostreamer
were triggered by a prior eruption that was external to the
pseudostreamer arcades. In this scenario, CME #0 plays an
analogous role, removing a portion of the overlying (re-
straining) helmet streamer flux and disrupting the quasi-
equilibrium force-balance of the energized, multipolar flux
system. CMEs #1 and #2 then erupt sympathetically, in
succession. CME #1 starts in the northern side-lobe arcade
and is seen to deflect south while CME #2 starts in the
southern side-lobe and deflects northward (Palmerio
et al., 2021a). As discussed in Lynch and Edmondson
(2013), sympathetic CME eruptions can contain significant
non-radial deflections, and these tend to be toward their
overlying breakout current sheet. The breakout current
sheet corresponds to a local magnetic pressure minimum,
i.e., a natural path of least resistance for CME propagation
(Shen et al., 2011; Gui et al., 2011; Kay and Opher, 2015).
More generally, there are many examples of mid- to high-
latitude eruptions deflecting towards the heliospheric cur-
rent sheet (HCS) as they become streamer blowout CMEs
(Cremades and Bothmer, 2004; Kilpua et al., 2009;
Panasenco et al., 2013; Zheng et al., 2020; Getachew
et al., 2022).

Despite their relatively modest speed, streamer blowout
CMEs can still deflect and compress the ambient upstream
solar wind plasma. This causes draping of the interplane-
tary magnetic field (IMF) around the CME, where the
specific geometry of the draping depends on the size and
shape of the CME, as well as its speed (Gosling and
McComas, 1987). This CME-solar wind interface region
can be the location of dynamic interaction, including mag-
netic reconnection (McComas et al., 1994; Dasso et al.,
2006) between the CME and the upstream magnetic field,
which can significantly erode the CME’s magnetic flux
and helicity (e.g. Dasso et al., 2006; Ruffenach et al.,
2015; Pal et al., 2020). In fact, the statistical analysis by
Ruffenach et al. (2015) found that the azimuthal flux imbal-
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ance expected from erosion by magnetic reconnection
implied an average erosion of ~40% of the total poloi-
dal/azimuthal flux by 1 AU. Additionally, roughly 30%
of their flux rope CME boundaries showed in situ signa-
tures of reconnection.

Fig. 28 depicts the in situ Parker Solar Probe observa-
tions of CME #2 and its surrounding heliospheric solar
wind structures. From top-to-bottom, Fig. 28 plots the
magnetic field magnitude, its RTN components (a
spacecraft-centric coordinate system where R is a unit vec-
tor from the Sun to the spacecraft, 7 =Q x R/|Q x R|
where Q is the solar rotation axis, and N =R x T), the
B-field’s azimuthal angle in the R-T plane, radial velocity,
proton density, proton temperature, the pitch angle distri-
bution (PAD) of 283-359 eV suprathermal electrons, and
the plasma beta. The yellow-shaded region indicates the
coherent flux rope CME and the light gray-shaded regions
indicate encounters with the heliospheric current sheet and/
or its surrounding plasma sheet. Pal et al. (2022) performed
Minimum Variance Analysis (MVA; Sonnerup et al., 1967)
on Regions 2 and 8 (indicated in the suprathermal electron
panel) to find that the absolute latitude of the unit vector
normals to these current sheet crossings were 0, = 49° for
Region 2 and 0, = 61° for Region 8—consistent with the
picture of the IMF and HCS being draped around the
CME flux rope. The CME-solar wind interface is shown
as the salmon-colored regions on either side of the mag-
netic ejecta. Region 5 shows some indication of reconnec-
tion signatures while Region 6’ depicts the interval of
unbalanced azimuthal flux, i.e. the portion of the CME
that has eroded. Using the methodology outlined by
Dasso et al. (2005), Dasso et al. (2006), Dasso et al.
(2007), Pal et al. (2022) calculated that 18 = 11% of the
total azimuthal flux had reconnected by the time of the
Parker Solar Probe encounter at 0.52 AU, and determined
the erosion reconnection most likely started at a helio-
spheric distance of =~ 0.35 AU. We note that many previ-
ous numerical simulations of magnetic breakout-initiated
CMEs show indication of continued reconnection at the
breakout current sheet during propagation through the
extended corona and inner heliosphere (e.g. MacNeice
et al., 2004; van der Holst et al., 2009; Karpen et al.,
2012; Hosteaux et al., 2018).

7.3. Estimating CME flux rope structure, orientation, and
flux content in the extended corona

Complementary remote-sensing and in situ observations
of the same solar wind and transient structures, as well as
in situ measurements over a range of angular separations
and radial distances, are now possible with the launch of
Parker Solar Probe and Solar Orbiter (e.g. Velli et al.,
2020; Hadid et al., 2021; Mostl et al., 2022). In its first sev-
eral encounters, Parker Solar Probe has observed a number
of streamer blowout CME events that exhibit flux rope
morphology in the remote-sensing observations (Howard
et al., 2019; Hess et al., 2020; Wood et al., 2020; Liewer
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In-situ Parker Solar Probe Observations of CME#2
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Fig. 28. In-situ Parker Solar Probe observations of the 2020 Jun 25-26
ICME identified with CME #2 in Fig. 27. The vertical yellow shading
indicates the magnetic flux rope ejecta, the vertical pink shading shows the
flux rope boundary interaction regions, and the the vertical gray shading
denotes the surrounding draped IMF and HCS/HPS regions. See text for
details. Adapted from Pal et al. (2022).

et al., 2021) and/or in the in situ measurements (Korreck
et al., 2020; Lario et al., 2020; Nieves-Chinchilla et al.,
2020; Palmerio et al., 2021a). There has also been a recent,
concerted effort to emphasize the importance of multi-
spacecraft observations throughout the inner heliosphere,
ranging from in situ ICME case studies (Kilpua et al.,
2019; Davies et al., 2021; Palmerio et al., 2021b; Palmerio
et al., 2022a; Palmerio et al., 2022b), to statistical studies
and event catalogs (Winslow et al., 2015; Good et al.,
2019; Vrsnak et al., 2019; Salman et al., 2020; Davies
et al., 2022; Mostl et al., 2022; Scolini et al., 2022), and
detailed comparisons between heliospheric simulation
results and multiple synthetic observers (Scolini et al.,
2019; Scolini et al., 2023).

Here we review the Lynch et al. (2022) analysis of MHD
simulation data of a global, streamer-blowout CME
(Lynch et al., 2019) with a focus on the 3D magnetic struc-
ture that would be seen by synthetic spacecraft observers
with radial distances » < 30R; that had time-dependent,
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Parker-Solar-Probe-like trajectories. The spatial coordi-
nates of the eight moving synthetic spacecraft are derived
from the Parker Solar Probe ephemeris for orbits 7, 9,
and 23. The encounter 7 perihelion was at a radial distance
of 20.36 R, and occurred on January 17th, 2021 at 17:35
UT. The encounter 9 perihelion was at 15.98 R, on August
9th, 2021 at 19:10 UT. The encounter 23 perihelion is cur-
rently scheduled to reach a distance of 9.86 R, on March
22nd, 2025 at 21:55 UT.

Fig. 29 shows four representative encounters of syn-
thetic spacecraft on Parker-Solar-Probe-like trajectories
through different sections of the Lynch et al. (2019) global
streamer blowout eruption. The top row of Fig. 29 presents
the global context for each of the representative synthetic
observer trajectories, as viewed from above the equatorial
plane. Synthetic observers P3, P4, and P5 are on trajecto-
ries derived from Parker Solar Probe’s encounter 9 orbit,
whereas observer P8 is based on future encounter 23’s orbit
ephemeris. The middle row of Fig. 29 plots 3D visualiza-
tions of the spacecraft positions (the yellow sphere that is
instantaneously sampling the yellow field line), a set of
adjacent field lines (dark gray) traced at 0.25R. intervals
in radius on each side of the spacecraft, and a set of light
gray field lines indicating the approximate MHD flux rope
boundary. The planar cut with the red-to-blue colorscale
shows the twist component of the flux rope field whereas
the planar cut with the rainbow colorscale (mostly
purple-blue) shows the log of mass density through the flux
rope cross-section.

We have applied several common in situ flux rope mod-
els and their fitting techniques (Al-Haddad et al., 2013; Al-
Haddad et al., 2018) to this set of synthetic simulation time
series to determine whether the in situ flux rope models
commonly used at 1 AU can be used to successfully esti-
mate and reconstruct the 3D flux rope structure, orienta-
tion, and flux content of CMEs in the outer corona. The
three in situ flux rope models we investigate are: the
Lundquist (1950) constant-o, linear force-free cylinder
model (LFF; Burlaga, 1988; Lepping et al., 1990), the
Gold and Hoyle (1960) uniform-twist model (GH;
Farrugia et al., 1999), and a non-force free circular cross-
section model (CCS; Hidalgo et al.,, 2000; Nieves-
Chinchilla et al., 2016). We note these simple flux rope
models are highly idealized, cylindrically-symmetric config-
urations. More sophisticated flux rope models exist (e.g.
Mulligan et al., 2013; Hu et al., 2014; Nieves-Chinchilla
et al., 2018; Weiss et al., 2022) however there is a natural
trade off between model complexity and the number of free
parameters, and even the simple models tend to be under-
constrained during most single-spacecraft ICME
encounters.

The bottom row of Fig. 29 shows the synthetic time ser-
ies of the magnetic field components of Brry. From left-to-
right, each column corresponds to a different encounter
type: Type 1—classic bipolar orientation (low inclination);
Type 2—<classic unipolar orientation (high inclination);
Type 3—the problematic large azithumal angle ¢, orienta-
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Type 1: Bipolar
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Fig. 29. Four examples of synthetic spacecraft observers on Parker-Solar-Probe-like trajectories flying through the Lynch et al. (2019) MHD simulation
data of a global-scale streamer blowout CME. Top row: Global context for the synthetic observer positions within the 3D data cube. The P3, P4, and P5
trajectories are derived from Parker Solar Probe’s encounter 9 orbit while the P8 trajectory is derived from future encounter 23. Middle row: Instantaneous
position of the observer (yellow sphere) with representative magnetic field lines. Bottom row: Brrn () time series with three different flux rope model fits
(LFF, GH, and CCS) to the coherent MHD field rotations. Adapted from Lynch et al. (2022).

tion (i.e spacecraft trajectory includes a significant compo-
nent along the flux rope axis); and Type 4—the problem-
atic large impact parameter trajectory (i.e. spacecraft
passes far from the axis of symmetry). For each of the syn-
thetic time series, the CME boundaries are marked with
vertical blue lines and the MHD flux ropes are fit with
the LFF, GH, and CCS in situ flux rope models shown
as blue, green, and orange lines, respectively.

In addition to the magnetic field component fits shown
above, Lynch et al. (2022) compared a number of geomet-
ric parameters for the cylindrical flux rope models with
their corresponding MHD values—specifically, the axis
orientation, impact parameter, and flux rope radius R..
These parameters are used, along with the analytic descrip-
tion of the in situ flux rope model magnetic field structure,
to calculate the toroidal/axial flux (®,) and the poloidal/
twist flux per unit length (®,/L) for each model fit. The
equivalent flux components are calculated directly from
the MHD data cube at the times and locations of the set
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of 16 total synthetic observers. We found that the peak
of the in situ flux rope model distribution of (®,,®,/L) lies
below the peak of the MHD distribution in both toroidal
and poloidal flux (per unit length) coordinates. This sug-
gests that the in situ flux rope (FR) models are underesti-
mating both components of the CME flux content: the
toroidal/axial flux by ~60%, i.c., (®M"") ~ 1.63 (D),
and the poloidal/twist flux by ~25%, ie.,

((@,/1)"") ~ 126 {(@,/1)™).

We also examined the internal structure of the j x B
misalignment angle o, defined as ¥ = sin~' |j x B]|/(|j||B]).
We determined that the MHD ejecta intervals, while not
force-free, appear to be more force-free than the best-fit
CCS flux rope solutions (at least statistically) and /less force
free than the Kumar and Rust (1996) assumption that the
magnetic field structure is only a small departure from the
LFF cylinder model. Given the typical values obtained for
the percentage of the MHD flux rope intervals that fall
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below the “approximately force free” threshold of ¥ =~ 17°
(Mostl et al., 2009; Nieves-Chinchilla et al., 2016), we char-
acterized the MHD ejecta as having dissipated somewhere
between 30-60% of the excess magnetic energy responsible
for the non-zero Lorentz force. In principle, this reinforces
the Lynch et al. (2004) suggestion that a significant amount
of the excess magnetic energy within the CME flux rope can
be dissipated by ~15R..

Overall, we found that, despite the idealized nature of
the simplest, cylindrically symmetric in situ flux rope mod-
els, many of the trajectories through the 3D magnetic struc-
ture of the Lynch et al. (2019) CME simulation were
reasonably well approximated by each of the in situ flux
rope models. Unsurprisingly, the Type 1 and Type 2
events—corresponding to the classic bipolar and unipolar
flux rope configurations with a very small impact parame-
ter—yield the most robust fitting results. The problematic
encounters—those with a significant radial component of
the flux rope axis or a large impact parameter—were less
successful as a whole but still had the occasional individual
fit that matched the MHD orientation properties.

The cylindrical flux rope models tended to underesti-
mate the MHD CME’s toroidal/axial flux much more than
the poloidal/twist flux. These results will have some impact
on the quantitative comparisons between observed recon-
nection flux in the solar atmosphere and the poloidal/twist
flux inferred via flux rope model fits to in situ magnetic field
and plasma observations (e.g. Qiu et al., 2007; Hu et al.,
2014; Gopalswamy et al., 2017). However, we also note
that the cylinder model uncertainties are large (on the order
of 30%), so the discrepancy between the MHD poloidal/
twist flux average and the in situ model average is comfort-

ably within 1o of the (®,/L)"" distribution. There is cer-
tainly more work that needs to be done to fully
understand and appreciate the limitations of in situ flux
rope modeling, but we do find it encouraging that, as an
analysis tool, the in situ flux rope models appear to be no
worse at describing CME’s internal structure at » < 30R,
than at ~1 AU.

8. Discussion of outstanding questions and recommendations
for research on CME onset

Why Is Understanding Eruption Onset Important? Space
weather forecasting would be significantly improved if the
understanding of eruption onset mechanisms were
advanced enough to use this understanding to accurately
predict eruptions prior to their occurrence. Such an
advanced understanding of the mechanism or mechanisms
that cause eruption onset would provide more lead time in
forecasting eruption effects at Earth, without the need to
wait for coronal observations. Ideally, a broad understand-
ing of eruption onset causes would provide guidance, even
without running simulations, on whether a particular solar
magnetic configuration were favorable to eruptions. For
example, this could provide the means for making all clear
forecasts. Furthermore, while the effects of CME magnetic
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fields, densities, and velocities can to some extent now be
predicted with a day or more advance notice once the
CME is observed to erupt, the same cannot be said for
the effects of high energy (ionizing) flare radiation and
Solar Energetic Particle (SEP) events, which arrive at Earth
much more quickly following an eruption. Using knowl-
edge of eruption onset mechanisms to enable early predic-
tions that an eruption is likely is critically important for
SEP forecasts.

What Key Information are We Still Missing? The model-
ing efforts summarized here rely on a broad range of ener-
gization mechanisms to build towards an eruption onset,
including the generation of an energized magnetic flux rope
in the corona, shear flows driven at the photosphere, and
magnetic flux emerging through the photosphere. Each of
these, as demonstrated here, can lead to an eruption - but
many are difficult to predict. How much energy has been
stored in a filament channel or flux rope that is observed
in the corona? How much more flux emergence or shear
flow would be needed to energize this structure such that
it erupts? Would either mechanism suffice to drive eruption
onset for a particular coronal structure, or are both flux
emergence and shear flows needed for some scenarios?
How important is flux cancellation, which was not repre-
sented in the mechanisms explored here? How much of
the stored magnetic energy will be released in an eruption,
and how will that released energy be distributed between
kinetic, particle, and thermal energy? The work here pro-
vides promising suggestions as to the answers to these ques-
tions, but further work needs to be done to clearly
determine the current state of the magnetic field in an
active region or prominence, and further work needs to
be done to constrain the driving conditions which could
cause different classes of coronal magnetic structures to
erupt.

How Do We Make Progress? The broad scope of the
flare/CME onset problem requires teamwork. In particu-
lar, a combination of theory, modeling, and observational
expertise is needed to solve this problem. New observato-
ries are now providing promising information which can
help solve the problem of determining the pre-eruptive
structure of coronal magnetic fields as well as the structure
of CMEs shortly after eruption. In particular, DKIST
(Rast et al., 2021) promises new capabilities for measuring
coronal fields off the limb of the sun, which would provid-
ing new information about the state of the coronal mag-
netic field in prominences and active regions. Solar
Orbiter (Miiller et al., 2020) promises, for example, new
capabilities for measuring the magnetic field of the photo-
sphere on the side of the sun not visible from Earth, and
therefore providing improved inputs, for example, for
potential field source surface models and for tracking
energy and helicity injection into active regions. Parker
Solar Probe (Fox et al., 2016) is now periodically flying
through the outer corona during perihelia, and therefore
providing both in situ and remote sensing insight into the
structure of CMEs early in their ejection from the Sun.
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In this LWS team, each group was focused on one or
more aspects of the problem, but even so, not all aspects
could be represented. The work of each group, however,
benefited enormously from the interactions and collabora-
tions with the rest of the LWS team. We, therefore, recom-
mend continuing such team investigations of this problem,
but allowing for a broader, and in particular an interna-
tional, scientific participation. For example, setting up an
international scientific center of excellence on flare/CME
onset and eruption would provide a promising means to
bring together the necessary expertise from the interna-
tional community and foster strong collaboration on the
difficult questions that remain.
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