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Abstract 19 

Magnetic resonance imaging (MRI) is a powerful tool for characterizing opaque multiphase 20 

flows non-invasively. However, MRI has often (i) had low temporal resolution and thus not 21 

captured transient dynamics, (ii) only provided 2D slice images of 3D flows and (iii) been 22 

limited to flows in narrow (~30 mm) tubes with significant wall effects. Here, we apply multi-23 

band echo planar imaging (MB-EPI) with a custom-built radiofrequency coil in a full-body 24 

MRI scanner to provide fully 3D images of the dynamics of a stream of bubbles rising through 25 

a dense suspension with 151 ms resolution in a 178 mm diameter system. Image processing 26 

demonstrates that bubble rise and coalescence dynamics vary significantly with (a) initial 27 

spacing between bubbles and (b) particle volume fraction. The ability to image bubble 28 

dynamics in dense suspensions as well as in full 3D provides future opportunities to 29 

characterize complex, non-axisymmetric, multiphase flows.  30 
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1. Introduction 31 

Streams of gas bubbles are injected into and rise vertically through liquids and liquid-32 

solid suspensions in a range of industrial and natural systems [1,2]. The ascent, coalescence, 33 

and splitting of these bubbles induce convection and mixing [3]. The rate and efficiency of 34 

mixing are controlled by the bubble properties and dynamics such as bubble size and rise 35 

velocity. In particle-bearing suspensions, the particles influence bubble dynamics, while in turn 36 

the bubbles also influence the convection and mixing of particles [4,5].  37 

Bubble dynamics in clear fluids can be characterized using optical imaging [6,7]. However, 38 

particle-bearing suspensions are opaque, which precludes measurement of the bubble and 39 

suspension dynamics in flow interiors using optical imaging. Tomographic imaging, including 40 

X-ray, electrical capacitance tomography (ECT), positron emission particle tracking (PEPT), 41 

and magnetic resonance imaging (MRI), have been used to characterize bubbly flow dynamics 42 

in opaque fluids providing insights on single bubbles and bubble interaction, as well as gas, 43 

liquid and particle motion [8–26]. These measurements have been limited by the balance 44 

between spatial and temporal resolution which has made it very difficult to acquire images on 45 

a time-scale of milliseconds as needed to effectively capture the dynamics of bubble 46 

coalescence, while also capturing 3D images. Many studies have captured 2D slices through 47 

3D opaque flows [27]; however, the complex and 3D dynamics in these systems make it such 48 

that 2D slice images do not provide the full set of insights into the flow.  49 

  Like other tomographic techniques, MRI can measure the contrast between gas and 50 

liquid to image the location of bubbles. In addition, MRI can measure the velocity of liquid, 51 

particles, and gas [28,29]. MRI has traditionally been limited in temporal resolution, and thus 52 

most studies have produced time-averaged measurements of void fraction and velocity field 53 

[30]. However, recent studies using Fast Low Angle Shot (FLASH) [31], echo planar imaging 54 

(EPI) [29] and ultrashort echo time (UTE) protocols [24] have allowed capturing 2D slices in 55 

just a few milliseconds. In medical imaging, Multi-band EPI (MB-EPI) is a recent technique 56 

that allows for rapid collection of 3D images through the acquisition of multiple closely spaced 57 

2D slices that are stitched together [32]. 58 

 Here, we utilize EPI and MB-EPI images to produce 2D and 3D images, respectively, 59 

of a stream of bubbles rising through suspensions of silicone oil and sesame seeds. The 60 

injection time of bubbles and the idle time between bubbles are varied, as well as the volume 61 

fraction of suspended solid particles to investigate the effects of these variables on bubble and 62 

particle dynamics. Our experiments demonstrate the capability of MRI to provide insights into 63 

the location and timing of bubble coalescence, as well as the mixing of elongated particles in 64 

dilute and concentrated suspensions. 65 
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2. Methods 66 

In this experimental study, we study streams of bubbles within a medical MRI scanner 67 

by tailoring and implementing MRI techniques to study bubble dynamics, and reconstructing 68 

images and extracting bubble statistics from the measurements.  69 

2.1 Flow Setup 70 

A cylindrical container with an internal diameter of 178 mm, and a height of 400 mm 71 

was constructed from acrylic to be compatible with MRI (Fig. 1). At the center of the base of 72 

the container, a one-way valve was placed flush with the base to inject air bubbles into the 73 

system. An air supply at 5 psi (gauge) was used with a solenoid valve opened for an “injection 74 

time” during which bubbles were injected and then closed for an “idle time” between 75 

consecutive injections to form a stream of periodically injected bubbles. The container was 76 

filled with a combination suspension of 5000 cSt silicone oil with a density of 970 kg/m3 and 77 

sesame seeds (long axis 3.1±0.3 mm, middle axis of 1.7±0.2 mm, and short axis of 0.6±0.2 mm 78 

(20 seeds sampled)) with a particle density of 1300 kg/m3 to a height of 380 mm. The exact 79 

amount of oil and seeds added was varied to control the volume fraction of seeds in the 80 

suspension and measured by the weight of seeds and volume of liquid.  81 

82 

Fig. 1 Schematic of the flow setup: (a) flow setup and (b) MRI coil and scanner.  83 

2.2 Magnetic Resonance Imaging (MRI) 84 

MRI measurements were conducted tuned to 1H nuclei which provided signal 85 

predominantly from the silicone oil, such that regions with high signal are indicative of the 86 

location of silicone oil and regions with low signal are indicative of regions with gas bubbles. 87 

Measurements were conducted on a 3T Siemens Prisma MRI scanner, with 16 receiving coils 88 

and a scanner frequency of 123.26 MHz. The use of multiple receiving coils allows for 89 

improved temporal resolution. An EPI [33] pulse sequence (Fig. 2a) (time coordinated 90 

sequences of radiofrequency (r.f.) pulses and magnetic field gradients) was used to acquire 2D 91 

slice images through a central vertical slice in the system with a temporal resolution of 58 ms, 92 
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a horizontal and vertical resolution of 3.5 mm, and a slice thickness of 5 mm. EPI acquires an 93 

entire image from only one radiofrequency pulse to excite the spins in the sample, scanning 94 

through frequency space in a grid-like fashion, distinguishing EPI from other techniques which 95 

use multiple excitation points to sample frequency space and create an image. As such, EPI 96 

typically achieves a temporal resolution much faster than techniques often used to characterize 97 

multiphase flow, such as spin-warp imaging [34], single point imaging [35] and FLASH 98 

imaging [36]. The number of points acquired in the frequency-encoding direction was 80, and 99 

number of points acquired in the phase-encoding direction was 48 for the 2D scans, 100 

corresponding to a field-of-view (FoV) of 203 mm (horizontal) by 280 mm (vertical). The flip 101 

angle was 16 degrees. These values were chosen to balance the temporal resolution, spatial 102 

resolution and field-of-view to achieve resolution to characterize the bubbly flow of interest, 103 

since improving spatial resolution would come at the expense of temporal resolution and vice-104 

versa.  105 

For the 3D measurements, an MB-EPI [37] pulse sequence (Fig. 2b) was conducted 106 

with 12 slices through the system, taken with 2.5 mm spacing between slices, and 5 mm slice 107 

thickness. MB-EPI uses the sampling method of frequency space of EPI, but employs multiple 108 

excitation pulses directed at different slices through the sample to record 2D images of multiple 109 

slices in quick succession, which can be stitched together to form rapid 3D images. The 110 

temporal resolution of the 3D images was 151 ms, and the spatial resolution was 3.5 mm, with 111 

a field-of-view of 203 mm × 87.5 mm (horizontal), and 280 mm (vertical). The temporal and 112 

spatial resolution and number of slices again were selected to balance temporal and spatial 113 

resolution to be able to characterize the bubbly system studied here. Fig. 3 shows how these 114 

2D slices are positioned and stacked together to cover the space for 3D acquisitions. 115 

Experiments were conducted over the course of 90 s. 116 
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 117 

Fig. 2: Pulse sequence diagrams for the protocols used for rapid (a) 2D EPI and (b) 3D MB-118 

EPI of bubble dynamics, adapted from [37]. The diagrams show the initial portion of the pulse 119 

sequences. 120 
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 121 

Fig. 3 Schematic of slice dimensions and positions in the 3D acquisitions,  122 

  123 

2.3 Data Processing 124 

Image processing was conducted using MATLAB and 3D Slicer to reconstruct MRI data 125 

to produce 2D and 3D images. The process starts with importing NIFTI (Neuroimaging 126 

Informatics Technology Initiative) image files obtained from the scanner into MATLAB. Then, 127 

using filters available in the Image Processing Toolbox, the image quality is enhanced. The 128 

filters used were Imadjust which adjusts the intensity values of the image, medfilt2 which 129 

performs median filtering of the 2D image, imgaussfilt which applies Gaussian filtering, 130 

imsharpen which sharpens the image, imbinarize which binarizes the image, and finally, 131 

bwareaopen which removes small, connected components (objects) from the binarized image. 132 

The produced images from the process are later used to make time-series images for different 133 

cases (Fig. 4a). It must be noted that in all cases, the field-of-view of the images and the 134 

extracted regions of interest for filtering are the same. Varying filtering parameters, such as the 135 

signal threshold for binarization, was found to yield small quantitative differences in bubble 136 

area, but no significant differences in the center positions of bubbles or the bubble rise velocity. 137 

From 2D images, we extracted bubble area, bubble rise velocity, and vertical bubble 138 

position over time. MATLAB image processing was used to determine the center of connected 139 

gas-phase pixels as the center of a bubble (Fig. 4b). The total area of all of the pixels in a 140 

binarized bubble was used to determine the bubble area. Two bubbles were considered to 141 
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coalesce when the binarized gas-phase pixels from the bubbles became interconnected. As 142 

shown in Fig. 4c as a sample case, bubbles are numbered consecutively as they appear in the 143 

frame. However, immediately after the boundaries of two individual bubbles begin to touch, 144 

their IDs are replaced with a new bubble ID assigned to the newly formed bubble as a result of 145 

the coalescence process. In the case of 3D scans, multiple 2D slices with certain slice thickness 146 

and slice spacing are acquired. However, the temporal resolution and signal-to-noise ratio are 147 

poorer compared to single-slice 2D scans. In the future, the temporal resolution and signal-to-148 

noise ratio could be improved by using an MRI scanner with a stronger field, stronger gradients, 149 

and a higher slew rate as well as a receiver coil specially designed for MB-EPI signal reception 150 

for the flow system of interest. Images were binarized using the same filtering process as with 151 

2D images. 3D Slicer software [38] was used to make the 3D images from the binarized data 152 

files. 153 

 154 

Fig. 4 (a) Raw 2D MRI data and (b) binarized data showing bubbles and liquids and marking 155 

the center of each bubble with × and the perimeter of each bubble in red and (c) binarized data 156 

showing how numbers are assigned to the injected and the newly formed coalesced bubbles. 157 

3. Results and Discussion 158 

We studied bubble rise dynamics across a range of conditions: (a) constant bubble 159 

injection conditions with varying volume fractions of suspended seeds (Section 3.1) and (b) 160 

varying idle time between bubble injections with (i) 20 vol% seeds (Section 3.2) and (ii) 40 161 

vol% seeds (Section 3.3).  162 
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3.1 Varying Volume Fraction of Seeds 163 

 Fig. 5 shows time series of images (different rows showing different volume fractions 164 

of seeds) for bubble dynamics in a central vertical slice through the system with white 165 

indicating areas with bubbles and dark areas indicating areas of suspension. The time series are 166 

over the course of approximately four bubble injections with each bubble injection occurring 167 

every 860 ms, which is approximately every three image frames. Bubble size tends to increase 168 

with increasing vertical position in the cylinder due to bubble coalescence. The rate at which 169 

the highest bubble in the system rises over time tends to decrease with increasing volume 170 

fraction, which can be attributed to the increasing effective viscosity with increasing volume 171 

fraction of seeds [39].  172 

 173 

Fig. 5 Time series of 2D central vertical slice images of bubble streams rising through 174 

suspensions with different volume fractions. Injection time: 160 ms; idle time: 700 ms. The 175 

timestamps are relative to the zero frame chosen for each case; the absolute times of the first 176 

tile on each row are 30.3 s, 20.2 s, 5.9 s, 50.3 s, and 80.6 s, respectively. 177 

 178 

 Fig. 6 shows 3D images of bubble dynamics in the 0% and 10% seeds cases. The images 179 

are cropped at the sides because the low signal-to-noise ratio sometimes produced erroneous 180 

bubbles in the side regions. Further, the 20% and higher volume fraction seeds cases are not 181 

shown because their signal-to-noise ratio was too low to produce accurate 3D images of 182 

bubbles. The 3D images show that the bubble shapes are not always axisymmetric, particularly 183 
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at times surrounding bubble coalescence. This asymmetry can be attributed at least in part to 184 

the fact that the bubbles are rising through a suspension of non-spherical particles which the 185 

bubbles push and rearrange. The complex and often uneven nature of rearrangement of granular 186 

particles, particularly non-spherical grains, can potentially explain this asymmetry. 187 

 188 

Fig. 6 Time series of 3D images of bubble streams rising through suspensions of 0% (top) and 189 

10% (bottom) volume fraction of seeds with a constant injection time of 160 ms and idle time 190 

of 700 ms. 191 

 192 

 Fig. 7 shows the bubble trajectories vs. time with blue stars indicating points of bubble 193 

coalescence (left column) and corresponding vertical position vs. average bubble area (right 194 

column) for (a) 0%, (b) 10% and (c) 20% seeds based on processing the 2D images.  In all 195 

cases, bubble coalescence occurs, causing the bubble area to increase with increasing vertical 196 

position. For the 0% and 10% cases, there is no clear trend to where coalescence occurs in the 197 

system, and as a result, the bubble area increases steadily with increasing vertical position. In 198 

the 20% case, bubble coalescence occurs between every two bubbles repeatedly at a vertical 199 

position of approximately 50 mm above the injection port. The periodic bubble coalescence in 200 

the 20% suspension leads to a sharp increase in bubble area at approximately 50 mm above the 201 

injection port, followed by a slight decrease in area as the coalesced bubbles adjust from an 202 

elongated to a spherical shape (consistent with a conservation of volume). The bubbles in the 203 
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0% case are significantly smaller than those in the 10% or 20% cases because the initial bubble 204 

often breaks into two during the injection.  205 

Fig. 8 shows the probability density function of bubble area and the relationship 206 

between bubble velocities and bubble area for cases shown in Fig. 7. For the 20% volume case 207 

(e,f), a bimodal bubble area distribution is observed (e), and most bubbles are grouped in two 208 

velocity regions (f), corresponding to before and after coalescence. This binary grouping can 209 

be attributed to regular bubble coalescence. For the 0% and 10% cases, the distribution of the 210 

areas is more spread out due to the non-regularity of coalescence events, and the majority of 211 

the bubbles are smaller in size relative to the 20% case since fewer bubbles coalesce lower in 212 

the system because there are fewer particles to slow bubble rise. Bubbles rise with lower 213 

velocities as volume fraction is increased due to the increase in resistance to bubble motion 214 

with increasing particle concentration. In all cases, low velocity outliers can be attributed to 215 

bubbles apparently rising very slowly as two bubbles merge and the apparent rise velocity 216 

registered derives more from the shape adjustment than the merged bubble rising. 217 
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218 

Fig. 7 Vertical bubble position vs. time (first column) and vs. bubble area (second column) 219 

with seed volume fractions of (a) 0%, (b) 10%, and (c) 20% with a constant injection time of 220 

160 ms and idle time of 700 ms. 221 
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 222 

Fig 8. (a,c,e) Probability distribution function of bubble area and (b,d,f) bubble vertical velocity 223 

vs. bubble area for the cases with a constant injection time of 160 ms and idle time of 700 ms 224 

and seed volume fractions of (a,b) 0%, (c,d) 10%, and (e,f) 20%. 225 

 226 
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 227 

 Fig. 9 shows average (a) bubble area and (b) bubble rise velocity vs. vertical position 228 

for various particle volume fractions. Experimental results show that the bubble area tends to 229 

increase with vertical position due to bubble coalescence. The bubble area sharply increases at 230 

vertical positions just below 100 mm in the 20% and 30% cases due to bubbles periodically 231 

coalescing just above the injection nozzle in these cases. Bubble rise velocity decreases with 232 

increasing volume fraction due to increasing effective suspension velocity. There is a slight 233 

increase in bubble rise velocity with increasing vertical position due to bubble size and thus 234 

buoyant force increasing. In the case of regular coalescence, we see an increase in the bubble 235 

area of approximately 50% after the coalescence (consistent with a doubling of bubble volume 236 

which should result in an area increase of 59% for a sphere), but a smaller increase in the 237 

velocity of approximately 30%. We attribute this lesser increase in bubble rise velocity as 238 

compared to if the system consisted of single bubbles to the effect of bubble interaction. In the 239 

region before coalescence, trailing bubbles are accelerated due to wake effects decreasing drag 240 

on the trailing bubbles, while after coalescence there are no wake effects to accelerate the 241 

merged bubbles. At the location of coalescence, there is an apparent drop in the velocity (Fig. 242 

9c) which we attribute to two possible factors, both physical and methodological. A physical 243 

cause is the bubbles adjusting in shape towards a more spherical shape directly after coalescing.  244 

A newly coalesced bubble will experience more drag force per unit volume than a more 245 

spherical bubble developed later, and as such newly coalesced bubbles rise at a slower velocity 246 

than a fully developed bubble.  In addition, the bubble tracking algorithm is susceptible to 247 

artifacts at the moment of coalescence. The algorithm assigns each bubble a unique identifier. 248 

During coalescence, sometimes the newly formed bubble is assigned a new identifier, in which 249 

case the initial velocity is not recorded, and in other cases it receives the identifier of one of 250 

the pre-existing bubbles, more commonly the leading bubble. After coalescence the bubble is 251 

larger and has a centroid position between the initial centroid of each of the bubbles before 252 

coalescence, which results in an apparent decrease in the centroid location compared to the 253 

leading bubble, as can be seen in Fig. 7 (first column). When averaged together with the rising 254 

bubbles, this creates an apparent decrease in rise velocity. 255 

 In Fig. 9, bubble rise velocities are compared with those predicted for a single bubble 256 

rising through a quiescent fluid as predicted by Stokes’ Law as well as the theoretical formula 257 

obtained by Datta and Srivastava [40] for flow past spheroid objects. Stokes’ Law reads  : 𝑣 =258 

2

9

∆𝜌𝑔𝑟2

𝜂
, where v is the rise velocity, r is the bubble radius taken from the MRI area 259 

measurements, ∆𝜌 is the difference in density between the bubble and the liquid, g is the 260 

acceleration due to gravity, and η is the effective viscosity of the fluid. On the other hand, from 261 
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Datta and Srivastava [40] we have 𝑣 = (
4

3
𝜌𝑔𝑎𝑏2)/(

16𝜂𝑎𝑒3

[(1+2𝑒2)𝑠𝑖𝑛−1𝑒−𝑒]
). This formula modifies 262 

the Stokes’ equation to account for the role of non-sphericity of the bubbles, written here for 263 

an oblate spheroid. a and b are the equatorial radius and the distance from center to the pole 264 

along the symmetry axis, respectively. e is the eccentricity of the spheroid defined by 𝑒 =265 

√1 −
𝑏2

𝑎2
. We also model the effective viscosity of the suspension as having the form 𝜂 =266 

𝜇(1 −
𝜙

𝜙𝑐
)−2 [39], where μ is the dynamic viscosity of the suspending fluid (5.15 Pa s), and ϕ 267 

is the volume fraction of seeds. ϕc is the maximum random packing fraction, measured using 268 

water displacement to be 0.55±0.05 [28], which agrees well with the predicted value of 269 

0.56±0.04 from [39]. Since the observed bubbles in our experiments are not quite spherical and 270 

undergo different shape transition before, during and after interactions with one another, it can 271 

be observed from Fig. 9 that the spheroid assumption gives closer velocity approximations than 272 

the spherical formula of Stokes velocity. 273 

For cases with 0%, 10% and 20% seed volume fractions, the Datta and Srivastava [40] 274 

velocity is fairly close to the experimental velocity. For the 30% and 40% volume fraction 275 

cases, the Datta and Srivastava [40] velocity is much lower than the experimental rise velocity, 276 

which can be attributed to (i) bubble interaction increasing bubble rise velocity, (ii) the 277 

viscosity model over-predicting the effective viscosity for this volume fraction, which is 278 

consistent with previous work on these materials [28], and (iii) the particle fraction within the 279 

bubble rise column becoming lower than the overall average fraction, leading to the bubble 280 

feeling a locally lower effective viscosity. Overall, the results indicate that (i) non-sphericity 281 

has a significant effect on bubble rise velocity, (ii) a viscosity model with an exponential value 282 

less negative than -2 may be more appropriate for modeling viscosity for this particular 283 

suspension and (iii) bubble interaction causes significant deviation from single bubbles in the 284 

bubble stream dynamics. 285 
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 Fig. 9 Time-averaged bubble area and bubble rise velocity vs. height for different volume 287 

fractions of seeds. Shaded areas show the standard deviation about the mean value. The purple 288 

dotted curves represent the Stokes velocity, and the blue dashed line curves show the velocity 289 

obtained from Datta and Srivastava [40] formula. These data are for a constant injection time 290 

of 160 ms and idle time of 700 ms. 291 

 292 

3.2 Varying Idle Time between Injections with 20 vol% Seeds 293 

 Fig. 10 shows time series of bubble images from a central vertical slice for different 294 

idle times between bubble injections. Fig. 11 shows the bubble trajectories vs. time and the 295 

corresponding bubble area vs. vertical position for the different idle times. For the 700 ms idle 296 

time, bubbles coalesce periodically every two bubble injections just above the injection nozzle, 297 

as seen in Section 3.1. For the 1050 ms idle time, bubbles do not coalesce until higher in the 298 

system and the coalescence events occur at irregular locations and intervals. For the 1400 ms 299 

idle time case, bubbles rarely coalesce and only very high above the injection port. 300 

 301 

Fig. 10 Time series of 2D central slice images of bubble streams rising through suspensions 302 

with idle times of 700 ms (top row), 1050 ms (middle row), and 1400 ms (bottom row) while 303 

maintaining a constant injection time of 160 ms through a suspension of 20 vol% seeds. The 304 

timestamps are relative to the zero frame chosen for each case; the absolute times of the first 305 

tile on each row are 5.9 s, 3.5 s, and 7.2 s, respectively. 306 

 307 
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 308 

Fig. 11 Vertical bubble position vs. time (left column) and vs. bubble area (right column) with 309 

idle times of (a) 700ms, (b) 1050 ms, and (c) 1400 ms. Vol% seeds: 20%; injection time: 160 310 

ms. 311 

 312 

 Fig. 12 shows (a) bubble area and (b) bubble rise velocity vs. vertical position for 20 313 

vol% cases with different idle times between bubble injections. The bubble area increases 314 

sharply in the 700 ms idle time case due to the periodic bubble coalescence, and the bubble 315 

area increases steadily with vertical position due to irregular bubble coalescence in the 1050 316 

ms idle time case. In the 1400 ms idle time case, the bubble area only slightly increases with 317 

vertical position, likely due to shape relaxation since bubble coalescence occurs only rarely. 318 

Bubble rise velocity does not vary significantly with varying vertical position or with varying 319 

idle time. Again, we observe that the rise velocities are less sensitive to bubble radius than 320 

would be expected for fully isolated bubbles in the lower part of the system in the 700 ms and 321 
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1050 ms idle time cases. As the time between bubble injections increases and coalescence 322 

becomes less prevalent, the bubble rise velocity is also more consistent through the full height 323 

of the system. Consistent with the results in Fig. 9 and subsequent analysis, the experimental 324 

results for bubble rise velocity in Fig. 12 match fairly well with the Datta and Srivastava [40] 325 

rise velocity, but are over-predicted by the Stokes rise velocity. 326 

 327 

Fig. 12 Time-averaged bubble area and bubble rise velocity vs. height for idle times of (a) 700, 328 

(b) 1050, and (c) 1400ms. Shaded areas show the standard deviation about the mean value. The 329 

purple dotted curves represent the Stokes velocity, and the blue dashed line curves show the 330 

velocity obtained from Datta and Srivastava [40] formula. Injection time: Vol% seeds: 20%; 331 

injection time: 160 ms. 332 

 333 

 334 

 335 
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3.3 Varying Idle Time between Injection with 40 vol% Seeds 336 

 Fig. 13 shows a time series of bubble images with different idle times (different rows) 337 

for 40 vol% seeds. These cases differ from the 20 vol% seeds cases above, because the 338 

increased concentration of seeds leads to an increase in apparent viscosity, and consequently 339 

slower ascent velocities and closer inter-bubble spacing for bubbles of the same size and 340 

injection frequency. These conditions promote bubble coalescence. Fig. 14 shows 341 

corresponding bubble trajectories over time (left column) and bubble area vs. vertical position 342 

(right column) for the varying idle times (a-c). In the 700 ms idle time case, bubbles coalesce 343 

at irregular positions 50-200 mm above the injection port. At certain instants, three bubbles 344 

coalesce at once (can be seen at 1740 ms). For the 1400 ms idle time, bubbles coalesce fairly 345 

regularly near the injection port and then rarely high up in the system. In the 3500 ms idle time, 346 

bubbles never coalesce and instead rise through the system with a steady separation distance 347 

between bubbles. 348 

 349 

Fig. 13 Time series of 2D images of bubble streams rising through suspensions with different 350 

idle times (different rows). Vol% seeds: 40%; injection time: 160 ms. The timestamps are 351 

relative to the zero frame chosen for each case; the actual times of the first tile on each row are 352 

80.6 s, 20.4 s, and 7.6 s, respectively. 353 

 354 
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 355 

Fig. 14 Representative cases of vertical bubble position vs. time (left column) and vs. bubble 356 

area (right column) with idle times of (a) 700 ms, (b) 1400 ms, and (c) 3500 ms. Vol% seeds: 357 

40%; injection time: 160 ms. 358 

 359 

 Fig. 15 shows (a) bubble area and (b) bubble rise velocity vs. vertical position for 360 

various idle times (different columns) in the 40 vol% suspension. With increasing idle time, 361 

bubble area and bubble rise velocity decrease due to decreasing amounts of bubble coalescence. 362 

In the 3500 ms idle time case, the bubble area only increases slightly with increasing vertical 363 

position, perhaps due to changing bubble shape, and bubble rise velocity does not change 364 

significantly with vertical position due to the lack of bubble coalescence. For all cases, the 365 

bubble rise velocity is much higher than theoretical velocities, which can be attributed to the 366 

(i) theory overestimating the effective viscosity of the suspension (discussed further below) 367 

and (ii) bubble interaction enhancing the rise velocity of bubbles. 368 
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 369 

Fig. 15 Time-averaged bubble area and bubble rise velocity vs. height for idle times of (a) 700, 370 

(b) 1400, and (c) 3500ms. Shaded areas show the standard deviation about the mean value. The 371 

purple dotted curves represent the Stokes velocity, and the blue dashed line curves show the 372 

velocity obtained from Datta and Srivastava [40] formula.  Injection time: Vol% seeds: 40%; 373 

injection time: 160 ms. 374 

 375 

From the 3500 ms idle time case, we can evaluate the rise velocity of the bubbles far from 376 

the influence of one another. We measure a velocity of 15-25 mm/s for bubbles of radius 13-377 

16 mm. We can rearrange Stokes’ law to solve for the apparent viscosity of the suspension and 378 

find ~25 Pa s. This value is very low compared to the expected value of 69 ±23
60 Pa s based on 379 

the suspended volume fraction of particles [28,41]. This may be a result of particle alignment 380 

and mixing induced by the repeated bubble injections, which can form lower viscosity 381 

pathways and shear bands. This effect is most readily identifiable in the higher concentration 382 
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suspensions but may be present at even low concentrations as noted in the experiments of [28] 383 

using the same materials in a different geometry. This also explains why the experiments in 384 

section 3.1 using 30 and 40 vol% seeds are very similar despite the predicted sharp increase in 385 

viscosity from 24.9 ±4.3
7.3 to 69 ±23

60 Pa s. 386 

 387 

4. Conclusion 388 

EPI and MB-EPI were used to characterize the dynamics of bubbles injected periodically 389 

into silicone oil-sesame-seed suspensions. MB-EPI produced fully 3D images of the bubble 390 

dynamics, but had too low of a signal-to-noise ratio to produce accurate images of bubble 391 

dynamics for suspensions over 10% volume fraction seeds. In 10% volume cases, bubbles 392 

deviated from axisymmetric conditions at instances surrounding bubble coalescence, which 393 

could be attributed to asymmetric particle rearrangements. EPI images were able to 394 

characterize bubble dynamics at all volume fractions for 2D slices through the 3D system. 395 

Bubble area steadily increased with vertical position in the system in most cases due to bubble 396 

coalescence, and in one case, bubbles regularly coalesced at one position in the system. 397 

Increasing particle volume fraction tended to increase bubble area since increased effective 398 

viscosity acted to slow bubbles, allowing for more bubble coalescence. Increasing idle time 399 

between bubble injections caused bubble area to decrease due to fewer coalescence events. In 400 

the low particle volume fraction cases, the rise velocity of isolated bubbles agreed with the rise 401 

speed predicted by the Datta and Srivastava [40] law for oblate spheroids, but disagreed with 402 

Stokes’ law for perfect spheres. Rise velocities were larger than those predicted by theory for 403 

high volume fraction cases, which was attributed to an overestimation of the effective viscosity 404 

by theory due to particle alignment and shear-banding occurring in the experimental conditions 405 

here. 406 
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