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ABSTRACT
Online misinformation poses a global risk with harmful implica-
tions for society. Ordinary social media users are known to actively
reply to misinformation posts with counter-misinformation mes-
sages, which is shown to be e�ective in containing the spread of
misinformation. Such a practice is de�ned as “social correction”.
Nevertheless, it remains unknown how users respond to social cor-
rection in real-world scenarios, especially, will it have a corrective
or back�re e�ect on users. Investigating this research question is
pivotal for developing and re�ning strategies that maximize the
e�cacy of social correction initiatives.

To �ll this gap, we conduct an in-depth study to character-
ize and predict the user response to social correction in a data-
driven manner through the lens of X (Formerly Twitter), where the
user response is instantiated as the reply that is written toward
a counter-misinformation message. Particularly, we �rst create a
novel dataset with 55, 549 triples of misinformation tweets, counter-
misinformation replies, and responses to counter-misinformation
replies, and then curate a taxonomy to illustrate di�erent kinds of
user responses. Next, �ne-grained statistical analysis of reply lin-
guistic and engagement features as well as repliers’ user attributes
is conducted to illustrate the characteristics that are signi�cant
in determining whether a reply will have a corrective or back�re
e�ect. Finally, we build a user response prediction model to identify
whether a social correction will be corrective, neutral, or have a
back�re e�ect, which achieves a promising F1 score of 0.816. Our
work enables stakeholders to monitor and predict user responses
e�ectively, thus guiding the use of social correction to maximize
their corrective impact and minimize back�re e�ects. The code
and data is accessible on https://github.com/claws-lab/response-to-
social-correction.

CCS CONCEPTS
• Information systems! Social networks.

KEYWORDS
Misinformation, Counter-misinformation, Social Correction

This work is licensed under a Creative Commons Attribution International
4.0 License.

WEBSCI ’24, May 21–24, 2024, Stuttgart, Germany
© 2024 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-0334-8/24/05
https://doi.org/10.1145/3614419.3644004

ACM Reference Format:
BingHe, YingchenMa,Mustaque Ahamad, Srijan Kumar. 2024. Corrective or
Back�re: Characterizing and Predicting User Response to Social Correction.
In ACM Web Science Conference (WEBSCI ’24), May 21–24, 2024, Stuttgart,
Germany. ACM, New York, NY, USA, 10 pages. https://doi.org/10.1145/
3614419.3644004

1 INTRODUCTION
Online misinformation undermines public health by diminishing
trust in vaccines and health policies [4, 33, 46], and has been linked
to reduced COVID-19 vaccine uptake [37]. Its impact also extends
to inciting violence [3, 51], and negatively a�ecting well-being [57].
This situation is exacerbated because misinformation typically
spreads more rapidly and widely than factual information on online
social media platforms [33, 60], making it imperative to curb the
spread of misinformation [12, 22, 34, 35, 39, 71, 78].

To combat misinformation, professional fact-checkers and jour-
nalists provide valuable objective fact-checks to debunk misinfor-
mation [59]. However, their engagement with users is limited [39].
In contrast, ordinary social media users play a proactive role in
combating misinformation through their active engagement includ-
ing their replies, comments, and posts that counter misinformation
posted by others [7, 39, 51, 55, 58, 77]. It �nally complements the
e�orts of professionals [2, 26, 31], even accounting for 96% of online
counter-misinformation messages [39].

Signi�cantly, recent studies underscore the “social correction” [37,
41] - the practice where ordinary users combat misinformation
claims in a conversational manner by their direct counter mis-
information replies to misinformation posts - which has shown
to be as e�ective as professional correction, curbing misinforma-
tion spread across diverse topics, platforms, and demographics [6–
8, 15, 20, 37, 50, 61–64, 64, 65, 72]. One example of social correction
is shown in Figure 1.

Nevertheless, little is known about the real-world user response
toward social correction. Understanding such responses is bene�-
cial because i) They serve as a critical signal to indicate the impact of
social correction in real-world scenarios. If some social corrections
are revealed to have corrective e�ects (e.g., users disbelieve in mis-
information) [13], then additional participants can be encouraged
to provide reinforcements; ii) Instead, If certain social corrections
are found to increase users’ beliefs in misinformation (e.g., back-
�re) [53], targeted e�orts can be directed toward improving them.
Such instances can be escalated and prioritized for interventions
by professionals or social media platforms; iii) Responses can also
indicate whether users are entrenched in (counter-)misinformation
echo chambers [17], where their beliefs are reinforced by similar
viewpoints, or if there is a cross-pollination of ideas. This con-
tributes to understanding polarization around certain topics.
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Figure 1: Examples of user responses to social correction. Here, the social correction is the counter-misinformation reply posted
by ordinary users (the second row), and the user response is the reply to the counter-misinformation reply (the third row).

Despite its advantages, characterizing and predicting social cor-
rection is challenging because of multiple reasons. First, current
research predominantly utilizes simulated experiments or user stud-
ies [9, 32, 55], approaches that may not accurately mirror real-world
scenarios. Second, relevant research works and datasets [70, 76] do
not consist of conversational-style narratives with tripled misinfor-
mation posts, counter-replies, and responses, as shown in Figure 1.
The analysis of these conversations can reveal the complex interac-
tions among misinformation spreaders, those who counter-reply,
and the responders to these counter-replies. It plays a vital role in
demonstrating the organic processes of both correcting and exacer-
bating misinformation. Third, related research works do not con-
duct �ne-grained investigation of user responses. The traditional
four-class stance [70] or two-class sentiment [76] categorization
of user responses only provides a shallow classi�cation of user
responses. A more comprehensive taxonomy of user actions behind
their responses is needed to provide a better understanding of how
users respond di�erently to social correction.

To address these challenges, we �rst curate conversational-style
user response datasets to social correction on Twitter1 and create
the taxonomy of these user responses. Additionally, we conduct
a statistical analysis of linguistic-, engagement-, and poster-level
characteristics of counter-replies to examine user responses to so-
cial correction at a �ne-grained level. Finally, we create a prediction
model to forecast whether a counter-reply will have a corrective,
back�re, or neutral e�ect on users. In sum, the contributions of the
paper are summarized as follows:

• We curate a novel large-scale dataset that contains 1,523,849
misinformation tweets, 254,779 counter-misinformation replies,
and 55,549 responses, along with a hand-annotated dataset of
misinformation tweets, counter-replies, and counter-replies.
Concurrently, we build a taxonomy of user responses to
demonstrate di�erent kinds of responses to social correc-
tion.

• We perform a �ne-grained analysis of the linguistic, engage-
ment, and poster-level characteristics of counter-replies that
have a corrective or back�re e�ect. Our analysis reveals
several salient features of counter-replies that are more com-
mon in corrective replies (e.g., politeness (4.678%), evidence
(8.137%), and positiveness (5.409%)) than in back�re replies.

1Twitter was renamed as “X” in July 2023. We continue to refer to the platform as
“Twitter” for illustration.

• We create a user response predictionmodel to identifywhether
a counter-reply will be a corrective, back�re, or neutral re-
ply. The model achieves a promising predictive performance
with an F1 score of 0.816.

The code and data is accessible on https://github.com/claws-
lab/response-to-social-correction.

2 RELATEDWORKS
2.1 Social Correction on Social Media Platforms
Misinformation causes harms to the society [3, 4, 33, 37, 46, 51].
Social correction by ordinary users (i.e., the crowds) is a crucial ap-
proach to combating misinformation [37, 41] due to its accessibility
and scalability to complement professional fact-checkers [39]. It has
also been shown to be e�ective by conducted interviews [9, 32, 55],
surveys [32, 56], and in-lab experiments [55] in curbing misinfor-
mation spread [15, 20, 72] across topics [6–8, 62–64], platforms,
and demographics [61, 64, 65]. To facilitate broad social correction
among users, Twitter launched the Community Note system 2 [48],
where users can report and �ag potential misinformation tweets.
These works and practices demonstrate that social correction works.
However, user response to social correction is less studied in the
existing research works despite its bene�ts in understanding the
e�cacy of social correction. More critically, current works rely
on simulated experiments and user studies [55] and do not study
datasets that represent real-world scenarios. To bridge this research
gap, we conduct a large-scale data-driven analysis. We speci�cally
focus on examining user replies to counter-misinformation replies
on Twitter, thereby providing insights grounded in real-world re-
sponse behavior.

2.2 User Response to Misinformation
Correction

To correct misinformation, ordinary users can publish standalone
counter-misinformation posts on social media platforms [39]. User
responses to this kind of correction have been investigated [69,
70, 76]. For instance, Wang et al. [70] analyze the comments on
fake news rebuttal posts through the expressed stance in them.
They �nd that information readability and argument quality im-
prove the acceptance of misinformation rebuttal. They also uncover

2Community Note is previously known as Birdwatch.
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that citing evidence helps [69]. Zhang et al. [76] similarly inves-
tigate the sentiment in comments that respond to fact-checking
posts. But, all these posts are from o�cial fact-checking organiza-
tion accounts [76], which is di�erent from our setting of ordinary
users. Additionally, none of these corrections occur in a conver-
sational manner like our focus of social correction that has more
engagement and visibility between misinformation spreaders and
those who counter-reply [37]. These existing conventional four-
class stance [70] or two-class sentiment [76] studies only provide
coarse-grained analysis of user responses.

Some researchers examine another type of misinformation cor-
rection - the warning labels posted around the misinformation
posts. For example, Chuai et al. [14] focus on labels as well as
the associated fact-check text provided voluntarily by users within
Twitter’s Community Note system [48]. Di�erent from our response
analysis, they only focus on the volume of retweets and likes of
the fact-checked tweet. However, retweets and likes are all non-
negative signals and are unable to comprehensively capture the
user response, especially, the negative responses. In addition, users
provide inputs within the Community Note system only, which is
restricted (e.g., users cannot write responses to the fact-checking
text and labels on the Twitter platform) and does not re�ect the
larger dynamics of information �ow on Twitter.

2.3 Back�re and Corrective E�ects of
Misinformation Correction

Whenmisinformation is debunked, it may have a back�re e�ect, i.e.,
users viewing the counter-misinformation post or misinformation
spreaders potentially increase their belief in the misinformation
due to observing the correction. This has been debated for a long
time [34, 43]. Even if some researchers �nd the back�re e�ect among
particular groups [49] and within certain time frames [45], many
studies have failed to replicate the back�re e�ect [52, 68]. On the
other hand, corrective e�ects, i.e., the audience or the misinforma-
tion spreaders instead decrease their belief in misinformation after
viewing the counter-misinformation, have been identi�ed by exist-
ing research works [13, 20, 47, 50, 66, 67]. Nevertheless, the existing
studies of back�re and corrective e�ects usually leverage simulated
experiments to examine their hypothesis about back�re and cor-
rective e�ects while neglecting real-world scenarios, especially the
situations where misinformation is corrected by real-world ordi-
nary users rather than professionals or bot accounts. To �ll this
gap, we examine these e�ects through real-world user replies to
counter-misinformation posts in a data-driven manner. Since this
user response information can indicate the e�ects of certain textual
properties in counter-replies, our work can lead to a better under-
standing of the impacts of social correction behavior, especially,
comprehending the counter-replies that are corrective or back�re.

3 DATASET
3.1 De�nition
3.1.1 Misinformation Tweet. We deploy a broad de�nition of
misinformation which includes inaccuracies, falsehoods, rumors, or
misleading leaps of logic [74]. Based on the existing work [23, 37],
we focus on misinformation related to the COVID-19 vaccine due to
its broad impact around the world during the COVID-19 pandemic.

Particularly, themisinformative claims include “the vaccine changes
genes”, “the vaccine leads to infertility”, “the vaccine is created by
Bill Gates to kill people”, and “the vaccine consists of microchips
to control people”; these misinformation topics are widely studied
by existing research works due to their popularity [1, 23, 25]. The
misinformation tweet is represented as<.

3.1.2 Counter-misinformation Reply (i.e., Counter-reply).
Inspired by existing research works on social correction [37, 41], a
direct reply to a misinformation tweet< is considered as a counter-
misinformation reply (i.e., counter-reply as shown in Figure 1 and
denoted as 2), if it attempts to counter the misinformation tweet.
Particularly, building on existing research works that identify and
analyze the text that is countering, debunking, disbelieving, or
disagreeing with misinformation [28, 30, 37, 39, 41], a counter-reply
is a reply that explicitly or implicitly refutes the misinformation
post (“the tweet is wrong. it is misinformation”), targets the tweet
poster (“you are born to speak nothing but lies”), or highlights the
falsehood (“the COVID-19 vaccine does not change DNA”).

3.1.3 Reply toCounter-reply (i.e., Response). OnTwitter, users
can respond to a counter-reply via a direct reply to it, as shown in
Figure 1. These responses denote the responder’s stance toward
misinformation, serving as a crucial signal to study the impact of
counter-reply. Following existing work on similar stance analy-
sis [30, 69, 70], we can group responses into three categories, as
shown in Figure 1:

• Misinformation-disbelieving responses: responses disbelieve
in misinformation or believe in counter-misinformation (e.g.,
“You are correct. I checked it as well.”);

• Misinformation-believing responses: responses believe in
misinformation or disbelieve in counter-misinformation (e.g.,
“No, Bill Gates indeed said and wanted to kill people”);

• Neutral responses: Responses neither believe nor disbelieve
in misinformation, lacking su�cient information for judg-
ment (e.g., “ Have seen similar conversation many times.
Want to read something else.”).

3.2 Task Objective
Given the set M of misinformation posts regarding the COVID-19
vaccine, each misinformation post< 2 M has a set of = counter-
replies 2 = [21, 22, ..., 2=] posted in direct reply to <. Our goal is
to build a classi�er F such that it can output a label F (28 ), 8 2
{1, 2, ...,=}, which indicates whether the counter-reply will have a
corrective, back�re, or neutral e�ect, i.e., the counter-reply will
have at least one misinformation-disbelieving response but no
misinformation-believing responses (corrective), at least onemisinformation-
believing response but no misinformation-disbelieving response
(back�re), or only neutral responses (neutral)? 3

3.3 Dataset Curation
3.3.1 Misinformation Tweet Collection and Classification.
In our study, we followed an existing approach [37] and used the

3Note that we do not emphasize the case where a counter-reply has both
misinformation-believing and misinformation-disbelieving responses, which can be
worth exploring in future studies, because (1) it has the lowest volume, accounting for
only 0.93% of all 254, 779 counter-replies in our dataset, as shown in Section 4.2; and
(2) similar existing research works also do not emphasize this kind of dual labels [27].
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Anti-Vax dataset from Hayawi et al. [23], containing around 15.4
million English tweets about COVID-19 vaccines, collected between
December 1, 2020, and July 31, 2021. These tweets, which exclude
retweets, replies, and quotes, were �ltered to include key vaccine-
related terms (e.g., “vaccine”, “p�zer”, and “moderna”). From the
original set, 14,123,209 tweets are retrievable via the Twitter API
while the remaining 1.3 million tweets are unavailable due to dele-
tion by users or Twitter.

To identify misinformation tweets, we followed the de�nition
outlined in Section 3.1.1 and the current approach by Hayawi et al.
[23]. Initially, 13, 432 annotated tweets (4,836 misinformation, and
8,596 non-misinformation) were extracted from Hayawi et al. [23].
Using these tweets, we trained a BERT-based text classi�er [18],
achieving precision, recall, and F-1 score of 0.972, 0.979, and 0.975,
respectively, denoting a satisfactory performance for the misinfor-
mation classi�cation task.

Applying this classi�er to the full dataset, we identi�ed 1, 523, 849
misinformation and 12, 599, 360 non-misinformation tweets. How-
ever, since we focus on replies to misinformation tweets and re-
sponses to these replies, we only keep misinformation tweets that
contain this information, resulting in 44, 557misinformation tweets.

3.3.2 Counter-reply Collection and Classification. For each
misinformation tweet, we use the Twitter API to crawl all direct
replies to the original tweet. In total, we collect a total of 707, 529
replies to the 44, 557 tweets. One misinformation tweet has an
average of approximately 16 replies.

To identify counter-replies, we follow the de�nition of counter-
reply in Section 3.1.2 and build on existing works of counter-reply
classi�cation [25, 37]. Particularly, we �rst crawl a combined 2, 479
annotated replies (1, 425 counter-replies, and 1, 054 non-counter-
replies) from [25, 37]. Next, we train a RoBERTa-based lower-case
counter-reply classi�er [37] attaining precision, recall, and F1 score
of 0.801, 0.913, and 0.858, respectively, which is su�cient for counter-
reply classi�cation. Finally, we identify 254, 855 replies as counter-
replies, and the remaining as non-counter-replies.

Counter-reply Poster Attribute Collection. For each counter-reply,
we also collect information of the user who posted the counter-
misinformation reply, which contains the date and time of account
creation, the number of tweets posted, account veri�cation, follower
count, and following count. In total, information for 251, 017 unique
users was retrieved.

3.3.3 ResponseCollection andClassification. For each counter-
reply, we use the Twitter API to crawl all direct replies to counter-
replies. In total, we collected a total of 55, 549 replies to 34, 765
counter-replies that have responses. Because it is labor-intensive
to manually annotate all 55, 549 responses, we instead aim to train
a text-based classi�er for annotation. Following the existing works
of building tweet text classi�ers [30], we �rst annotate responses
and then train the classi�er. Particularly, two students annotated
601 randomly selected responses into “misinformation-believing”,
“misinformation-disbelieving”, and “neutral” as per the de�nition
in Section 3.1.3. Such annotation results in an inter-rater agree-
ment score of 0.7970. After two students discuss the data points
that are labeled di�erently and reach a consensus, we �nally have

System: Assume you can help people to label the reply-to-
reply text. Particularly, in a JSON object, you will have "tweet",
"reply", and "reply-to-reply" information where "tweet" is mis-
information or false information, "reply" is countering, cor-
recting, or debunking "tweet", and "reply-to-reply" is replying
towards "reply". After understanding the content in the JSON
object, you provide "label" for "reply-to-reply" where "-1" in-
dicates the "reply-to-reply" disbelieves "reply" or believes in
"tweet"; "0" means "reply-to-reply" does not believe or disbe-
lieve "reply", lacking su�cient information for judgment; "1"
means "reply-to-reply" believes "reply" or disbelieves "tweet".
User: { "tweet": "Bill Gates was caught on video admitting that
his experimental vaccine will CHANGE one’s DNA", "reply":
"Sorry, just found out this video is fake. Bill Gates did not
demonstrate this!", "reply-to-reply": "You are correct. I checked
it as well" }
GPT-4: { "label": "1" }
User: { ... }
GPT-4: { ... }

Figure 2: Illustration of prompts used in GPT-4 annotation.

213 misinformation-disbelieving responses, 218 misinformation-
believing responses, and 170 neutral responses. We then �ne-tune
a RoBERTa-based classi�er, which unfortunately has an under-
satisfactory performance in precision, recall, and F1 score of 0.545,
0.526, and 0.511. The potential reason is that one data point con-
sists of three entries (i.e., misinformation tweet, counter-reply, and
response) and there are complex inter-relationships between them.
This requires a profound understanding of one data point, thus
making the RoBERTa-based classi�cation task extremely challeng-
ing.

On the other hand, Large Language Models have progressed
and shown the potential of accurately annotating text due to their
human-level understanding of text [21, 79], especially the GPT-
4 model [38]. Building on the existing research works regarding
ChatGPT-based text annotation in computation social science do-
mains [79], we adopt thewell-performed few-shot in-context-learning
diagram for GPT-4 annotation [21, 79]. First, to justify the capability
of GPT-4 in annotating responses, we randomly sample four anno-
tated data points in each category as the guidance in our carefully
crafted prompt, which is presented in Figure 2. Then, we use this
prompt to label our remaining annotated responses using a sug-
gested moderate temperature of 0.5 in GPT-4 [21]. After comparing
the predicted labels by GPT-4 with the ground truth labels, we �nd
that GPT-4 has a reasonable performance in terms of precision,
recall, and F1 score of 0.861, 0.859, and 0.857, respectively. Such
results con�rm the superior capability of GPT-4 in our annotation
task and we then use it to label all responses, resulting in 23, 920
misinformation-believing, 20, 296 misinformation-disbelieving, and
11, 333 neutral responses out of 55, 549 responses. The distribution
of the response count per counter-reply is shown in Figure 3.
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Figure 3: Distributions of the total number of responses
(black), number of misinformation-disbelieving responses
(green), number of misinformation-believing responses (red),
and number of neutral responses (gray) per counter-reply,
each presented on a log scale.

4 USER RESPONSE CHARACTERIZATION
4.1 Taxonomy of User Response
Di�erent users respond di�erently to misinformation correction
messages [70, 76]. Analyzing these �ne-grained behavioral di�er-
ences in social correction bene�ts understanding the impact of
social correction, so as to promote the social correction that has
corrective e�ects and demote the ones that have back�re e�ects.
To this end, we �rst taxonomize user responses to social correction.
Given that responses believing or disbelieving in misinformation
primarily serve as crucial signals to indicate user reactions, we omit
the remaining neutral responses – responses that neither believe
nor disbelieve in misinformation – due to their minimal e�ects. Af-
ter following similar works on reply analysis [11], we exhaustively
analyze manually annotated responses and �nally create the taxon-
omy of user responses in Table 1, presenting user actions employed
to demonstrate the corresponding response type. We also assign
each user response to its salient action type on a random sample of
220 and �nally compute the ratio of each action to the number of
total actions within the same response type.

As we can see in Table 1, there are more kinds of user actions
in misinformation-believing responses than in misinformation-
disbelieving responses. The potential reason is that when people
are back�red by social correction, they will explore various ways
to express their anger toward the counter-replies. Regarding the
ratio of di�erent user actions, we notice that providing additional
information to back up misinformation or counter-misinformation
is the primary action. This phenomenon may be explained that
when users debate or discuss con�icting things on the Internet,
they are more likely to include “evidence” to convince others. Alto-
gether, users act di�erently toward social correction, yet primarily
by adding “supporting information” to justify their beliefs.

4.2 Types of Counter-reply That Gets User
Responses

Di�erent counter-replies can lead to di�erent responses ( i.e., re-
sponses showing belief, disbelief, or neither belief nor disbelief in
misinformation). To investigate these counter-replies, we group
them into four categories based on the response information and
then compare them across these four categories. Practically, we
�rst categorize replies based on the number of misinformation-
believing, misinformation-disbelieving, and neutral responses a
counter-reply has. We follow similar research works [37, 41] and
neglect replies that have more than 25 responses since they only ac-
count for 0.218% of all counter-replies and these “super-replies” may
skew the analysis [37]. Finally, we have the following categories
for counter-replies:

• Corrective counter-reply: Counter-replies contain at least
one misinformation-disbelieving response but no
misinformation-believing responses.

• Back�re counter-reply: Similarly, counter-replies contain at
least one misinformation-believing response but no
misinformation-disbelieving responses.

• Neutral counter-reply: Counter-replies that only contain
neutral responses.

• Dual counter-reply: Counter-replies contain both
misinformation-believing and misinformation-disbelieving
responses.

Finally, we identify 13, 482 corrective replies, 11, 893 back�re replies,
7, 005 neutral replies, and 2, 385 dual replies in our dataset. Due to
the lowest volume of dual replies, we follow the similar research
works regarding dual labels [27] and do not emphasize them, which
can be worth exploring in future studies. The distribution of the
reply count regarding responses per counter-reply is shown in
Figure 4.

Figure 4: Distributions of the total number of counter-replies
(black), number of corrective counter-replies (green), num-
ber of back�re counter-replies (red), and number of neutral
replies (gray) based on response per counter-reply, each pre-
sented on a log scale.
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Response type User actions employed to demonstrate the corre-
sponding response type

Examples Ratio

Misinformation-
disbelieving
response

Endorse those who counter-reply “You are right” 7.692%
Con�rm the counter-misinformation “I checked the information as well and it is correct” 15.385%
Debunk or counter the misinformation again “Again, the �rst tweet is misinformative and a bait!” 23.077%
Provide additional evidence or supporting infor-
mation to back up the counter-misinformation

“Additionally, COVID-19 vaccine only generates spike
protein in the cell to protect our body”

53.846%

Misinformation-
believing
response

Refute or insult those who counter-reply “You are completely wrong” or “You are such a fool to
think in this way”

19.791%

Reject the counter-reply “What you said does not make sense to me. The reason-
ing in your reply is faulty.”

7.291%

Repeat, rephrase, or recon�rm the original misin-
formation tweet

“No. The vaccine actually is the gene therapy. It aims to
change our DNA.” and “The �rst tweet about the vaccine
is correct”

19.792%

Provide additional “evidence”, anecdotal experi-
ence, or supporting information to back up the
misinformation

“I knew my grandfather took the vaccine and died later.
So, please do not take it”

50.000%

Add new types of related misinformation “Besides changing our DNA, the vaccine is actually de-
veloped by Bill Gates to depopulate the people. Take
caution!”

3.125%

Table 1: Taxonomy of user responses based on employed user actions within each response type.

4.3 Analysis of Counter-reply
Analyzing and comparing counter-replies contributes to identify-
ing salient features that are correlated with corrective or back�re
e�ects. Given the prominent impacts of corrective and back�re
counter-replies on users [13, 73], we focus on these two kinds
of counter-replies for the comparison analysis. Particularly, we
build on related tweet analysis works [37] and analyze the lin-
guistic, engagement, and poster attribute features [37] as well as
the counter-misinformation property [25] features of replies, as
follows:

(1) Reply linguistic attributes, to analyze the degree to which
the reply falls into meaningful personal, psychological, topi-
cal, emotional, and other content-related categories.

(2) Reply engagement attributes, to analyze how much the
reply interacts with online users.

(3) Reply poster attributes, to analyze the behavior, popular-
ity, and status of the user behind the counter-reply.

(4) Counter-misinformation property attributes, to analyze
the extent to which the reply demonstrates the desirable
property required for successful debunking backed up by
the communication theory [25].

Table 2 displays the full list of attributes we statistically study4
within each of these four categories.

4.3.1 Linguistic A�ribute Analysis. First, we �nd that corrective
replies are 5.409% more positive (? < 0.005)5 and 8.581% less nega-
tive (? < 0.0001) than back�re replies. We �nd similar results for
the “negative emotion” dimension of the LIWC lexicon (? < 0.05).
This implies that positive tones of counter-replies convey optimistic

4This statistical test was performed using Welch’s unequal variances t-test be-
tween corrective and back�re counter-replies.

5All p-values are calculated using the Welch’s unequal variances t-tests.

attitudes to convince users to believe in counter-misinformation,
while negative tones attract more attention and friction, and there-
fore, have more back�ring. Regarding the number of words in the
tweet, both corrective and back�re replies have a similar length
of text containing around 23 words. No statistical signi�cance is
found between these two groups. After LIWC lexicon analysis [44],
we identify that back�re replies contain higher usage of a�ective
language (words and phrases that appeal more to emotions) than
corrective replies (? < 0.05). This indicates that those who con-
tinue to believe in misinformation when encountering counter-
misinformation posts tend to gravitate more towards replying to
counter-replies that induce a stronger emotional reaction. Some
research works �nd a similar role of emotional content a�ecting
users’ resistance to correction [19]. Additionally, corrective replies
mention more words related to family while back�re replies say
more death-related emotions (? < 0.05).

4.3.2 Engagement A�ribute Analysis. In this section, we examine
the impact of engagement attributes on whether counter-replies
have corrective or back�re e�ects. We compare the number of to-
tal likes, retweets, quotes, and replies that counter-replies receive.
Because these engagements serve di�erent purposes and have dif-
ferent functionalities on the platform, it is worth analyzing these
metrics separately. Particularly, we �nd that corrective replies have
more retweets (0.875 vs. 0.565 Avg. retweets per reply; ? < 0.001)
and likes (8.629 vs. 6.218 Avg. likes per reply; ? < 0.001) but fewer
replies (1.357 vs. 1.753 Avg replies per reply; ? < 0.001) than back-
�re replies while they share a similar number of quotes (0.064 vs
0.065 Avg. quotes per reply) with no statistical di�erence. These
�ndings may imply that the endorsement through more retweets
and likes increases the believability of counter-replies [42], thus
having corrective e�ects. In turn, we can also interpret that the
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Attribute type List of attributes

Reply linguistic • Number of words in the reply.
• VADER [29] positive sentiment, negative sentiment, and compound sentiment of the reply.
• For each of the 65 dimensions of the LIWC [44] 2007 lexicon, the number of words for that dimension.

Reply engagement • Number of replies, likes, retweets, and quote of a reply.

Reply poster • Number of followers, and number of users following.
•Whether the replier is veri�ed (1) or not (0).
• Total number of tweets the replier has posted since account creation.

Counter-
misinformation
property

• Politeness score of the reply, computed as the total number of politeness-related linguistic strategy instances in
the reply as proposed by [16].
• Refutation score of the reply, obtained by the existing o�-the-shelf classi�er to indicate to what extent the reply
is refuting the misinformation tweet [25].
• Evidence score of the reply, derived by checking the existence of high-credibility and fact-checking URLs in the
reply [39].

Table 2: List of linguistic, engagement, poster, and counter-misinformation property attributes for the counter-reply analysis.

misinformation-disbelieving responsesmake the corrective counter-
reply more convincing, �nally having more likes and retweets [10].
This mutually-reinforced e�ect demonstrates the importance of
engagement attributes in the analysis.

4.3.3 Poster A�ribute Analysis. We �rst examine the impact of
the user being veri�ed on the counter-reply having corrective or
back�re e�ects. We �nd that the proportion of accounts sending
corrective counter-replies that are veri�ed is higher than those
sending back�re counter-replies (0.021 vs. 0.009 the proportion
of veri�ed accounts, ? < 0.001). Once the account is veri�ed, the
audience will be more likely to think it is credible and believe in the
counter-misinformation, demonstrating corrective e�ects. Likewise,
unveri�ed accounts may decrease the credibility of the counter-
reply, having back�re e�ects. Similar �ndings are also identi�ed on
another poster feature – the total number of tweets since account
creation. Particularly, on average, those having corrective counter-
replies have more total tweets since account creation than those
having back�re counter-replies (? < 0.001). The potential expla-
nation can be that more tweets indicate more active and engaged
repliers, thus enhancing their credibility and having corrective ef-
fects. Fewer or no tweets make the audience question the validity
of the accounts. Regarding the number of followers and followings,
even though we do not �nd a statistical di�erence in followers,
interestingly, we �nd that those having corrective counter-replies
have more followings (? < 0.001).

4.3.4 Counter-misinformation Property Analysis. Considering the
context of counter-misinformation in our analysis, we also examine
the three properties that have been shown to be crucial in e�ective
counter-misinformation messages [13, 25]: politeness, evidence,
and refutation.

Following the existing work [16, 37], we compute the politeness
score of each reply and then compare the average politeness scores
between the two groups. Our results �nd that corrective replies are
4.678% more polite than back�re replies (? < 0.01). This result is
consistent with the existing theory that polite debunking works

better than impolite debunking [13, 25]. Regarding evidence, we
check the existence of high-credibility and fact-checking URLs in
counter-replies, as suggested byMicallef et al. [39]. The result shows
that the proportion of counter-replies that have highly credible or
fact-checking URLs is 8.137% higher in corrective replies than in
back�re replies. The reason may be that these URLs increase the
believability of the counter-reply, �nally having corrective e�ects.

Interestingly, we notice that results in refutation scores are dif-
ferent from the existing theory. Particularly, the refutation score
reveals the degree to which the reply refutes the misinformation
tweet. The higher the score is, the more explicitly the reply refutes
the misinformation tweet, which is needed for e�ective counter-
ing [13]. Note that, the refutation score - where we measure the
relationship between the misinformation tweet and counter-reply -
is not the same as the previously examined negative sentiment. In
practice, after computing the refutation score of each reply using
the existing classi�er [25] and comparing the average scores be-
tween the two categories, we �nd that corrective replies have lower
refutation scores than back�re replies (? < 0.0001, and Cohen’s
3 = 0.2026). Even if higher refutation scores are expected in cor-
rective replies [13], our result is still explainable considering when
we add more refutation statements in replies, the emotions of some
audience can be triggered [5]. This implies that when countering
misinformation in real-world scenarios, we need to attend to the
degree of refutation to which we reject the false information and
avoid the back�re simultaneously.

5 USER RESPONSE PREDICTION
In this section, our primary objective is to address the research ques-
tion: "Given a counter-reply, can we predict whether it will have a
corrective, back�re, or neutral e�ect", as described in Section 3.2.

Being able to accurately predict future interactions following a
counter-reply, we can identify sets of online misinformation posts
where the counter-reply is organically working, as well as those

6Cohen’s d here refers to the unweighted Cohen’s d values.
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Method Precision Recall F1 score
Logistic Regression 0.753 0.787 0.769
XGBoost 0.814 0.764 0.788
Neural Network 0.832 0.801 0.816

Table 3: Classi�cation performance of whether a counter-
reply will have a corrective, back�re, or natural e�ect.

requiring additional countermeasures. Finally, we can pinpoint
instances of the counter-replies that do not work such that the
associated misinformation tweets can be proactively and carefully
countered by other users to curb the spread of misinformation.

5.1 Dataset
To answer the above research question, we use the aforementioned
dataset in Section 4. Particularly, we divide the counter-replies
into three sets: (1) corrective counter-replies; (2) back�re counter-
replies; and (3) neutral counter-replies, as de�ned in Section 4.2.
The sizes of the three sets are 13, 482, 11, 893, and 7, 005.

5.2 Experiment Setup
After choosing the dataset, we follow similar approaches in tweet
prediction tasks [39, 75] by building a multi-class classi�er. We
utilize the set of attributes described in Section 4.3 as features. As
shown in the existing tweet prediction work [39], the semantic
information from textual embedding bene�ts the prediction task.
Thus, we also generate the embedding vector for each reply using
RoBERTa [36]. Finally, we concatenate the above feature vectors to
form a reply feature vector to comprehensively represent the reply
and use it for classi�cation.

5.3 Classi�er Creation and Evaluation
Following similar tweet or general text classi�cation tasks [24,
39], we deploy widely-used machine learning classi�ers including
Logistic Regression, XGBoost, and a Feed-forward Neural Network
containing a single hidden layer, using the feature vector as input.
During the experiment, 10-fold cross-validation is deployed, and we
report precision, recall, and F-1 score as the performance metrics.

The classi�cation result is shown in Table 3. As we can see,
the model performance is reasonably acceptable. Especially, the
neural network achieves the best performance regarding precision,
recall, and F-1 score; this �nding is also found in other similar tweet
classi�cation tasks [39]. This high performance o�ers the ability to
e�ectively predict whether a counter-reply will have a corrective,
back�re, or neutral e�ect, enabling fact-checkers and social media
platforms to organically prioritize counter-replies identi�ed asmore
likely to back�re.

6 DISCUSSION AND CONCLUSION
In this paper, we curate a large-scale conversation-style dataset
containing user responses to social correction and build a taxonomy
to present di�erent types of these user responses. We also study
the text- and user-level properties of counter-replies that have
corrective or back�re e�ects. The in-depth analysis shows that
counter-replies expressing positive sentiments and politeness and

having evidence aremore likely to have corrective e�ects. Our result
also shows that counter-replies that have corrective e�ects have
a higher amount of retweet and like engagement that expresses
endorsement. Moreover, we develop a well-performed classi�er to
predict whether a counter-reply will have a corrective, back�re, or
neutral e�ect. In sum, our work comprehensively demonstrates that
the user response to social corrections has implications regarding
what kinds of social corrections work better, and sheds light on
how to combat misinformation by social correction.

There are still some limitations in our work. First, we only utilize
user responses to determine the impact of counter-reply, which is
acceptable because user responses can provide both positive and
negative feedback through the expressed disbelief and belief in
misinformation respectively. However, the number of responses is
usually small for one counter-reply, and the signals from the user
engagement (e.g., retweets and likes) are not considered together
to form a comprehensive evaluation of counter-replies in our work.
Another notable limitation is its exclusive focus on Twitter. The
dynamics of post engagement and information exchange can vary
signi�cantly across di�erent online platforms [40], potentially in-
�uencing the nature of social correction and user response to it.
Besides, even if GPT-4 demonstrates commendable performance in
annotation tasks [38], our study utilizes it exclusively for annotat-
ing responses, rather than extending its use to tweets and replies,
which does not perform a uniform annotation process for all data
points. The reason is that the employment of GPT-4 is constrained
by its high API costs. In contrast, traditional low-cost BERT-based
classi�ers for tweets and replies yield satisfactory results, with both
F1 scores exceeding 0.8, which aligns well with the requirements of
our research. We also admit that our results will depend on the relia-
bility of classi�ers to accurately identify misinformation tweets and
counter-replies for downstream analysis. Additionally, our study is
limited to English language text since we �lter out misinformation
tweets in other languages. The dynamics in other languages could
present di�erent patterns in misinformation spread and correction.
Furthermore, our analysis is con�ned to discussions around COVID-
19 vaccines, a topic that has garnered widespread attention due
to the global impact of the COVID-19 pandemic. This focus may
not fully represent the dynamics of other prevalent misinformation
topics [54], such as climate change misinformation, where the spe-
ci�c countering text and demographics of posters could in�uence
interaction patterns in distinct ways. Finally, we only examine the
text information while other modalities like images and videos can
manifest various patterns and actions in social correction.

For future work, we can �rst consider combining user engage-
ments (e.g., likes and retweets of counter-replies) with user re-
sponses together to comprehensively determine the impact of counter-
replies. Second, we could extend our analysis to the user networks
of misinformation posters, those who counter-reply, and respon-
ders to the counter-replies to investigate the potential phenomenon
of networked “echo chamber” [17]. This would involve examining
the followers and followees of these users, as well as the prevalence
of misinformation and counter-misinformation within these net-
works, to identify network attributes that might in�uence the e�ect
of counter-replies: back�re or corrective e�ects. In addition, accu-
rately predicting whether a counter-reply can have a corrective,
back�re, or neutral e�ect opens up opportunities for �eld studies
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to investigate how speci�c characteristics of counter-replies might
a�ect a user’s belief in misinformation.
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