RECOVERY OF COEFFICIENTS IN SEMILINEAR TRANSPORT EQUATIONS

RU-YU LAI, GUNTHER UHLMANN, AND HANMING ZHOU

ABSTRACT. We consider the inverse problem for time-dependent semilinear transport equations. We
show that time-independent coefficients of both the linear (absorption or scattering coefficients) and
nonlinear terms can be uniquely determined, in a stable way, from the boundary measurements
by applying a linearization scheme and Carleman estimates for the linear transport equations. We
establish results in both Euclidean and general geometry settings.

1. INTRODUCTION

We investigate the time-dependent transport equation with nonlinear term in this article. Let
Q Cc R d> 2, be an open bounded and convex domain with smooth boundary 9. We denote

SO =0 xS 902 = QxS xST 80 = (0,T) x SQ

for T > 0. We also denote the outgoing and incoming boundaries of SQ by 0,50 and 9_S5Q
respectively which are defined as follows:

0150 = {(z,v) € SQ: x € 9N, £(n(z),v) > 0},

where n(z) is the unit outer normal vector at € 9Q and (v, w) is the dot product in RY. Moreover,
0+5Qr = (0,T) x 0£590. Let the function f = f(¢,x,v) be the solution to the following initial
boundary value problem for the nonlinear transport equation:

If+v-Vof+of+N(z,v f) = K(f) inSQr,
(1.1) f = fo on {0} x SQ,
f = f- on 0_SQp,

where T is sufficiently large, o = o(z,v) is the absorption coefficient and the scattering operator K
takes the form

(1.2) K(f)(t,x,v):= / p(z, v, v)f(t,z,v") dw(v’),

Sgd—1
with the scattering coefficient 1 = p(z,v',v) and the normalized measure, that is, [4_, dw(v') = 1,
where dw(v') is the measure on S,

In this paper, we are interested in the inverse problem for the nonlinear transport equation in
(1.1). The main objectives are to determine the nonlinearity N, absorption o and the scattering
coefficient p by the boundary data. The problem is motivated by applications in the photoacoustic
tomography, in which the nonlinear excitation is observed due to two-photon absorption effect of
the underlying medium, see [29, 44, 43, 47] and the references therein.

There have been extensive study in the inverse coefficient problem for the transport equation. The
associated inverse problem is concerned with determining unknown properties (such as absorption
and scattering coefficients, o and p) from the albedo operator which maps from incoming to outgoing
boundary. The uniqueness result was studied in [10, 12, 13, 14, 15, 46] and stability estimates were
derived in [3, 4, 5, 6, 38, 48, 49]. See also recent references [2, 45]. Moreover, related studies in the
Riemannian setting can be found in [1, 39, 40, 41, 42]. As for the nonlinear transport equation, the
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unique determination for the kinetic collision kernel was derived in [30] for the stationary Boltzmann
equation and in [36] for the time-dependent Boltzmann equation. In addition to the recovery of the
collision kernel, the determination of the Lorentzian spacetime, i.e. the first order information, from
the source-to-solution map for the Boltzmann equation was considered in [7].

The main strategy we applied here is using the Carleman estimate for the linear transport equation
and the linearization technique. A Carleman estimate, established by Carleman [9], is an L? weighted
estimate for a solution to a partial differential equation with large parameters. Roughly speaking,
a special weight function in the Carleman estimate is chosen to control irrelevant information and
then extract the desired properties. The Carleman estimates have been successfully applied in
solving inverse problems for various equations. We refer the readers to the related references [8,
18, 19, 21, 22, 26, 38| for the application in the inverse transport problem. As for the linearization
technique, it deals with nonlinear equations in inverse problems to reduce the nonlinear equation
to the linear one. In this paper, we apply the higher order linearization whose feature is that it
introduces small parameters into the problem for the nonlinear equation. Then differentiating it
multiple times with respect to these parameters to earn simpler and new linearized equations. For
more detailed discussions and related studies, see for instance [11, 25, 35] for hyperbolic equations,
[17, 20, 23, 24, 28, 31, 32, 27, 34, 33, 37] for elliptic equations, and [29, 30, 36] for kinetic equations.

1.1. Main results. Throughout this paper, we suppose that T is sufficiently large which depends
on the domain. Suppose that o € L°(SQ) and p € L>(S0?) and there exist positive constants o”
and u° such that

(1.3) 0<o(z,v) <o’ 0<pu(z,v,v) <l

Moreover, suppose that p satisfies

(1.4) /Sdl p(z,v,v") dw(v’) < o(z,v), and /Sdl p(z, v v) dw(v) < o(z,v)

for almost every (z,v) € SQ. The assumption (1.4) means that the absorption effect is stronger
than the scattering effect in the medium.
Now we denote the measurement operator A, , y by

(1.5) Ag N i (fo, f=) € L>(SQ) x L>(0-5Qr) — f|a+SQT € L*(04+5Q7).

It follows from Theorem 2.6 in Section 2 that the initial boundary value problem (1.1) is well-posed
for small initial and boundary data (fo, f—). Specifically, there exists a small parameter § > 0 such
that when

(1.6)
(fo, f-) € X5 == {(fo, f-) € L(SQ) x L™(0-SQr) : | follpoe(sey < 6, I~ (o_sar) < 6},

the initial boundary value problem (1.1) has a unique solution. Hence, the map A, , n is well-defined
within the class of small given data.

The paper is devoted to investigating the inverse coefficient problem for the transport equation
with nonlinearity. We study the reconstruction of the absorption coefficient (or scattering coefficient)
as well as the nonlinear term from the measurement operator. In the following, we illustrate the
main results on R? (discussed in Section 3) and also results on Riemannian manifolds (discussed in
Section 4) separately.

1.1.1. Inverse problems in Fuclidean space. In the first theme of the paper, we consider the problem
(1.1) with the nonlinear term N(z,v, f) : S x R — R satisfying the following conditions:
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(1.7)

the map z — N(+,-, 2) is analytic on R such that N(-,-, f) € L>(SQ);
N(z,v,0) = 0,N(x,v,0) =0 in SQ.

This implies that N can be expanded into a power series

Sk

(1.8) N(z,v,z2) Zq k‘"

which converges in the L>°(SQ) topology with ¢¥)(z,v) := 0¥ N(z,v,0) € L=(SQ).
For a fixed vector v € S¥~!, we say a function p is in the set A if p satisfies

(1.9) p(z,v) = p(z,—v) in S and p(z,v)=0 nQx{veSt: |y -v] <y}

for some fixed constant vy > 0. We state the first main result. The inverse problem here is to recover
o and N provided that p is given.

Theorem 1.1. Let Q be an open bounded and convex domain with smooth boundary. Suppose that
oj € L°°(SQ) and p € L>®(SN?) satisfy (1.3) and (1.4) for j =1, 2. Let N; : SQ x R — R satisfy
the assumption (1.7) with ¢® replaced by qj(-k) for j = 1,2, respectively. Let oj, u(-,-,v), q](k) for all
k>2bein A If

A017M7N1(h7 0) - A027M,N2(h7 O)
for any h € L>(SQ) with ||| L (sq) < & for sufficiently small &, then

o1(z,v) = o2(z,v) in SQ and Ni(z,v,z) = Na(z,v,2) in SQ xR

Remark 1.1. We would like to point out that the constant vy indeed can be chosen to be arbitrarily
small as long as o > 0. In this case, the condition (1.9) becomes less restrictive in the sense that
the coefficients only need to vanish in a small subset of S*1 in order to make the above uniqueness
results hold. We refer to( L)S”ection 3 for detailed discussions and for more relaxed conditions, instead
k

of (1.9), on o, p and g;

Remark 1.2. On the other hand, suppose that o is given and p is unknown and is of the form
w =z, v)p(z,v',v). In this case, we can also recover [i, see Proposition 3.5 for details. Combining
with the reconstruction of N(x,v,z), we obtain the determination of both the scattering coefficient
and the nonlinear term provided that o is known.

Moreover, we also consider the problem when the nonlinear term has the form
N($7U7 f) = Q(xvv)NO(f)a

where Ny satisfies

(1.10) INo(f)ll oo (sar) < Coll Fll e (s2p»
and
(1.11) 19:No(f)l|=(s027) < Callf 175009

for a positive integer £ > 2 and constants C7,Cy > 0, independent of f. For instance, when ¢ = 2,
No(f) can represent the quadratic nonlinearity such as No(f) = f2 or f [sas fdw(v'). The latter
example finds applications in photoacoustic tomography with nonlinear absorption effect and we
refer the interested readers to the references [29, 43].
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Theorem 1.2. Let Q be an open bounded and convex domain with smooth boundary. Suppose that
oj € L(SQ) and p € L>®(SQ?) satisfy (1.3) and (1.4) for j =1, 2. Let Nj(z,v, f) = g;(z,v)No(f),
where q; € L>®(SQ) for j = 1,2 and Ny satisfies (1.10)-(1.11) with 0?Ny(0) > 0. Let o}, pu(-,-,v),
qj bein A. If

A017H7N1 (h7 O) = A027H7N2(h7 O)

for any h € L>(SQ) with ||h||re(sq) < 6 for sufficiently small &, then
o1(z,v) = o2(z,v) in SN and Ni(x,v,z) = Na(xz,v,2) in SQxR.

Remark 1.3. Similarly, as discussed in Remark 1.2, if o is now given, then we can recover i and
N from the boundary data as well.

1.1.2. Inverse problems on manifolds. The second theme of the paper is the inverse problems for
the transport equation on manifolds.

We denote M the interior of a compact non-trapping Riemannian manifold (M, g) with smooth
strictly convex (with respect to the metric g) boundary M. Since M is non-trapping, any maximal
geodesic will exit M in finite time, i.e. have finite length. M plays the role of 2 in the manifold case,
and thus we naturally generalize the notations for Q (e.g. SQ, SQp, 0+ SO, etc.) to corresponding
notations for M (e.g. SM, SMp, 0LSMrp, etc.). See Section 2 for more details.

We consider the following initial boundary value problem:

hf+Xf+of+N(z,v,f) = 0 inSMp,
(1.12) f = fo on{0}xSM,
f = f- ond_SMryp.

Here X is the geodesic vector field which generates the geodesic flow on SM, see section 2 for more
details. In particular, X = v -V, in the Euclidean case. The equation (1.12) is in the absence of
the scattering effect, due to our Carleman estimates on Riemannian manifolds in Section 4. The
Carleman weight function chosen in this paper is naturally associated with the geodesic flow of the
Riemannian manifold, which depends on both the position x and the direction v, and therefore
makes it hard to control the scattering term by other terms in the estimate, see also Remark 4.1.
Since the main scope of the paper is recovering the nonlinearity of the transport equation, we do
not pursue further the inverse problem with the scattering term in the Riemannian case.

Let Ay, n := Ay 0,n be the measurement operator associated with the problem (1.12). Analogous
to the results in the Euclidean case, we have the following two main results on Riemannian manifolds.

Theorem 1.3. Let M be the interior of a compact non-trapping Riemannian manifold M with
smooth strictly convex boundary OM. Suppose that o; € L>(SM) satisfy (1.3) for j = 1,2. Let
N;j : SM xR — R satisfy the assumption (1.7) in the manifold with q®) replaced by q](-k) forj =12,
respectively. If

A01,N1 (h,O) = AO’Q,N2(h’O)
for any h € L>(SM) with ||h| pe(srry < 0 for sufficiently small 6, then

oi1(z,v) = o2(x,v) nSM and Ni(z,v,z)= Nao(z,v,2) inSM xR.

Moreover, when the nonlinear term takes the form N(z,v, f) = q(x,v)No(f), we have the following
result.

Theorem 1.4. Suppose that o; € L>°(SM) satisfies (1.3) forj =1, 2. Let Nj(x,v, f) = qj(x,v)No(f),
where q; € L=(SM) for j = 1,2 and Ny satisfies (1.10)-(1.11) in the manifold with 92Ny (0) > 0. If

A01,N1 (h7 O) = A027N2 (h7 O)
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for any h € L>(SM) with ||h| pe(sar) < 9 for sufficiently small &, then
oi1(z,v) = o2(x,v) in SM and Ni(z,v,z)= Nao(z,v,z) in SM xR.

Remark 1.4. We actually only need much less data to stably determine both o and N. To be more
specific, fix positive h € L>®(SM) with XPh € L>®°(SM) for 8 = 1,2, consider the initial boundary
value condition (eh,0) for |e| sufficiently small, we establish the following stability result

”0'1 - UQHLQ(SM) < CHataE (A017N1 (Eh, 0) - AU2,N2 (€h7 O)) |€:0”L2(8+SMT)'

If in addition 0 = o1 = 02, then

qu - qQHLQ(SM) < CHatag (A07N1 (5h7 O) - 'AU,NQ (€h7 O)) ‘€:0”L2(8+SMT)'

The constants C' in both estimates are independent of o; and q;, j = 1,2. See Proposition 4.4 and
Proposition 4.5 for more details. Similar results hold when the nonlinear term N;, j = 1,2 satisfy
the assumption (1.7), see e.g. Lemma 3.6 and the proof of Lemma 3.8.

The remaining part of the paper is organized as follows. In Section 2, we introduce the notations
and function spaces, and also establish several preliminary results, including boundedness of solu-
tions to the linear equation, Maximum principle, and the well-posedness problem for the nonlinear
transport equation. We investigate the reconstruction of the unknown coefficients in the Euclidean
setting and prove Theorem 1.1 in Section 3. In particular, we establish an improved version of the
Carleman estimate of [38]. In Section 4, we first deduce the Carleman estimate and the energy
estimate in a Riemannian manifold. With these estimates, Theorem 1.3 follows directly by apply-
ing similar arguments as in the proof of Theorem 1.1. Furthermore, in the case of N = gNy(f),
we show the unique determination of ¢, which immediately implies the uniqueness of N in Theo-
rem 1.4. Finally, we note that the techniques for showing Theorem 1.4 can also be applied to prove
Theorem 1.2.

2. PRELIMINARIES

In this section, we will discuss the forward problem for the initial boundary value problem for
the nonlinear transport equation. In particular, we will prove the well-posedness result on a more
general setting, namely, the Riemannian manifold. All the results discussed in this section are also
valid in the Euclidean space and will be utilized in Section 3.

2.1. Notations and spaces. In order to investigate the transport equation on a Riemannian man-
ifold, we need to introduce the related notations first. Most of the notations below are similar to
the ones we saw earlier in Section 1, but with Q replaced by the manifold M.

Let M be the interior of a compact Riemannian manifold (M, g), of dimension d > 2, with a
Riemannian metric ¢ and strictly convex boundary M. Suppose that M is non-trapping. Let TM
be the tangent bundle of M. We denote the unit sphere bundle of the manifold (M, g) by

SM = {(z,v) € TM : Jv|g) = (v,0) 5y = 1},

where (-, +),(,) is the inner product on the tangent space T, M. Let 04SM and 0-SM be the
outgoing and incoming boundaries of SM respectively and they are defined by

0+SM = {(x,v) € SM : x € IM, £(n(z),v) 4 > 0},

where n(x) is the unit outer normal vector at x € 9M. For any point = € M, let S;M = {v :
(z,v) € SM}. Moreover, we also denote

SM? :={(z,v,v") 2 € M, v, v € S, M}.
Let T' > 0, we denote SMy := (0,T) x SM and 0+SMr := (0,T) x 0+SM.
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For every point € M and every vector v € S M, let 7, ,(s) be the maximal geodesic satisfying
the initial conditions
Yew(0) =2, Y2,(0) =v.
Since M is non-trapping, 7, is defined on the finite interval [—7_(z,v), 74 (z,v)]. Here the two
travel time functions

(2.1) T+ SM — [0, 00)

are determined by y(x7i(x,v)) € dM. In particular, they satisfy 74(x,v) = 7_(z, —v) for all
(z,v) € SM and 7_(z,v)|s_sm = T4 (x,v)|o,sm = 0. Denote the geodesic flow by

$i(2,0) = (Va0 (t), Yoo (1))-
Let X be the generating vector field of the geodesic flow ¢¢(x,v), that is, for a given function f on

SM, X f(z,v) = %f(@(a:,v))\t:o. Notice that in the Euclidean space RY, ¢;(x,v) = (x + tv, v) and

X =wv -V, where v is independent of x.
We define the spaces LP(SM) and LP(SMr), 1 < p < oo, with the norm

1/p T 1/p
||f|er<SM):(/ |f|pd2> and ||f||Lp(SMT>=(/ / rf\pdzdt) |
SM 0 SM

with d¥ = d¥(x,v) the volume form of SM. Moreover, for the spaces LP(0+SMr), we define its
norm to be

T 1/p
1l nsntey = Il oo s satpesde) = ( [ (id&)dt) |
0 0+ SM

where dé(z,v) := (n(x), v)Q(m)dé(az, v) with d¢ the standard volume form of SM. Note that in the

Euclidean setting since v is independent of z, we denote d€ = d\(z)dw(v), where dX is the measure
on 9 and dw(v) is the measure on S¥~'. We also define the spaces H*(0,T; L?(SM)) for positive
integer k with the norm

k 1/2
”fHHk(QT;L?(SM)) = (Z Hag.f’%?(SMT)> :
a=0

When p = oo, L>®(SM), L>®(SMr) and L>*(0+SMr) are the standard vector spaces consisting of
all functions that are essentially bounded.

We first study the forward problem for the linear transport equation in Section 2.2. Equipped
with this, we apply the contraction mapping principle to deduce the unique existence of solution to
the nonlinear transport equation in Section 2.3.

2.2. Forward problem for the linear transport equation. We consider the initial boundary
value problem for the linear transport equation with the source S = S(t, x,v):

f+Xf+of = K(f)+S in SMr,

(2.2) f = o on {0} x SM,
f = f- on 0_SMr,
where the scattering operator K on the manifold takes the form
(2.3) K(f)(t,x,v):= / w(z, v, v)f(t,z,v") dv'.
S M

We will demonstrate the existence of a solution to (2.2) by proving that the corresponding integral
equation has a solution. To achieve this, we study the following simpler case first.
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Proposition 2.1. Suppose that o € L°(SM) and f— € L>®(0_SMy). The solution f of the problem
of+Xf+of = 0 inSMr,
(2.4) f = 0 on{0}xSM,
f = f- ono_SMr
18
(25)  f(hm,0) = HE =7 ) f (b= 7 Ao (—7), (=7 ))e o TOme(m9) (ol
where H is the Heaviside function, that is, H satisfies H(s) =0 if s <0 and H(s) =1 if s > 0.

To simplify the notation, in the formulation above we denote 7_ := 7_(x,v) for a fixed (z,v) €
SM.

Proof. For a fixed (z,v) € SM and 0 <t < T, let

F(S) = f(S +t—T (.’IJ, U)a ¢s—77(x,v) (:B: ’U)), Z(S) = U(¢s—7:(a;,v) (x7 U))
The equation (2.4) can be written as
dF

E(S) +X(s)F(s) =0,

whose solution is
F(s) = F(0)e~ Jo =mdn,
Choosing s = 7_(z,v), we have

T_(z,v)

F(r-(z,v)) = F(0)e™ o >0,
which leads to
ft,z,v) = F(0)e” 1= o6 ntaenan
by applying the change of variable ) = —n+7_(x,v). By taking F'(0) = f(t—7—(z,v), d_1_(4,0)(z,v))
which vanishes if ¢ < 7_(x,v), we obtain the desired result.

Let’s study the integral formulation of the linear transport equation (2.2).

Proposition 2.2. Suppose that o € L>®(SM) and p € L>®(SM?) satisfy (1.3) and (1.4). Let
S € L>®(SMr), fo € L>®(SM), and f_ € L>®(0_SMr). Then the solution f to (2.2) satisfies the
integral formulation of the transport equation:

f(t,z,v) = fo ('Y:E,v(_t)a ’.Yx,v(_t))e_ Iy U(%’U(_S)’%’U(_S))dsH(Tf —t)

H(E— ) (= T (=7 ) (7)) S0 7O ()
t
(2.6) + /0 e Jo 7Cae Ao N (K (f) 4+ 8) (8 = 8, 50,0(=9), Awo(—5) H (- — 5) ds.
In the Euclidean case, this result can be found in Proposition 4 (page 233), combining with Remark

12, in [16]. To make the paper self contained, we provide below the proof for the Riemannian case.

Proof. We first consider the homogeneous boundary condition, that is, f_ = 0. Multiplying
oJo o(Sn(x0))dn

on both sides of the transport equation in (2.2), we get

d t t
(27) a < fO U(¢n+k(x’v))dnf(t7 ¢t+k(x7 U))) = efo U((anrkx’U))dng(t: ¢t+k(x7 U))a
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where we denote g := K(f) + S. By solving the differential equation (2.7) and then multiplying
e~ Jo 7@n+k(@0))dn o hoth sides of the solution, we have
F(t S, v)) = e Jo o GnereoDdn £ (6, (2 )

(2.8) te b o(¢n+k(zv)dn/ eJo o(bntk(z0))dn 9(8, psyr(x,v))ds.
0

Replacing ¢y (x,v) by ¢o(x,v) = (x,v) (that is, taking k = —¢) in (2.8) gives
(2.9)

F(t,z,0) = e~ Ja o@D gy (6 (2 p)) e S %tx”df/e% Gn—tl@dng(s o, (x,v))ds.
0

Moreover, we apply the change of variables 7 = —n + ¢ so that (2.9) becomes
(2.10)
f(t,m,0) = el oOs @D fo (6 (3, 0)) 4 e o 7(Oal@Ndn / JesoOmalemDiig (s, 6y, v))ds.

We then apply another change of variables § = —s + t so that

t 5 t s -
(2.11) / eff_sow—ﬁ(x,v))dng(& bs_i(z,v))ds = / e~ Jro@—n@digy 5 ¢ (2, 0))ds.
0

0
From (2.10) and (2.11), taking fo(¢—i(x,v)) = 0 if ¢_i(z,v) ¢ Q (namely, t > 7_(x,v)), we derive
that the solution satisfies the integral equation with f_ = 0.
Next, in the case of a nonhomogeneous boundary condition f_ # 0, we let f; be the solution of

(2.4) and look for the solution f of the problem (2.2) in the form f = f; +w, where w is the solution
of

ow+ Xw+ow = K(fi+w)+S in SMr,

(2.12) w = fo on {0} x SM,

w = 0 on O_SMr.
Since w has the homogeneous boundary condition, w satisfies the integral equation with f_ = 0.
Therefore, combining this with (2.5), we finally deduce that f = f; + w satisfies (2.6). O

In the following we will see that solving the integral equation (2.6) is equivalent to solving (2.2).
Hence once we show that the integral equation (2.6) has a unique solution, this is sufficient to say
that the well-posedness of (2.2) holds.

Proposition 2.3. Under the hypothesis of Proposition 2.2, if f satisfies the integral equation (2.6),
then f is the solution to (2.2). Moreover, there exists a unique solution to the integral equation (2.6).

Proof. Step 1: Equivalence. Below we will show that if there exists a function f satisfying (2.6),
then such f is a solution to (2.2). Notice that

(00 + X)f(6,,0) = - F(t-+ 02,0 ico,
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We apply the operator 9; + X to the right-hand side of the integral formula (2.6) to get
(8t + X)f(t SC,’U)

{fo(qﬁ (k) (S5 (, 0))e Jo OO G0N F (2 (g (2, 0)) — t — k)

TR o6 (gr ()
+H(t+k‘—Tf(¢k($,v)))f,(t+k’—7'7(([5]6(.1‘,'U)),¢_T7(¢k($7v))(¢k($,v)))€ 0 TR
t+k
+ / o @ Ore N (B (f) + S)(t+ K — 5, ¢—s(pr (@, ) H (- (¢r(x,v)) — 5) dS}
0 k=0
_ Cjk{fo((b_t(x’ v))ei ()H—k U(¢—s+k(z,’£}))dsH(7__ (x7 ’U) o t)
FH (=7 (2, 0) - (= 7 (2,0), 6oy 0))e o i)
t+k
+ / Ao k@A ([ (f) + S)(E+ k= 8,6 syn (@, 0)) H(T-(2,0) + k — 9) ds}
0 k=0
=0+ 1+ Is.
Here we used the fact that 7—(¢g(z,v)) = 7—(z,v) + k.
Now we consider I - I3 separately. For I, we have
a <f0<¢_t($7v))e— o "o Gmstn @S E (1 (g ) — t))
k
= Jo(6-dla o)) 7w (a6 (a,0) / Xo(6-(z.0))ds ) H(r-(2,0) = 1)
= —fo(9il,v)e” o 7O @D (0 v) H(r_(2,0) — t).
For I,
d 7_(z,v)+k
I = — (H(t -7 (l‘, U))f— (t - T- (.’IJ, U)a ¢—7’, (z,v) (CC, v))e_ Jo U(¢_S+k(x7v))ds>
dk ' k=0

= H(t - T_(-I’,U))f—(t - T_(:L‘,U), ¢—T,(x,v)($7v))

o) 7 (z,v)
e (o y(m)) - [ Xotomu(a0)ds)
0

7_(z,v)
- _H(t - T- (.’L’, U))f— (t - T- (.CL‘, ’U), b7 (z,v) (.’E, v))e_ Jo J(¢7S(x’v))d80—($a ’U).
We denote m = s — k, then

d t+k R
=% (/ e I T @rin @D (R (F) 1+ §)(t+ k= 5,6 pn(w, v) H (r—(2,0) + K — 5) dS)

k=0

di (/ e Sk @@ (¢ f 1 §)(t —m, (2, ) H (T—(z,0) — m) dm)
=(Kf+9S)(t, z,v)

k=0

t
+ / e~ Jo ”(d)*"(‘”’v))d”( —o(z,v)) (K f 4+ S)(t —m, ¢—_p(x,v))H(7—(x,v) — m) dm.
0
Combining the above 3 terms together, we have

O+ X)f(t,z,v) =N+ L+ I3 =—o(z,v)f + (Kf+ S)(t, z,v).
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Finally, it’s easy to check that f(0,z,v) = fo(x,v) if (z,v) € SM, and f(t,z,v) = f_(t,x,v)
if (z,v) € 0_SM and t > 0. We thus conclude that f is a solution to (2.2). Combining with
Proposition 2.2, we see that to show the forward problem of (2.2), it is sufficient to find a solution
to the integral equation.

Step 2: Emistence of solutions to the integral equation. We define a sequence of functions f( in the
following ways:

FOE 2,0) = fo(pi(z,v))e™ Jo TO=@Es F (1 (1 1) — 1)
T_ (z,v)
=T (@), Do (@ 0))e RGBS (7 (5,0))
(2.13) —i—/ e Joo —r@o)drg(t — s ¢_o(2,0))H(r—(z,0) — s) ds
0
and for n > 0,

(2.14)
P ,0) = $O ) + [ e O KON 5,6 Hr(r0) — ) s
0

Let w1 .= 041 _ £(®) for n > 0 and then be represented as
W (¢, 2, v) = /0 e I8 7O e g () (¢ — s, 6 (,v) H (7 (2, v) — s) ds.
Recall that in (1.4) for almost every (x,v) € SM, p satisfies
/ w(z, v v)dv' < o(z,v).
oM

From this, we can derive that

t
W (1, 7,0)| < ( [ e et @ o) H () - ) ds> 0 o st

Jo e o o= @Ndrg (g (2, 0)) dS) ™| Lo (517 ift <7 (2,0);
S e eI "<¢*T<x’“))dra(¢_s(ﬂc,v>)ds) 0™ e (sarry i > 7 (2,0);

{Ele Jo oé—r(@v)d )Hw“uLNSMT) if t <7_(z,0);

(2.15) .
1—e Jo o(@—r(aw ) (™ HLOO(SMT) if t > 7_(x,v);

for (t,z,v) € SMyp. We then denote the scalar value x by

T_(z,v)

K= sup <1 — ey a(qﬁT(ax,v))dr) .

(z,v)eSM

It is clear that 0 < k < 1 since 0 < o < oY. Due to the monotonicity of e~ Jo o(@—r(z0))dr with
respect to s, we obtain

(2.16) W™ oo (sarzy < ElIlw™ | poosnrgy < B w0 | oo snipy < BT poo (snap)-
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Next, we estimate the third term on the right-hand side of (2.13). From (1.3), we derive that

t
/ eI TGN G4 5 6 (@, 0))H (7 (2,v) - 5)ds
0

T
S HSHLOO(SMT) (/0 e fO U(¢7T($7U))dTH(7__ (x’ 'U) _ S) ds)

< TS| poe (M)

Thus (2.13) and ¢ > 0 lead to

(2.17) £ ON oo sntry < N follzse(sany + 1=l po_sate) + TIS | oo (s
Combining these estimates (2.16)-(2.17) together, we can derive that

(2.18) ||w(n+1)HL°°(SMT) < K" (I foll oo (sany + 1 f =1z o_snir) + TNS| oo (snr))

with 0 < x < 1. This implies that the series >~ w1 is convergent and thus the partial sum

f(O) + Zw(k+1) _ f(n+1)
k=0

converges to a limit f in L°°(SMry). In particular, f satisfies the integral equation:

f(tz0) = FO, ) + / e Ao @ ()t — 5, 6 (1 0)) H (7 (1, 0) — ) d
0

and, furthermore, f is also a solution of (2.2) due to Step 1.

Step 3: Unique solution for the integral equation. Finally we show the uniqueness of the solution.
Let fi and f2 in L°°(SMr) be the solutions to (2.6). Let w := f; — fo € L>°(SMr). Then w satisfies
the integral equation:

t
w(t,z,v) = / e~ Jo o @—rl@odr gyt — 5, d—s(x,v))H (17— (,v) — 5) ds.
0

Following the argument as in (2.15), we obtain

lwll g (sarpy < Kllwllpoo(sarg), 0< k<1
This implies that w = 0. O
From the above discussion, we have shown that there exists a unique solution f to the integral

equation. Due to the equivalence, such f is also a solution to (2.2). Hence we can now conclude the
following well-posedness result for the problem (2.2).

Proposition 2.4 (Well-posedness for linear transport equation). Suppose that o € L>®(SM) and
p € L>®(SM?) satisfy (1.3) and (1.4). Let S € L®°(SMry), fo € L®(SM) and f_ € L>®(0_SMry).
We consider the following problem:

f+Xf+of = K(f)+S inSMrp,
(2.19) f = fo on {0} x SM,
f = f on O_SMr.

Then (2.19) has a unique solution f in L*°(SMr) satisfying
(2.20) 1l oo (snary < C (I foll Lo sy + 1= lposo_snary + 1Sl oo (snrry)

where the constant C depends on o, T.
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Proof. From Proposition 2.2 and Proposition 2.3, it is clear that the solution f to (2.19) uniquely
exists. Moreover, using a similar argument as in (2.15), we can derive the stability estimate (2.20)
from (2.6). O

It has been proved in [[16], Theorem 3, p229] that when f_ =0, .S > 0 and fy > 0, the solution
is nonnegative. In the following proposition, we show the maximum principle for the transport
equation, namely, the solution to (2.19) is strictly positive if S > 0, the initial and boundary data
are strictly positive.

Proposition 2.5 (Maximum principle). Suppose the hypotheses in Proposition 2.4 hold and suppose
that S > 0. If fo > ¢ >0 and f- > ¢ > 0 for some positive constant c, then there exists a positive
constant ¢ such that f > ¢ >0 in SMr.

Proof. From (2.13), o < ¢ in (1.3), and the hypothesis fy, f- > ¢ > 0, we obtain
FO, z,0) > e T7°c >0 almost everywhere (a.e.).
This implies K(f(®) > 0 due to x> 0. Hence, by induction, we can derive from (2.14) that for
n >0,
f(”H)(t,x,v) > f(")(t,x,v) > f(o)(t,x,v) > e T >0 ae.
We therefore have an increasing sequence converging to a function f(¢, z,v), which satisfies f (¢, xz,v) >
e~ 1% > 0. Alternatively, we can apply the proof in Proposition 2.3, which gives that f(™ — f in
L>*(SMr) as n — co. Hence this also leads to the same result, that is,
f(t,z,v) > e Tc>0 ae.
This completes the proof. O

2.3. Forward problem for the nonlinear transport equation. Equipped with the well-posedness
result for the linear equation, we will prove the unique existence of solution for the following problem:

of+Xf+of+ N, f) = K(f) inSMr,
(2.21) f = fo on {0} x SM,
f = f- on O_SMrp.
Theorem 2.6 (Well-posedness for nonlinear transport equation). Let M be the interior of a compact

non-trapping Riemannian manifold M with strictly convex boundary OM. Suppose that o and k
satisfy (1.3) and (1.4). Then there exists a small parameter 0 < § < 1 such that for any

(2.22)
(fo, f-) € X8 :={(fo, f-) € L(SM) x L=(0-SMr) : || follLoesary < 6 1 f-ll (o snar) < 6},
the problem (2.21) has a unique small solution f € L*(SMr) satisfying
1l 2o (snazy < C (1 follpoe(sany + 1=l Lo snr)) »
where the positive constant C' is independent of f, fo and f_.

Proof. To show the existence, let (fo, f-) € X(sM , we first consider the following problem for the
linear equation:

of+Xf+of = K(f) inSMp,
(2.23) f = fo on {0} x SM,

A~

f = f- on 0_SMrp.
By Proposition 2.4, there exists a unique solution f of (2.23) that satisfies
(2.24) £l o snary < C (1 f=llnoo_snrg) + [ foll L (snn) < 2C5,
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where the constant C' > 0 is independent of f, f_ and fo.
Now we let w := f — f. We observe that if such function w exists, then w must satisfies the
following problem:

dw+Xw+ow = Kw)—N(zv,w+f) inSMp,
(2.25) w = 0 on {0} x SM,
w = 0 on O_SMr.

To prove (2.25) has a solution, we apply the contraction mapping principle. We denote the set
G:={p e L>®(SMr): ¢li=0 =0, ¢lo_smy =0, and |¢lresrr) <1},
where the parameter 17 > 0 will be determined later. For ¢ € G, we define the function F' by
F(p) := N(z,0,0 + f).

Then F(¢) € L*®(SMr) due to (2.24) and the hypothesis of N(f). In particular, Proposition 2.4
yields that the problem

O+ Xb+ow = K(@)— F(g) in SMr,
(2.26) w = 0 on {0} x SM,
w = 0 on G,SMT,

is uniquely solvable for any ¢ € G. We now denote L1 : F(p) € L®(SMr) — w € L°>°(SMry) the
solution operator for the problem (2.26) and also define the map ¥ on the set G by

V() := (L7 o F)(p).

In the following, we will show that W is a contraction map on G. To this end, we first show that
U (G) C G. Taking ¢ € G, from (1.7), the Taylor’s Theorem, and Proposition 2.4, we derive that

1 (@)l oo (s0a7) = IL7HE (@) o (s01p) < CIF ()| poo (5017)
= C|N(z,v, 0+ f)ll Lo (s0p)
< Cll2N (2,v,0) (0 + F)* + No(w,v,0 + ) (0 + F)P|l oo (snan)
<C((6+n)*+(6+n)?),

where constant C' > 0 is independent of § and 7. Note that both 92N (z,v,0) and

1
No(osvipt £) = [ (1= PN v, sl + Pds
0
are bounded in SM7. We then take §, n sufficiently small with 0 < § < n < 1 such that

C((6+m)*+0+n)?’) <n,

which implies ¥ maps G into itself.
Moreover, for any @1, @2 € G, from Proposition 2.4, we can also derive that

1% (1) = W (p2) | oo (snap) = 1L (F (1)) = L7 (F (02)) | oo (s
< C[|F(p1) = F(p2) |l oo (sh7)-
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We estimate
IN(z, 0,01+ f) = N(@,v,02 + )l oo (517
< C||92N (z,v,0)((1 + F)* = (02 + )Pl oo (s017)
+ C|Ny (v, 01 + (o1 + ) = (02 + D)oo (snar)
+ C|(Ne(z, 0,01 + f) = Ne(z, 0,00 + £)) (02 + )2 1o (02

<SC((6+m)+E+n)°+©0+n)7°) ller — P2l oo (5017
Here we used the fact that IV, is Lipschitz in z with the Lipschitz constant independent of =, v due
to the boundedness of 9* N. In addition, we choose small 6, 7 so that
C((6+n)+@+n)?*+(+n)?) <1

This yields that W is a contraction map. By the contraction mapping principle, there exists a unique
w € G so that ¥(w) = w, which then satisfies the problem (2.25). Also w satisfies the estimate

w| o sy = W (W)|| oo (sar7) < C ((6+ 1) + (6 +n0)?) (HwHLoo(SMT) + Hf”L"O(SMT)> :

We further take d, 7 small enough so that C ((6 + 1)+ (6 +7)?) < 1/2 and, therefore, the term
containing ||wl|zec(gps,) on the right-hand side can then be absorbed by the left-hand side, it follows
that

lwl|Loo(sarry < I fll oo (srar)-
Finally we conclude that f = w + f is the solution to the problem (2.21) and it satisfies

£ 1| zoesatzy < Wl poo(snzry + 11| oo (satp)
< 2||f||L°°(SMT)
< C (IIfoll oo (sary + 1f =l Lo o_s011))
due to (2.24). This completes the proof. O

3. INVERSE PROBLEMS IN THE EUCLIDEAN SPACE

In this section, we will discuss the inverse problem for the nonlinear transport equation in the
Euclidean space. The main objective is to show that the nonlinear term as well as the absorption
coefficient (or scattering coefficient) can be recovered from the boundary measurements. Notice that
as mentioned previously, the well-posedness result in Section 2 also holds in the domain € in R,

Recall the following notations in Section 1:

SQ:=0x ST 502 =0 xS xS and SO = (0,7) x QxS for T > 0.

Suppose that the absorption coefficient o € L>(SQ) and scattering coefficient u € L*(SQ?) are
known and satisfy (1.3) and (1.4). We consider the nonlinear term N that satisfies (1.7) and takes

the form
k

> z
N(ZC,U,Z) = Zq(k)(:c,v)g,
k=2 '

where ¢*) (z,v) = 0¥ N (z,v,0) € L®(SQ) and the series converges in L®(SQ).
Let f be the solution to the initial boundary value problem:
hf+v-Vaof+of+ N, f) = K(f) inSQr,
(3.1) f = fo on {0} x SQ,
f = /- on 0_SQr.
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The unique existence of small solution f follows by applying Theorem 2.6, which is also valid in the
Euclidean space. Recall that we denote the measurement operator by

(3.2) Aspn : (fo, ) € L(SQ) x Lo(0_S07) — fla, sap € L7(045Q07).

In Section 2, we have defined backward/forward exit time in the Riemannian manifold. We will
adapt these definitions in the Euclidean setting here. For (z,v) € SQ, the backward exit time
7_(x,v) is defined by

T_(z,v) :==sup{s >0: x —nv e Qforall 0 <n < s}.

This is the time at which a particle z € € with velocity —v leaves the domain 2. Similarly, we define
the forward exit time 7 (z,v) for every (z,v) € SQ by

T+ (z,v) :=sup{s > 0: x +nv e Qforal 0 <n < s}.

In particular, when (z,v) € 0159, we have 74 (x,v) = 0. Suppose that T is sufficiently large so that
T > diam €2, where the notation diam ) denotes the diameter of 2.

This section is structured as follows. We first study the reconstruction of the linear coefficients
in Section 3.1 under suitable assumptions. Standing on this result, we will show that the nonlinear
term can be uniquely determined from the measurement in Section 3.2.

3.1. Recover o or pu. To recover the unknown o and p, we apply the first order linearization to
reduce the nonlinear equation to a linear equation without the unknown N(x,v, f). From this, the
Carleman estimate for the transport equation is applied to achieve the goal.

For small parameter e, the well-posedness result in Theorem 2.6 yields that there is a unique
small solution f(t,z,v) = f(t,z,v;¢e) to (3.1) with initial data f|;—9 = eh and boundary data
flo_sa, = €g. We can obtain the differentiability of the solution f = f(¢,z,v;e) with respect
to ¢ by adapting the proof of [[29], Proposition A.4], where the differentiability is discussed for a
nonlinear transport equation, to our setting. Hence, we have the k-th derivative of f with respect
to € at € = 0, which is defined by

Fk) (t,z,v) := 6§|£:0f(t, Z,V;€)

for any integer k > 1.

Now we perform the first linearization of the problem (3.1) with respect to € at € = 0. Due to
the well-posedness result, the nonlinear term is eliminated and only the linear terms are preserved.
Then (3.1) becomes

OFW +v V,FU 4+ oFY = K(FW) in $Qp,
(3.3) F = p on {0} x SQ,
= g on 0_SQr.

Hence the problem is reduced to studying the inverse coefficient problem for the above linear
transport equation. Note that the unique determination of (o, 1) from the albedo operator was shown
in [13, 14, 15] by applying the singular decomposition of the operator under suitable assumptions.
One might recover both ¢ and p by directly applying these existing results for the linear equation.
However, additional assumptions might be needed to deduce the uniqueness and stability results in
our setting. Therefore, to be consistent with the assumptions we have made in this paper, we will
only focus on applying the Carleman estimate to recover either o or p by assuming that the other
one is given.

Let’s briefly discuss how to build the Carleman estimate for the transport equation with linear
Carleman weight function ¢, see also [38]. First we note that the Carleman estimate is valid under
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the geometric assumption on the velocity. For a fixed vector v € S¥~1, we denote the subset V of
the unit sphere by

Vi={vesil:y.v>n~ >0}

for some positive constant yg. For a fixed 0 < 8 < 79, there exists a constant a > 0 so that
v-v—0>a>0in V. Then we define the function

B(v):=~-v—p.
Next we define the weight function ¢ € C2([0,T] x Q) by
(3.4) o(t,x) =~ -z — [t
It follows that (0 + v - Vg)p = B(v) > 0, which is essential in the derivation of the Carleman

estimate later.
Moreover, we define the transport operator

Pf:=0f+v-Vyf+0f.
Let w(t, z,v) = e*? f(t,z,v) for s > 0. We define the linear operator L by
Lw:=e**(0y+v-Vy+0)(e **w) = Pw— sB(v)w

We denote @ := (0,7) x Q. From the identity
/ |Pf2e?5¢(52) ddt = / | Lwl|? dadt,
Q Q

applying the integration by parts, one can derive the Carleman estimate in the following proposition.

Proposition 3.1. For a fived y1 > 0, suppose that (o, 1) satisfy

(3.5) sup B (v)|o(z,0)| < Cy  in Vi={v:|y-v—p8] <}
e
and
(3.6) sup / B2 (e, o, v) Po(v)) < C,s
zeQ,vesd—1 J§d-1

for some constants Cy, C), > 0. Let f € H'(0,T; L?(SQ)) satisfy v-Vuf € L*(SQr) and f(T,z,v) =
0. Suppose the initial data f(0,x,-) is supported in V. Then there exist positive constants C' =
C(a,v0) and so = so(d,71,Cs,C, ||o||L>) s0 that for all s > sy > 0, we have

s/ / |£(0, z,v)[2e25#(0) dxdv+s2/ B?|f|?e**% dadvdt
vV JQ Q Jsi-1
(3.7)

SC/SQTWtf—i—U Vof+of —K(f )|2 2S“”davdvalt—i—C’s/ /Sd 1/8 ‘f‘2 2850 (n(z) - v)dé(:c,v)dt
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Proof. Since f(T,z,v) = 0, for any vector v € S¥~!, applying the integration by parts leads to the
following estimate:

/Lw|2dazdt

Q

:/ Pw|2d93dt+s2/32|w|2d:vdtQS/BU)Pwda:dt
Q

> / B%w? dxdt — 28/ Bw(Oyw + v - Vyw + ow) dedt

/B|w z,v,0) |2d:c—s/ / Blw|*(n(z) - v)d\(z )dt—|—82/ lew|2dxdt—28/ o Blw|? dxdt.
o Q Q

Using (3.5), we can bound the last term by the third term on the right, that is,

1
25/ oB|w|? dedt < 32/ B?|w|?* dzdt
Q 2 Jo

if s is large enough. Since w = €% f(t,z,v), integrating over S¥~! yields the Carleman estimate
without the scattering:

3/ / 1£(0, x,0)2e?*?@0) dxdy + 32/ B?|f|*e*% dvdzxdt
1% sd—1

(3.8) <C |Pf|%e QdedvdHCs/ /
SQr §d—1

/ PR (n(x) - v) dé(z, v)dt
oN

by noting that B > a > 0in V and f(0,x, ) is supported in V.
To derive (3.7), we observe that

/ |Pf?€**% dudvdt < 2/ |[Pf = K(f)]e*? dacdvdt+2/ |[K(f)[*e**? dudvdt.
SO SQr SQr

Due to B~'y € L*(S%1), applying Holder’s inequality, we get

< ([ et ora) ([ s rar).

/ w(a, o, 0) f (o) ) d’
Sdfl

It leads to
2
/ / f)2e*? dvdaxdt = / / / pw(z, v 0) f(t,z, v )dv'| e**% dvdxdt
Sd-1 Sd-1 Sd-1
(3.9) <|sC, / (/ DRIt u)|2dv>62wdxdt,
which can then be absorbed by the second term on the left-hand side of (3.8) provided that s is
large enough. This ends the proof. O

We still need the following energy estimate. It can be showed by adapting the argument in
[Lemma 2.1, [38]] for our case V = S?~! and, therefore, we omit the proof here.

Lemma 3.2. Let ) be an open bounded and convex domain with smooth boundary. Suppose that
o € L®(SN) and p € L=(SN?) satisfy (1.3) and (1.4). Let fo € L>®(SQ) satisfy (v- V) fo €
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L>(SQ), 8 =1, 2. Let f be the solution to the problem
of+v-Voftof = K(f)+S5 inSQr,
(3.10) o=t on {0} x SQ,
f = 0 on &SQT,
and satisfy f € H%(0,T; L?(SQ)) and also (v-V,)f € HY(0,T;L?(SQ)). Suppose that the source

term has the form

S(t,z,v) = S(x,v)S0(t,z,v)
with S € L>(SQ) and
S0l Lo (s27)s 10450l oo (s027) < €3
for some constant c3 > 0. Then there exists a constant C' > 0, which depends on cs, ||o| 1~ (sq), and
|6l Lo (s2) s0 that

(3.11) 0:f 2oy < € (1Sl 22050 + I follzzqsey + v - Vefollrzsoy)

The following theorem states the main estimate which will be used to prove the inverse coeffi-
cient/source problems. It indicates that partial information of the source term can be revealed by
applying the Carleman estimate on the cut-off function of dyu on the time variable, see [38] for a
similar argument.

Theorem 3.3. Under the same conditions and hypotheses of Lemma 3.2, let So(0,z,v), fo(z,v)

and p(x,v',-) be supported in V. Suppose that o and p satisfy (3.5) and (3.6). Suppose that
0<c <80(0,z,0) <caginQxV

for some fized constants c1,co > 0, and

(3.12) S(z,v) = S(z,—v) nSQ, Sz, -)=0 in{veST: |y v <y}

Then there exists a positive constant C, depending on c; (j = 1,2,3), [|o||Le(s), and ||l Lo (sa2),
so that

(3.13) 151l z2(s) < C (10:f1 120, 507 + I follz2(s) + v Vafollr2(say) -

Remark 3.1. From the proof below, one can see that the condition (3.12) can be replaced by a
slightly relazed assumption as follows:

(3.14) / 1S (,v)|? dv < co/ 1S(z,0)>dv  for all z € Q
Sd-1 \%

for some fized constant co > 0. Moreover, the conditions (3.5) (with small v1) and (3.6) are satisfied
if o and p(-,-,v) satisfy (3.12).
Proof. Let T be large enough so that

maxg(7y - ) — ming(7y - )

/8 i

T >

that is,
max(y - ) < BT + min(y - z).
Q Q

This implies
(T, x) =~z —pT <max(y-z) — T <min(y-z) < (0, z).
Q Q

Due to the continuity of ¢, there exist constants { > 0, rg and r1 so that

max(y-xz) — T <rp <r; <min(y-x)
Q Q
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and

o(t,x) <1 for (t,z) € [T —2¢,T] x Q.

We consider the function

{ o(t,x) >r for (t,z) € [0,¢] x Q;

2(t @, 0) = x(H)f (L, 2,v),
where f is the solution to (3.10) and x € C°(R) is a smooth cut-off function satisfying 0 < x <1
and
0 for t € [T — ¢, T.
Hence z satisfies 2(T,z,v) = 0, z|g_sq, = 0, and the nonhomogeneous transport equation
Pz — K(2) = x5(8:50) + (8:x)0:f  in SQp.

Note that since Sy(0, z,v), fo(z,v) and u(x,v’,-) are supported in V, from (3.10), it follows that the
initial data

x(t) = { 1 forte0,T—2(;

(3.15) 2(0,z,v) = S(x,v)S0(0,z,v) — v -V fo — ofo+ K(fo)
is also supported in V| which satisfies the hypothesis of Proposition 3.1. Now, applying Proposi-
tion 3.1 yields that

(3.16) s/ / 12(0, 2, v)|?e?*?(0?) dydv < C 1XS(8:50) + (8:x) D f)2e** ) dvdxdt + CsD.
vV JQ SQr

with
D := s/ |2|2e25° (%) (n(z) - v) d€ (z, v)dt < ecls\|3tf||%2(8+SQT)
04 50

for some constant C; > 0. Next we analyze the first term on the RHS of (3.16). To this end, since
0¢Sp is bounded and ¢(t,x) < ¢(0,z), we obtain

/ XS (0,50)[2e2*¢) dudxdt < C S22 (42) qudadt
SQT SQT

<C 152e25(0%) qudadt
SQr

(3.17) <C / / 15)225#0%) quydadt
QJV

by applying the assumption (3.12), where C' > 0 depends on c3. In addition, the second term on the
RHS of (3.16) is controlled by applying (3.11) and thus we obtain

T
/ (000, f|2€52E) dudzdt < C'e® / |8, f|? dvda:dt
SQr T—2¢ JSQ
(3.18) < Qe (H§HQL2(59) + 1 follZ2(sq) +1lv- V:Jo”%%sm)

by noting that d;f|s_sq, =0, Oxx = 0in [0,T—2¢JU[T—(,T] and ¢ < rg in [T'—2¢, T]. Furthermore,
(3.15) yields

[ [ 100.0) P09 dado +Ce (ulsgomy + 10~ VeollEzony)

(3.19) ZC// 15 (2,0)S0(0, z, )20 duda.
QJV
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Combining (3.16)-(3.19) together, it follows that
5/ / 15, ) S0(0, 2, v) 2290 dyda
QJV
< C/ / |52e2¢0%) dudadt + Ce>™||S|[7 250y + Ce“* (1 foll72(s0) + 10+ VafollF2(50) + D)-
oJv

Finally, using the facts that (3.12), Sp(0,z,v) > ¢1 in V and ¢(0,2) > r; > ro, the first two terms
on the RHS will be absorbed by the LHS once s is sufficiently large. This results in

S/Q/V |§($aU)|2€2ST1 dvdz < ecls(||f0||%2(sg) + v vlfOH%?(SQ) +D),
which ends the proof. O

Remark 3.2. In the case that fy = 0, the term K(fo) in z(0,z,v) vanishes automatically. Hence
the assumption on the support of p in Theorem 3.8 can be removed.

With Theorem 3.3, we state and prove the uniqueness and stability estimate for the linear coeffi-
cients.

Proposition 3.4. Let Q be an open bounded and conver domain with smooth boundary. Suppose
that oj € L®(SQ) and p € L>®(SQ?) satisfy (1.3) and (1.4) for j = 1,2. Let Nj : SO xR — R
satisfy the assumption (1.7) with ¢*) replaced by q](-k) for j = 1,2, respectively. For e >0, let f; be
the unique small solution to
Ofj+v-Vafj+ofj+Nj(z,v, f;) = K(f;) inSQr,
(3.20) fi = ¢h on {0} x SQ,
fj =0 on 8_SQT,

and Fj(l) = 0Ocle=0fj, j =1,2. If 01, 02 and p(-,-,v) satisfy (3.12), then

o1 — o2l L2(s0) < Cl|oFy" — 875F2(1)HL2(8+SQT)

for h € L>°(SQ) with support in V satisfying 0 < c; < h < cg in Q x V' for some positive constants
c1, c2 and (v-V,)h € L®(SQ), B =1, 2.
In particular, if As, u N, (fo,0) = Agy N, (f0,0) for any (fo,0) € X(SQ, then

0] = 09 in SQ.

Proof. Let w) := Fl(l) — Fz(l), where Fj(l) is the solution to (3.3) with o replaced by ;. Then w is
the solution to

ow W + v Vo + ow® = KwW) - (o — o) FY i SO,
w® = 0 on {0} x SQ,
w® = 0 on 0_SQr.

From the hypothesis, we have that Fz(l)(O, x,v) = h is strictly positive in 2 x V" and also bounded

from above in SQ. Moreover, F2(1) and 8tF2(1) are in L>°(SQr). Indeed, one can see this by taking
derivative with respect to ¢ on (3.3):

(3.21)
2 + (v- V) o BV + 000, FSY = K(8,FY) in SQp,
OFY = —0.Vuh—ooh+ Koh = h e L®(SQr) on {0} x SQ,
aFY = 0 on 0_SQr.
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By the well-posedness result in Proposition 2.4, the solution (“)tF2(1) for (3.21) exists in L*>(SQyr) if
(h,0) € X (;Q. Hence, combining these together, there exist positive constants c1, co2, c3 so that

0<er <F(0,2,0) <eoin @xV, and ||FS] 1o (sarys 1057 | oo(san) < e

Then FQ(I), acting as the source Sy, satisfies all the conditions in Theorem 3.3.

In addition, since atFQ(I) € L>*(SQr) and thus is in L?(SQ7), from the equation (3.3), we can
derive that v - VIFQ(I) € L?(SQr). Similarly, we can differentiate (3.21) again with respect to t to
derive that 8,52F2(1) € L?(SQr) which leads to (v-Vz)GtFQ(I) € L%(SQr). Applying the same argument,
one can also deduce that OfFl(l) € L%(SQr) with 3 = 1, 2, then it implies (U'VZ)FI(I), (v-Vm)(?tFl(l) €
L?(SQ7). Hence we obtain that w() = Fl(l) — F2(1) satisfies the hypothesis

wV) e H2(0,T; L*(SQ)), (v- V) wM e HY(0,T; L*(5Q))
in Theorem 3.3. We finally get [|o1 — 02[2(s0) < C’||8tF1(1) - &gFQ(l) I z2(5, s0,) due to Theorem 3.3.
Since Ay, Ny = Aoy pu,N, implies 6tF1(1) = 8tF2(1) on 04 SQr, the uniqueness o1 = oy then holds. O
Remark 3.3. In the proposition, we impose the assumption that (v-V3)?h € L>(SQ) for B = 1,2,
so that the term w) = Fl(l) - F2(1) has enough reqularity for applying Theorem 3.3.
On the other hand, when o is given, we study below the reconstruction of p.

Proposition 3.5. Under the same assumptions as in Proposition 3.4, suppose that o € L*°(SQ)
and pj € L®(SN?) satisfy (1.3) and (1.4) for j = 1, 2. Assume that p; = fi;(z,v)p(z,v',v) with
fij € L®(SQ) and p(z,v',v) € L>®(SQ?) and p(z,v',v) > ¢ > 0 for some positive constant c. Let f;
be the unique small solution to

8tfj+U'vmfj+gfj+Nj<xvv7fj) = KJ(fJ) in S,
(3.22) fi = ¢h on {0} x SQ,
fi =0 on 0_SQp,

and Fj(l) =0Ocle=0fj, j =1,2. If o, i1, fie and p(-,-,v) satisfy (3.12), then

1ir — fizllz2(s) < CUOFL — :F3 V120, 5009

for h € L*>°(SQ) with support in V satisfying 0 < c; < h < cg in Q x V' for some positive constants
c1, c2 and (v-V,)Ph € L®(SQ), B =1, 2.
In particular, if Ay, N, (£0,0) = Ag s N, (f0,0) for any (fo,0) € XS, then

[Ll == /12 mn SQ.
Proof. Let w) := Fl(l) - FQ(I), where Fj(l) is the solution to (3.3) with (o, ) replaced by (o, ;).
Then w(" is the solution to

o™ +v- Vo) +ow® = Ki(w®) + (K; — K)FY  in SQr,
w® = 0 on {0} x SQ,
w(l) =0 on 8_SQT

The source term is (K; — KQ)F2(1) = (1 — fi2)(z,v) [ p(z,v, v)Fél)(t,x,v’)dv’. Following a similar
argument as in the proof of Proposition 3.4, we can deduce that fi; = fio by applying Theorem 3.3.
OJ
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3.2. Recover the nonlinear term. From Section 3.1, we have discussed how to reconstruct one
unknown linear coefficient from the measurement A, ,, n provided that the other one is given. There-
fore, in this section, we suppose that (o, ) are recovered and only focus on the reconstruction of
the nonlinear term.

The setting is as follows. Suppose that f;, j = 1,2 are the solutions to

Ofj+v-Vaufjtofj+Nj(z,v, f;) = K(f;) inSQr,
(3.23) fi = ¢h on {0} x SQ,
fi =0 on O_SQr,

where the nonlinear term N; satisfy Nj(z,v, f) = > 7o, qj(.k)(a;, U)f??

To recover NNj, it is sufficient to recover every qj(.k), k > 2. To this end, we apply the induction
argument and also rely on the higher order linearization technique to extract out the information of
q(.k) from the measurement.

To simplify the notation, we denote the operator 7 by
T:=0+v-Vy+0—K.
Recall that Fj(k) = Bflgzofj. When k& = 2, the function FJ-(Q)7 j = 1,2, satisfies the problem

TED P (PR i S0,
(3.24) B2 =0 ot
F(2) = 0 on 87SQT

due to the well-posed result f;(¢,z,v;0) = 0. Notice that since both Fj(l), j = 1,2 satisfy (3.3) with
the same data, the well-posedness for the initial boundary value problem for the transport equation
vields that F( := () = gV,

We are ready to recover the coefficient qj(?)

Lemma 3.6. Suppose that o € L>®(SQ) and pn € L>(SN?) satisfy (1.3) and (1.4). Let o, pu(-,-,v),
(2

q§2) and g ) satisfy (3.12). If h € L*°(SQ) with support in V satisfying 0 < ¢; <h <cygin QxV
for some positive constants cy, ca and (v-V,)’h € L®(SQ), B =1, 2, then

(3.25) lr” = 5 ll2(s0) < CllOET = 0y 120, s0m)

for some constant C > 0.

Proof. Let w® := Fl(z) - F2(2) and then w? € L>(SQr) satisfies

Tw?® = —(@¥ = ¢ (@, 0)(FD)?2 in SO,
w? = 0 on {0} x SQ,
w?® = 0 on I_SQr.

Following a similiar argument as in Proposition 3.4, Proposition 2.4 yields that F(1) and 8,F(!) are
in L*°(SQr). Therefore, we can derive that there exist positive constants cq, ¢, ¢3 so that

0<er <FO0,2,0) <epin @xV, and  [[(FY)?|| 500, 10:(FM)?| Lo (s0r) < 5.
Then Theorem 3.3 leads to the estimate (3.25) immediately. O

Since Ay N, = Ao N, implies 8tF1(2) = 6tF2(2) on 04507, from Lemma 3.6, it suggests that

q(2) — q§2) _ qéz)

when the boundary measurements are the same.
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To recover the higher order terms qj(-m), m > 2, notice that the function Fj(m), j = 1,2 satisfy the
problem

TFj(m) _ —q§m)(x,v)(F(1))m+Rm,j in SQr,
(3.26) F™ = 0 on {0} x 59,
‘Fj(m) - 0 on 0_SQr,
where
= wl
(3.27) By (t,,0) i= 01" (quj é) o
=2

Notice that the remainder term R,, ; only contains the derivatives of ff up to order m — 1, that is,

1) (m—1) (2 (m—1)
Fj 7...,Fj ,andalsoqj RN .

Lemma 3.7. Let m > 3. Suppose that Ay, N, (£0,0) = Ag N, (fo,0) for all (f5,0) € X5 and also
qgk) :qék) fork=2,.... m—1. Then for any 1 <k <m — 1, we have

FP =FF in S0y

Proof. We proceed by applying the induction argument. First we consider the case m = 3. Since
Ao Ny = Ag Ny, We have ¢? = q§2) = q§2) due to Lemma 3.6. Based on this, F1(2) and FQ(Q) satisfy
the same initial boundary value problem with the same source ¢(? (x, v)(F(l))Q. The well-posedness
theorem yields that

F®.=r® =F® insqy.

Hence the case m = 3 holds.

Next by the induction, suppose that if qgk) = qék) for k = 2,...,m — 2, then Fl(k) = Fz(k)

in
SQpr, 1 <k <m — 2, holds. It is sufficient to show that Fl(m_l) = Q(m_l) when q%k) = qék) for
k=2,...,m—1. To this end, we observe that Fj(m_l) satisfy
TE™D = " (@, 0)(FOY" ' 4 Ryiyy in SO,
(3.28) FmY =0 on {0} x SQ,
™Y = 0 on _SOr.
It is clear that q%m_l)(l‘,v)(F(l))m_l = qém_l)(z:,v)(F(l))m_l and Ry—11 = Ry—12 by applying
qyc) = qék) for kK =2,...,m — 1 and the definition of R,,_1 j, which only contains Fj(l), . ,Fj(m_Q)
and qj(?) yenn 7qj(.m_Q). Therefore, Fj(m_l) satisfies the same initial boundary value problem with the
same source, which then leads to Fl(m_l) = FQ(m_l) due to the well-posedness theorem again. This
completes the proof. O
With Lemma 3.6 and Lemma 3.7, we can now stably and uniquely recover all the terms q](k) for

all k > 2.
)

(m

Lemma 3.8. Suppose all conditions in Lemma 3.6 and Lemma 3.7 hold. Let qlm and gy ) satisfy

(3.12) for m > 2. If Ay, (f0,0) = Ay N, (fo,0) for all (fo,0) € XS, then

qgm) = qém) for all m > 2.
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Proof. For any fixed positive integer m > 2, we will show that qgm) = qém) by applying the induction

(2) (2)

argument. Recall that we have shown the case m = 2, that is, ¢;”" = ¢,”’. By the induction
argument, we suppose that q%k) = qék) for all 2 < k < m — 1. The objective is to prove qgm) = qgm).

From Lemma 3.7, we can derive that Fl(k) = FQ(k) in SQp for k =1,...,m — 1. This implies that
R,,1 = Ry 2 by the definition of R,, ;. Hence, we derive that

T(Fl(m) . F2m)) _ ( gm) . qém)) (a;,v)(F(l))m in SQ7,
(3.29) Fl(m) — FQ(m) =0 on {0} x SQ,
Fl(m) — FQ(m) =0 on I_SQr.

Note that as discussed above, for sufficiently small and well-chosen data h > 0, there exist positive
constants cq, ca, c3 so that

0<ea <FY0,2,0) <einQxV, and [(FU)™|| 500, [0(FMD)™ | Lo(sar) < 3

for any integer m > 2. With these estimates, we can apply the Carleman estimate again in Theo-
rem 3.3 to the problem (3.29) to recover the m-th order term, namely,

(3:30) lr™ = a5 liz(se) < ClOF™ = 0F5™ 20, s0r)
for some constant C' > 0. Thus q%m) = qgm) follows by the fact that 8tF1(m) = 8,5F2(m) on 0;50r. O

Finally, we prove Theorem 1.1

Proof of Theorem 1.1. Since Ay, N, = Agy,pu,N, implies 8,5F1(m) = 8,;F2(m) on 9. S5Q7 for m > 2,
with (1.8), Proposition 3.4 and Lemma 3.8 immediately yield the result. O

4. INVERSE PROBLEMS ON RIEMANNIAN MANIFOLDS

Let M be the interior of a compact Riemannian manifold M with strictly convex boundary OM,
of dimension > 2. Let f be the solution to the problem

Otf—l—Xf+af+N(a:,v,f) = 0 in SMT,
(4.1) f = fo on{0}xSM,
f = f- ond_SMryp.

The objective of the section is to recover ¢ and N(x,v, f). For this purpose, we will deduce
the Carleman estimate and energy estimate on the Riemannian manifolds. Since we could not find
the relative results for the transport equation on manifolds in the literature, we prove them in the
upcoming subsection. Once these are established, we will then turn to the determination of ¢ and
N.

4.1. Carleman estimate on Riemannian Manifolds. Let o € L°°(SM), we denote the opera-
tors

Pu:=0wu+ Xu-+ou, Py:=0+X,
where X is the geodesic vector field on SM. Recall that 74 (z,v) is the forward exit time of the
geodesic starting at (z,v) € SM. Since the manifold is non-trapping, there exists D > 0, such that
0 < 74(x,v) < D for all (z,v) € SM. In particular, we let D be the least upper bound for 7} on
SM.
Since

d
X1y(z,v) =

T+ (@, 0)) o,



RECOVERY OF COEFFICIENTS IN SEMILINEAR TRANSPORT EQUATIONS 25
and 74 (¢¢(z,v)) = 74 (x,v) — t, we have

XT+($ U) — lg% (qbt(xﬂv)i B T+(SC,’U) t-_)o ;t

In particular, 74 is a smooth function on SM.
We define the phase function ¢ by

o(t, z,v) = =Bt — 74 (z,0),
for some positive constant (3, so that
Pyp=—-8+1=B>0 ifg<1.
We first deduce the Carleman estimate for the transport equation on a Riemannian manifold.

Theorem 4.1 (Carleman estimate). Let 0 € L*(SM). There exists so and C > 0, such that for
all s > sy >0

T
C/ / 5% | Pu|?® dX.dt
0 SM

T
>Cs? / / eZPu? dXdt + s/ 252 02)2(0, 2, v) dS — s/ 22T 2(T 2 v) dS
SM SM

SM
T
—s/ / e?5Pu? de¢ (z, v)dt
0 OSM

for w € HY0,T; L2(SM)) and Xu € L?*(SMr). Here d¥ = dX(z,v) the volume form of SM,
d&(z,v) = (v,n(x)) () d€(@,v) with n(z) the unit outer normal vector at x € OM and d§ the volume
form of OSM.

Proof. Now let w(t,z,v) = e??t2Vy(t, z,v), we define
Lw := e** Py(e” *“w) = Pyw — sBuw.

We integrate Lw over [0,7] x SM to get

T T
/ / | Lw|* dSdt :/ / | Pyw — s Bwl|? ddt
0 SM 0 SM
T T T
:/ / \PowIQdZdt+szBQ/ / wadzdt—QsB/ / w(Pyw) ddt
0 SM 0 SM 0 SM
T T
23232/ / yw|2d2dt—2sB/ / w(Pyw) dXdt
0 SM 0 SM
T T T
25232/ / |w|2d2dt—sB/ Bt(w2)d2dt—sB/ X (w?) d¥dt
SM SM 0 SM

—5232/ / |w|2d2dt+sB/ 2(0,z,v dE—sB/ w?(T, z,v) dS
SM SM

—SB/O /&W w? dé(z, v)dt
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Notice that Lw = e3? Pyu and w = e*¥(:%%) g, the above calculation gives

T
/ / e25%| Pyul|? ddt
0 SM

T
> s?B? / / e*u% dXdt + sB 252 02)2(0, 2, v) d¥ — sB 2522 0)2(T 2 v) dX
0o Jsm SM

SM
T
- sB/ / e2$Pu? dé(x, v)dt.
0 oOSM

To incorporate the absorbing coefficient o, observe the following
|Pyu|? = |Pu — oul* < 2|Pul? + 2|oul?,

which yields that

T T
2/ / erw\Puszdtw/ / e |ou|? dLdt
0 SM 0 SM

T
> 8232/ / 5Py dydt + SB/ e259020),2(0, 2, v) dS — SB/ 2T 0) (T, 2, v) dX
0 SM SM

SM
T
- SB/ / e25Pu? de(x, v)dt.
0 oOSM

Since o € L*°(SM), by choosing sufficiently large s, the second term on the left-hand side of the
above inequality can be absorbed by the first term on the right-hand side, it follows that there exist
so and C' > 0 (independent of s), for all s > s,

T
C// 2% | Pul? dXdt
0 SM

T
> (C's? / / eXPu? dydt + s/ 52 020)2(0, 2, v) dS — s/ 2P0 2(T 2 0) dS
0o Jsm SM

SM
T
- 5/ / e25Py% dg (x,v)dt.
0 JOSM

g

Remark 4.1. It is worth mentioning that different from Proposition 3.1 for the Euclidean case, the
Carleman estimate on Riemannian manifolds does not contain the scattering term. This is due to
the fact that our weight function ¢ = —ft—714 depends on the direction v. In the proof of Proposition
3.1, see also [38], it is essential that the weight function ¢ is independent of v, so that the integral
fOT Jons €51 K (u)|? ddt can be absorbed by the term s> fOT Jons €35 ddt for s > 0 sufficiently
large.

On the other hand, if we replace —74 by some globally defined function (x) independent of v,
then Xvp(x,v) = (v, Vi(2)) 4,y can not always be positive. In this case, (0 + X)p = —f+ Xt could
be negative on SMr, consequently the Carleman estimate can mot hold for such weight function.

Therefore, one can not expect to find a globally defined Carleman weight independent of v to prove
similar Carleman estimates.

Next, we derive an energy estimate, which will be used to establish uniqueness and stability results
for an inverse source problem of linear transport equations on manifolds later.
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Lemma 4.2. Suppose o € L>°(SM) satisfies (1.3). Let fo € L>°(SM) satisfy X fo € L>°(SM), and
fo € L®(0_-SMry) satisfy Oy f— € L>°(0_-SMr). Suppose that the source term has the form

S(t,x,v) = S(x,v)S(t,z,v)

with S € L®(SM),
150(0, 5 )l oo (sary, — 106Soll Loe(snap) < €
for some fized constant ¢ > 0. Let f be the solution to the problem

{&f—i—Xf—i—Uf = S in SMry,

(4.2) f = fo on{0}xSM,

f = f- ono_SMr.
Then there exists a positive constant C, depending on ¢, T, and ||o| pe(snr), s0 that
(4.3) 10cfl2(sary < C (HSHLQ(SM) + I follz¢sar) + 1 X foll L2 (sary + ”8tf—||L2(8_SMT)>
for any 0 <t <T and
(4.4) 10cf 20, 507y < C (HSHLQ(SM) + I foll2¢sar) + 1 X foll L2 (sar) + Hatf—HLZ(a,SMT)>
for f € H*(0,T; L*>(SM)) and X f € H'(0,T; L>(SM)).

Proof. Taking derivative of the transport equation with respect to the time ¢ gives

(4.5) Oc(Ocf) + X(Ocf) + (0 f) = S(w,v)0:So(t, z,v).
Then we multiply 20;f to (4.5) and integrate over SM to get

o / 072 ds = — / X (19 f) dS 2 / ol0fI2 dE + 2 / §(0,50)0uf d
SM SM SM SM
(4.6) <- [ sfda@n+C [ jasfisec [ |5Ra
OSM SM SM

< / 0,12 dé (. 0) + C / B f2ds + C / 12 dx,
o0_SM SM SM

where the constant C' > 0 depends on ¢ and c¢. Here we are using the fact that |, By SM O f|? dé (x,v) >
0. We denote E(t) = [q,,10:f|*(t, z,v) d¥, integrate (4.6) over the time interval (0,t), then

t ~
E(t) - B(0) < C /0 E(s)ds + 0~ 225_sargy + CTIS 220500,

for 0 <t < T. In the meantime, let ¢ = 0 in the transport equation, we obtain 9, f(0,z,v) + X fo +
ofo=5(0,x,v), which gives

E(0) = /S =Xy = ofot SO,z 8 < (1 oIz sy + 1ol 22gsary + 151325 ) -
Therefore
t
E(t) < C/o E(s)ds+C (HXfOH%Q(SM) + 1 follZ2(sar) + 10e - 11720 sasp) + HSH%%SM)) ;
where C' depends on o, ¢ and T. We apply the Gronwall’s inequality to get

E(t) < Ce” <||Xf0||%2(5M) + 1 follZ2sar) + 19e = 1725_snrp) + HSH%?(SM)) ,

which proves the estimate (4.3).
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To prove (4.4), we return to (4.6) and integrate it over (0,7"), by (4.3), we obtain
T T
/O /a . |0, f1? dé(z,v)dt < E(0) — E(T) + C’/O E(s)ds + CT|1S| 25y + 10: - 720 5017
+

T
< E(0)+ C/o E(s) ds + CT|1S||72(snry + 10e/~ 720 satr)

<c (HXfOH%Q(SM) + HfOH%%SM) + ”SH%%SM) + Hatf—H%%a,SMT)) ,
where C depends on o, ¢ and 7. O

Finally, we will apply the Carleman estimate in Theorem 4.1 and Lemma 4.2 to control the source
term in the transport equation.

Theorem 4.3. Suppose o € L>®°(SM) satisfies (1.3). Let fo € L>®°(SM) satisfy XP fo € L>®(SM)
with B =1, 2, and f_ satisfy Oy f— € L>°(0_SMr). Suppose that the source term has the form of

S(tvmvv) = §(x,v)50(t,x,v)
with S € L>(SM),
0< c1 < So(O,x,v) < e m SM and HSO”LOO(SMT)7 HatSoHLoo(SMT) < c3,

for some fized constants cy,co,c3 > 0. Let f be the solution to the problem

f+Xf+of = S inSMr,
(4.7) f = fo on{0}xSM,
f = f- ono_-SMr.

Then there exists a positive constant C, depending on c1, c2, c3 and |0 (srr), so that
(4.8) 181l z2csary < C (10ef 1220 saary + I foll 2(sary + 11X foll z2esary + 106 f= Nl 2o satp))
for f € H?(0,T; L*(SM)) and X f € H*(0,T; L*(SM)).
Proof. We choose T' > D/, where D is the least upper bounded for 74, then for any (x,v) € SM
o(T,z,v) < =BT < —D < ¢(0,z,v).
Since ¢ is continuous, there exist § > 0 and —f7T < a1 < as < —D such that
o(t,z,v) > ag, for0<t<4, (x,v)€ SM;

o(t,z,v) <ay, forT—-20<t<T, (x,v)eSM.
Let x € C§°(R) be a cut-off function, such that 0 < xy <1 and

h_ 1L 0<t<T-2
XO=9¢ 7 s<t<T
Let u(t,z,v) = x(¢)0:f(t,z,v), then

Pu= XgatS() + 8tx8tf.

Moreover, u(T,z,v) = 0 and, from the transport equation,

w(0,z,v) = 9, £(0,2,v) = =X fo — o fo + S(x,0)S0(0, z,v).



RECOVERY OF COEFFICIENTS IN SEMILINEAR TRANSPORT EQUATIONS 29

We apply Theorem 4.1 to u and use ¢(t,x,v) < ¢(0,x,v) for t > 0 in SM,

s / A5 — X fo — o fo + 550(0, 2, 0)[* A
SM

T » T T
<C / / 5|\ S0, S |* dxdt + C / / 5|0y 0 f|* dXdt + s / / 5P|\ 0, f | dedt
0 Jsm 0 JsSMm 0 Jo,sMm

T—6

T _ T
<C / / e?5#020) 1512 dxdt 4 C / %210, x 0, f|? d¥dt 4+ CeC? / / |0 f|? dedt
0 Jsm SM 0 JoSm

T—20
_ T—6 T
<CT / 259020 G2 4% + Ce5 / / |0, f|? dXdt 4+ Ce®* / / |0, f|? dédt.
SM T-26 JSM 0 JorSM

By Lemma 4.2 and 0 < ¢; < Sy(0,z,v), it follows that

(s —CT) / e?59(02)| G2 g3
SM

T—6 T
<Cs / 29020 X fo + o fo|? AT + Ce? / / 10 f)? ddt + Ce®* / / |0, f|* dédt
SM T—26 JSM o Jo,sMm

< Ce“(IX follF2sary + 1follZ2isary + 10~ 1720 saar)) + Ce* M IS N2 (500 + Ce“ 1011720, a7)-

Since (0, x,v) > g, for s large enough so that § > CT, we can derive that

1 - _
55 Sz < (5= C) [ o052y
2 SM

<Ce(IX follasary + 1 follZ2gsan) + 10F-WZ2g0_sarg)) + CeH 1SIT2sar) + CelNOF T2, 5211

Since ag > a1, we choose s large enough such that %seQSa? — Ce** > 0 we have

S 2sa s Q
<§e2s 2 _ Ce? "‘1) 151172500y < Ce“(I1X follZ2snny Hl follzzsanyH10 1720 saamy T10:F 12200, sa10):

This completes the proof. O

4.2. Reconstruction of the nonlinear term on a Riemannian Manifold. Let f = f(t,z,v;¢)
be the solution to the problem

hf+Xf4+of+N(z,v,f) = 0 in SMp,
(4.9) f = eh on{0} x SM,
f =0 on 8,SMT.

With the help of the Carleman estimate and linearization techinique, we are ready to show the
following two cases of N.

4.2.1. The case N = q(k)%c. We show the first main result in the Riemannian case.

Proof of Theorem 1.3. Consider N(z,v, f) => 7, ") (x, U)fk—lf, we can follow similar arguments as
in Section 3.1 and Section 3.2 in the absence of the scattering term for the problem (4.9) to recover

the unknown terms. In particular, we can deduce that o1 = o9 and also qik) = qék) in SM so that
Ni(z,v, f) = Na(x,v, f) by utilizing Theorem 4.3. O
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4.2.2. The case N = qNy(f). Suppose that the nonlinear term has the form
N(lB,’U, f) = q(l‘,’l))N()(f),

where Ny satisfies

(4.10) INo(F)llzoe(snery < Crllf | Loo (sap):
and
(4.11) 10:No(f)ll oo (saar)y < Coll £l sarry

for a positive integer ¢ > 2 and constants C1,Cy > 0, independent of f. We can show as in the proof
of Theorem 2.6 that the well-posedness of (4.9) holds under the assumptions (4.10)-(4.11).
We will apply Theorem 4.3 to recover o and ¢. The strategy is to recover o by applying the first
linearization and Theorem 4.3. After that, we will employ the second linearization to recover q.
The first linearization of the problem (4.9) with respect to € at e =0 is

OHFD + XFO 4 oM = 0 in SMyp,
(4.12) FO = h on {0} x SM,
FO = 0 ond_SMy.
where recall that £ (t,x,v) := Oc|e=of(t,x,v;e). The problem now is reduced to studying the
inverse coefficient problem for linear transport equations.
Proposition 4.4. Suppose that o; € L>(SM) satisfies (1.3) and q; € L>(SM) for j =1, 2. Let

h € L>®(SM) satisfy 0 < ¢1 < h < ¢y for some positive constants ci, co and XPh € L>(SQ),
B =1,2. Let f; be the solution to the problem (4.9) with o replaced by o; and q replaced by q;, and
F{Y = 8.|.—ofj, j =1, 2. Then

1 1
(4.13) o = oallpzsany < CHOES = OF 2o, snar)
for some constant C > 0.

Proof. To obtain (4.13), let w(!) := Fl(l) - F2(1) and then w is the solution to

aw W + Xw® + oyw® = (o1 — ox) Y in SMy,
w® = 0 on {0} x SM,
w® = 0 on 9_SMy.

Note that Fg(l) lt=0 = his strictly positive in SM and also satisfies HF2<1) | oo (s012)5 ||8tF2(1) | oo (sni7) <

C for some constant C' > 0. By Theorem 4.3, it immediately implies (4.13). The proof is com-

plete. O
With the establishment of Proposition 4.4, if As, n, = Ag, Ny, then 01 = o2 Hence we let
0 = 01 = 02. Now we will recover ¢ in the nonlinear term. To do so, we apply the linearization
again at € = 0 to obtain
OF” + XF® 1+ oF? = —gi(2,0)9%|-—oNo(f;) in SMr,
(4.14) FY =0 on {0} x SM,
F® = o on 0_SMr.

J
Since fjlc—o = 0, by assumption (4.11), we get 9,Ny(0) = 0 and
O2)=oNo(f;) = 92 No(0) (F} )2,



RECOVERY OF COEFFICIENTS IN SEMILINEAR TRANSPORT EQUATIONS 31
Notice that since Fj(l)7 Jj = 1, 2 satisfy the same transport equation with the same initial data and
boundary data on 0_SMy. The well-posedness theorem yields that
FO .= M = gV,

Therefore we denote Mo(FM) := 82|c—oNo(f;) = 02Np(0) (FM)? for j = 1, 2. The function w® :=
F® — F? satisfies
1 2

Orw® + Xw® +ow® = —(q1 —g2)(z,0)Mo(FV) in SMr,
(4.15) w? = 0 on {0} x SM,
w® = 0 on d_SMry.

According to Theorem 4.3, we then have the second main result in the Riemannian case.

Proposition 4.5. Suppose that o € L*(SM) satisfies (1.3) and q; € L*(SM) for j =1, 2. Let
h € L*®(SM) satisfy 0 < ¢1 < h < ¢y for some positive constants ci, ca and XPh e L>®(SM),
B = 1,2. Suppose that the nonlinear term satisfies 9>No(0) > 0. Let fj be the solution to the

problem (4.9) with g replaced by g;, and Fj(Q) = 0?|.—0fj, 7=1,2. Then

(4.16) lar — gallL2(sar) < Cl|oFy? — 8tF2(2)”L2(8+SMT)

for some constant C' > 0 depending on o, h and Ny.
Moreover, if Ay, Ny (f0,0) = Agy N, (f0,0) for any (fo,0) € XM, then

a1 =q in SM.

Proof. Since 0 < ¢; < FD(0,2,v) = h < ¢g and 92Ny(0) > 0, we have that 0 < & < My(F) <
¢o for some positive constants ¢1,¢2. One the other hand, by applying Proposition 2.4 to the
problem (4.12), we obtain that HF(I)HLOO(SMT) < C||h|| poo(sar), and HatF(l)HLoo(SMT) < C||Xh +
oh|lpeo(sary < C(I1X Pl Loo(sary + 1Bl Loe(sar))- Now we can directly apply Theorem 4.3 to finish the
proof. O

Proof of Theorem 1.4. Combining Proposition 4.4 and Proposition 4.5, we have the unique determi-
nation of ¢ and N from the boundary data. O

Finally we end this section by proving Theorem 1.2, where the transport equation 0;f +v -V, f+
of + N(z,v, f) = K(f) in Q with N defined as N(z,v, f) = q(z,v)No(f), which is different from
the setting in Section 3.

Proof of Theorem 1.2. By utilizing the techniques here and also in Section 3 (in particular, Theo-
rem 3.3), we can conclude the following two results: (1) If y is given, then ¢ and N are uniquely
determined by the boundary data Ag , n.

(2) On the other hand, if o is given, then u and N are uniquely determined by the boundary data
AN O
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