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Researchers across various fields have investigated how users experience moderation through different 
perspectives and methodologies. At present, there is a pressing need of synthesizing and extracting key 
insights from prior literature to formulate a systematic understanding of what constitutes a moderation 
experience and to explore how such understanding could further inform moderation-related research and 
practices. To answer this question, we conducted a systematic literature review (SLR) by analyzing 42 
empirical studies related to moderation experiences and published between January 2016 and March 2022. We 
describe these studies’ characteristics and how they characterize users’ moderation experiences. We further 
identify five primary perspectives that prior researchers use to conceptualize moderation experiences. These 
findings suggest an expansive scope of research interests in understanding moderation experiences and 
considering moderated users as an important stakeholder group to reflect on current moderation design but 
also pertain to the dominance of the punitive, solutionist logic in moderation and ample implications for 
future moderation research, design, and practice. 
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1 INTRODUCTION 

Moderation has often been framed as a solution to problematic user behaviors online, in which 
scale, accuracy, effectiveness, and efficiency are at the heart of latest moderation techniques 
[13,38,118]. However, such framing can be limited in taking into consideration the perspectives 
and experiences of various stakeholders, such as human moderators, harassers, victims, 
advertisers, and users impacted by moderation decisions. Human-right activities and international 
organizations are afraid that content moderation might suppress freedom of expression [94]. 
Critics from justice perspectives condemn that moderation algorithms mistakenly flag innocuous 
content and users as spamming while leaving conspiracy theories on Facebook [76]. Media outlets 
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stress that moderation mechanisms might not enforce content rules with perfect accuracy given 
people’s different linguistic characteristics and cultural backgrounds [93]. Even social media 
platforms recognize that their moderation algorithms frequently punish users wrongly [6].  

In light of these public concerns, there is a growing body of research exploring how users 
experience moderation, particularly when they receive a moderation penalty such as content 
removal [44], account suspension [108], or demonetization [66]. However, there is still a lack of 
systematic understanding of what constitutes a moderation experience, how previous research has 
framed and investigated it, and what further work needs to be done. Thus, it is an opportune time 
to conduct a systematic literature review (SLR) to review and synthesize existing moderation 
literature that focuses on users’ moderation experiences. Leveraging the typical strategies that 
prior exemplary SLRs (e.g., [5,26]) used to gain the initial understanding (e.g., metadata) of prior 
literature, we put forward our first research question: 

RQ1: What are the characteristics of prior work that investigates moderation experiences? 
Systematically understanding how prior work reports and shares empirical findings of 

moderation experiences is important to moderation research. It can shed light on the trajectory of 
moderation research conceptually and offer design implications for existing moderation practices 
of online platforms. For example, an early-on research effort in HCI focused on users’ rule-
breaking behaviors [97] and how community management design, which is oftentimes manually 
operated by humans, regulates these behaviors for better online communities [63,64]. Then, an 
SLR on more contemporary moderation literature can supplement a systematic understanding of 
how users’ perceptions and behaviors are shaped by advanced human-algorithms collaborated 
moderation [45]. Also, users who experience moderation are often found in underprivileged, 
powerless positions [24,30], so synthesizing empirical findings of moderation experiences can help 
articulate more transparent, fair, and contestable moderation designs (e.g., [29,109]). Thus, we ask: 

RQ2: How does prior work report findings of users’ moderation experiences?  
Given that researchers from various disciplines ranging from communication to political 

science have investigated users’ moderation experiences, the perspectives they draw from and the 
aspects of moderation experiences they focus on can be vastly different. Communication and 
media researchers have largely uncovered users’ struggles and lack of user agency under 
moderation, such as “shadowban,” where the visibility of a user is disproportionately decreased 
[21,85,117]. Legal scholars have tended to measure content policies’ unfairness on social media 
platforms because the platforms scarcely consider the context of user content (e.g., online 
community culture and norms) [110]. In more recent HCI research, given the sheered volume of 
user content and that platforms increasingly rely on algorithms (e.g., machine learning) in 
moderation [38,45], CSCW researchers have found that various groups of end-users, such as 
gender and sexual minority people [41,109], content creators [66], or players in competitive games 
[60] experience opaque algorithmic moderation decisions and more users perceive such decisions 
hard to be re-examined through appeal procedures [67,108,109]. To gain a comprehensive 
understanding of how researchers across various disciplines conceptualize moderation 
experiences and to facilitate the cross-pollination of ideas, we proposed a third research question: 

RQ3: How does prior work conceptualize users’ moderation experiences? 
To answer the three primary research questions, we identified and analyzed 42 empirical 

studies published between February 2016 (i.e., the earliest time of the literature centering 
moderated users after January 2016, and we detailed this time criterion in Section 3.1) and March 
2022 (i.e., the time we started the search), from ten academic databases through Preferred 
Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [71]. We found a 
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positive research trend that focused on users’ moderation experiences in the past few years. These 
42 studies have focused on different types of users who experienced a variety of moderation 
decisions and designs. We further identified a three-stage reaction model that users went through 
after they experienced moderation decisions, including instant emotions as well as post-
moderation perspectives and behaviors. Lastly, we found five primary perspectives that prior 
researchers used to conceptualize moderation experiences, including perspectives of moderation 
effect, user agency, ethical values, marginalization, and creative labor. 

Based on the findings, we reflect on current moderation technologies and designs through 
empirical studies that focus on users’ moderation experiences and discuss why and how more 
alternative moderation modes or designs could be implemented besides the typical punitive logic. 
Before outlining future moderation research agendas, we discuss the need and ways of 
considering moderated users as stakeholders to inform moderation design, instruct users’ 
behaviors, and build up mutual trust between moderated users and platform. 

Our SLR makes the following contributions to the HCI and CSCW communities: 
• We present an in-depth review of prior work on users’ moderation experiences, which offers 

a reflective discussion of what existing research has achieved.  
• We offer multi-faceted considerations on how moderated users are stakeholders in 

moderation designs. 
• We highlight a variety of future work agendas for moderation research and practices. 

2 RELATED WORK 

This section foregrounds users’ moderation experiences from prior moderation literature, and 
then points to the necessity of conducting a systematic literature review on moderation literature 
for the HCI and CSCW communities. 

2.1 Understanding Users’ Experiences with Moderation 

Moderation helps online platforms to be safe places for end-users. Online moderation means 
governance mechanisms that construct “participation in a community to facilitate cooperation and 
prevent abuse” [39]. Moderation oftentimes is implemented by the combination of manual and 
automated procedures. Human workers, e.g., moderators, as hired and oftentimes “invisible” labor 
[83], practice online moderation for platforms. They flag/label, collect evidence of, or adjudicate 
users’ deviant behaviors, such as hate speech [27,28], adult content, and terrorism speech [72,90]. 
Given implementing human moderation is costly [39], platforms have also used algorithms to 
automate certain steps of moderation, such as flagging and adjudications [2,23,45]. 

Underneath such human-machine coordination in moderation design, multiple stakeholders, 
such as researchers, designers, and more, play certain roles in making it work but also face 
challenges. For instance, claiming to be an independent entity of Facebook, the Oversight Board 
reviews appeals of content moderation cases [119]. However, it neither discloses much rationale 
for how it adjudicates moderation cases nor is open to all users to discuss its decisions on 
Facebook [8]. Besides, given that platform rule-makers, as an non-representative part of the end-
user population, articulate content rules on platforms [31,110], researchers have criticized that 
these rules do not sufficiently consider the context of content (e.g., the localized meaning of user 
content, identities of speakers and audiences) [105,110]. As a result, designers or engineers might 
face challenges in constructing moderation mechanisms to both equally moderate content and 
execute the same extent of tolerance or sanction on content based on same levels of harmfulness 
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[50,86]. Taken together, the challenges faced by these stakeholders of moderation designs are 
eventually imposed on end-users and reflected by their experiences because they are the ones 
directly interacting with moderation mechanisms. 

Thus, researchers have lately expressed the importance of understanding users’ moderation 
experiences. End-users experience moderation ranging from content removal [44] to deletion of 
hashtags [14,33] to account suspension [73] to community-wide moderation [15,19]. However, 
these moderation decisions are often without detailed rationale or explanations attached. Users 
need to laboriously make sense of or interpret why they experienced moderation [36,84]. Suzor et 
al. [99] and West [73] shared users’ complaints that platforms did not inform what content policies 
were used for moderation decisions they issued. Sometimes such opaque moderation would bring 
harm to already marginalized groups. Sybert discovered that gender or sexual minority users 
condemned the new content policies on Tumblr after they experienced opaque content removal 
[100]. Besides, pro-eating order (Pro-ED) users felt they lost opportunities for self-recovery and 
obtaining community support due to content removal [30].  

Along with the potential imperfection of moderation design indicated by its opaque decisions, 
users’ moderation experiences show concerns about moderation justice or fairness. Researchers 
have largely shared a similar argument: improving moderation transparency allows more users to 
perceive moderation as fairer. Jhaver et al. [44] found Reddit users receiving moderation 
explanations tended to perceive moderation as fair. Vaccaro et al. [108] also discovered in their 
experiment that after Facebook users received explanations either generated by humans or 
algorithms, their perceived unfairness would be relieved. These findings resonated well with the 
endeavors of designing fairer moderation designs. Both Fan et al. and Vaccaro et al. have tried to 
involve the ethical value, fairness, in moderation decision-making processes [29] and in contesting 
moderation decisions [109]. This line of work shows the emerging interests in shaping moderation 
designs to more consider users’ voice and interests. 

However, we have not yet fully understood how such emerging interests share findings or 
visions of moderation research. For example, we observed that communication researchers pay 
more attention to stressing users’ agency given their moderation experiences (e.g., [21,85]), while 
some HCI researchers focus more on designing just, transparent, and contestable moderation 
mechanisms (e.g., [29,48,109,112]). And other HCI and computational researchers have aimed to 
understand whether moderation is effective in suppressing harmful user behaviors (e.g., 
[16,43,46]). So, it still remains unclear whether and how prior researchers share findings or 
academic perspectives of moderation experiences. We aim to address these research gaps in this 
SLR. 

2.2 A Systematic Literature Review (SLR) of Moderation Experiences 

Conducting a systematic literature review (SLR) is an important approach to systematically 
understand a research area and identify its gaps and trend, as many previous HCI and CSCW 
researchers did (e.g., [5,26,98]). Systematically understanding how prior work shares conversations 
about users’ moderation experiences is important. That is because discovering similarities and 
differences in existing moderation literature could inform a future research agenda for HCI and 
CSCW as multi-disciplinary fields. Researchers measured how moderation is conducted [45,92], 
uncovered how content policies were articulated [17,31], designed theoretical models of effective 
moderation or governance structures [29,88], and developed more transparent moderation tools 
[48,112]. To enrich this trajectory of moderation research in HCI and CSCW, we see the potential 
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of conducting an SLR of prior work from HCI, communication, data science, and suchlike through 
human-centered perspectives.  

However, there is nearly no SLR that does so by touching or focusing on moderated users, with 
one recent exception. In early 2023, Jiang et al. published an SLR focusing on moderation literature 
published before October 2020 and how these articles depicted the tensions and trade-offs of how 
moderation is conducted. These tensions include transparency of moderation versing opacity and 
human moderation versing automated one, etc. [52]. Besides focusing on moderation at 
operational levels, we still lack and need more knowledge of how prior work depicts users’ 
moderation experiences which are shaped and impacted by these moderation operations. That is 
because we cannot understand the full picture of moderation design unless we study how users 
experience it. In other words, we recognize the need to further center moderated users to reflect 
on moderation design based on moderation experiences. Thus, in this paper, we seek to conduct 
an SLR to benefit HCI and CSCW communities by suggesting future research agendas for 
moderation research. 

3 METHODS 

We followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 
guidelines [71] to analyze prior moderation literature to answer our research questions. PRISMA, 
first published in 2009 by Moher et al. [71], is a standardized guideline including four stages, 
including identification, screening, and eligibility and inclusion, for conducting and reporting 
systematic reviews and meta-analyses. It is a widely adopted SLR method that has been conducted 
in much work of CSCW and HCI (e.g., [5,42,78]) and can also ensure the quality and transparency 
of systematic reviews, over other scoping methods such as Cochrane Database of Systematic 
Reviews (SR) [32,70]. We first defined the inclusion criteria of this SLR and then conducted it by 
following PRISMA in four stages, including (1) identification, which helped us search moderation 
literature in academic databases by relevant keywords, (2) screening to screen studies’ titles, 
keywords, and abstracts of identified studies and thus informed our forward and backward 
snowball sampling, (3) eligibility – full-text review on screened results to exclude studies that are 
not matched with our inclusion criteria, and (4) inclusion, which was data extraction and analysis 
on studies that meet our criteria.  

Before investigating all three research questions through PRISMA guidelines, we broke down 
the second RQ, “How prior work report findings of users’ moderation experiences,” into a few 
operational parts. Inspired by the PICOC criteria2 from existing methodological guidelines of 
conducting a systematic literature review (e.g., [56]), we distill five WH-questions from the second 
RQ to cover five empirical aspects of users’ moderation experiences, including “who,” “what,” 
“where,” “how,” and “what’s next”: 

RQ2.1: Who are the moderated users described in prior work? 
RQ2.2: What moderation decisions do moderated users receive? 
RQ2.3: Where do moderated users experience moderation? 
RQ2.4: What moderation mechanisms do prior work uncover? 
RQ2.5: How do moderated users react to the moderation they experience? 

 
2 PICOC stands for Population (i.e., a certain population group relevant to technology such as engineer, tester, or users), 
Intervention (i.e., a technology that tackles a certain issue), Comparison (i.e., the comparison between technologies), 
Outcomes (i.e., relevant results from technologies), and Contexts (i.e., where the technologies are implemented and 
compared with each other) 
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3.1 Inclusion Criteria 

The criteria for including studies for this SLR are full empirical studies that investigate how users 
experience online moderation. We detailed the inclusion criteria in below five points: 
• An article must be a full empirical article that is based on observed and measured phenomena 

to generate insights from actual experiences. The criteria for identifying whether any work is 
empirical research include (1) answerable research questions, (2) definitive population or 
phenomena for research, and (3) descriptive processes (e.g., qualitative or quantitative 
methods) to investigate research questions. Meanwhile, we chose a full paper instead of an 
extended abstract, poster, work in progress, etc., for our SLR as a quality assessment and 
control, as much SLR did (e.g., [52,98]).  

• An article must be written in English due to the research team’s language capacity and as this 
choice has been performed in the CSCW community (e.g., [5,26]). 

• An article must concern online moderation. Online moderation means platform governance 
mechanisms that regulate the abuses and facilitate community cooperation. We drew from 
Grimmelmann’s definition of moderation because it has been widely adopted by many HCI 
and CSCW studies (e.g., [44,51,66]). In this definition, the abuses include four general 
categories, including (1) congestion of infrastructures due to information overuse, (2) 
cacophony where people can hardly find what content they want, (3) abuse which refers to 
“bad” rather than information goods, and (4) manipulation, meaning information is skewed. 

• An article must be published between January 01, 2016, and March 31, 2022, the date we 
started the literature search. We set this around a six-year time frame because (1) we aimed to 
focus more on contemporary work that concerns moderated users and their experiences, (2) a 
recent SLR concerning moderation [52] found there was a significant increase in the number 
of papers published in and after 2016, compared to the previous years, and (3) more 
researchers have started to connect the metaphor, “platform” with content moderation since 
the year around 2015 or 2016 (e.g., commercial content moderation [83]). 

• An article must describe moderated users’ experiences. Moderated users’ moderation 
experience refers to users’ lived experiences, such as attitudes, behaviors, thoughts, and 
suchlike through first-person accounts [69,82] after users, either individually or collectively 
(e.g., user group or online community as a whole), experience moderation. 

3.2 PRISMA Stages 

Based on the inclusion criteria, we conducted our SLR by following PRISMA [71] in four stages, 
Section 3.2.1 to 3.2.4, to search, screen, and analyze relevant prior studies.  

3.2.1 Identification: Keyword Searching 

We identified a search keyword list related to moderation from relevant prior literature with three 
steps. First, since moderation research has emerged in various fields, including communication 
[73,99], law [39,59,65], and computational or interdisciplinary areas [17,47,108], the first author of 
this study who had done empirical studies about moderation extracted terms or phrases from 
known moderation literature across the fields by reading articles’ Introduction and Methods 
sections. 
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Table 1. The Boolean search in ACM Digital Library. Please note that two researchers searched both keyword 
lists in the ten literature databases. 

Title, abstract, or keyword contains: Filters 

(1) general moderation terms: (2) specific moderation terms: “filter”: {Article 
Type: Research 
Article, 
Publication Date: 
(TO 03/31/2022)} 

(“online moderation” OR “online governance” 
OR “content moderation” OR “community 
moderation” OR “platform governance” OR 
“content regulation” OR “online regulation” OR 
“platform regulation” OR “community 
management” OR “moderation strategy” OR 
“automated moderation” OR “algorithmic 
moderation” OR “social media moderation” OR 
“social media content moderation” 

OR “moderation decisions” OR “account suspension” 
OR “screen content” OR “screen user-generated 
content” OR “comment removal” OR “post deletion” 
OR “suspended users” OR “comment deletion” OR 
“content restriction” OR “post removal” OR “content 
removal” OR “content flagged” OR “account 
determination” OR “restrict content” OR “prohibit 
content” OR “reinstate content” OR “reinstate account” 
OR “account reinstatement”) 

 
For example, recent CSCW moderation literature mentioned “account suspension” and “content 
removal” in their study context or methodological design (e.g., [41,44,108]), and we identified and 
named these as specific moderation terms because prior researchers used them to describe certain 
moderation decisions instead of general descriptions of moderation such as “automated 
moderation.” Second, online materials such as news reports [1,115] or community guidelines of 
social media platforms [37,120,121] further supplemented the search keyword list.  
 

 

Fig. 1. PRISMA Diagram. Please note that, as we mentioned in Section 3.2.2, we conducted two separate 
searches to fetch as much literature as possible and then removed the duplicates. 
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For example, we identified “reinstate account” from YouTube’s appeal community guidelines 
and categorized it into specific terms as it concerns the action that users restore their account after 
it is suspended. Third, we grouped these two groups of keywords together, general and specific 
moderation terms. The former refers to terms or phrases that describe moderation in a general 
way, such as its synonyms, i.e., content regulation or community moderation, and how 
moderation is conducted (e.g., algorithmic moderation). The latter refers to specific moderation 
decisions or punishments that end-users experience, such as account ban, content removal, and 
more (see Table 1). 

Ten literature databases were selected to search for relevant moderation literature to ensure 
our search could cover enough disciplines. The database list included top academic databases that 
have been widely recognized, such as Scopus, Web of Science, Springer-link, ScienceDirect [122], 
and computational ones, such as IEEE Xplore Digital Library and ACM Digital Library. As 
disciplines such as communication and law have actively investigated online moderation, we also 
included Sagepub, JSTOR, and Taylor & Francis Online for the communication field and 
heinonline.org for legal scholarship. 

Because of such a comprehensive academic database list, we strategically grouped all searching 
keywords with a Boolean operator, OR, to allow our search to be operatable and search results to 
be as complete as possible. We detail our search query structure with an example of how we 
conducted a literature search in ACM Digital Library, as shown in Table 1.  

3.2.2 Screening 

Given that there might be some function differences in each literature database (e.g., inability to 
identify quotation marks or Boolean marks) or human errors (e.g., Boolean mark typo), two 
researchers conducted literature search separately, as Figure 1 showed two searches to ensure that 
we could gather possibly related literature as comprehensive as possible. 

Two researchers then separately examined titles, keywords, and abstracts of in total of 7,924 
papers, which included duplicates due to two times of searches, to measure whether they meet 
this SLR’s inclusion criteria. In this process, they settled disagreements between each other by 
flagging papers that were potentially not relevant to the criteria and discussing them through 
regular group meetings. Based on this review process, 3,384 and 4,302 papers were filtered out 
separately, and in total, 238 papers were left. Then two researchers resolved disagreement (N=47) 
on the initially screened results and removed the duplicates in them (N=139). This step ended 
PRISMA’s screening stage by eventually identifying 52 papers. 

Forward and backward snowball sampling. Before entering the eligibility stage, i.e., full-
text review, we conducted both forward and backward snowball sampling to examine how the 52 
papers we initially identified were either generated from previous relevant literature or already 
contributed to further studies. Following the guidelines of iterative citation search articulated by 
Wohlin [111], we detailed the backward and forward citation search: 
• We conducted a backward citation search to identify whether a relevant study was cited by 

any of these 52 papers. We examined these papers’ citation/reference sections to see if any 
titles, publication venues, or authors could be related to our inclusion criteria. We found one 
potentially relevant paper. 

• For backward citation search, we utilized the ‘cited by XXX’ in Google Scholar. We identified 
six papers that potentially fit our selection criteria. Thus, in total, 59 papers entered the 
PRISMA stage eligibility. 
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3.2.3 Eligibility: Exclusion 

The first author screened the full text of each study (N=59) to identify whether they matched the 
inclusion criteria of this SLR. Seventeen studies were relevant and important to inform future 
moderation research endeavors, but they did not match our inclusion criteria. We excluded those 
studies for reasons including (1) studies that have not focused on moderated users’ experiences, 
meaning that some were either not focused on moderation experiences (e.g., behaviors, feelings) 
(N=7) or not on moderated users (e.g., general social media users, moderators) (N=4); (2) other 
excluded studies were about how moderation is conducted by algorithms or moderators (N=3) or 
(3) not empirical ones (N=2) or, (4) not about online moderation at all (N=1). Thus, 42 studies that 
fit our inclusion criteria were left to enter the last stage of PRISMA, as shown in Figure 1. 

3.2.4 Inclusion: Data Extraction and Analysis 

Before conducting data analysis, the research team first extracted essential excerpts from each 
study. These excerpts included author names, publication venues, article titles, and publishment 
year. Then, they extracted the information regarding (1) moderated users’ identities or 
characteristics that prior studies focused on, (2) what online platforms and the platform affordance 
described by researchers (i.e., text, video, audio, or image), (3) moderation techniques or modes 
that platforms used, and (4) the studies’ research method uses. This process generated a 
spreadsheet of extracted data for descriptive analysis to answer RQ1 and partial RQ2. 

Two researchers then conducted an inductive thematic analysis [9] on the full text of the 42 
studies to answer RQ2 and 3. The researchers read through and familiarized themselves with all 
literature. Then, they assigned initial codes to literature in terms of how each initial code could 
represent the portion of literature (e.g., sections, paragraphs, sentences) and potentially can 
answer research questions in this SLR. Then, they grouped similar initial codes together to form a 
theme with its definition to answer RQ2 and RQ3. 

4 FINDINGS 

This section presents how prior literature has investigated users’ moderation experiences. It will 
describe prior work’s characteristics (Section 4.1), how users experience moderation and 
moderated users’ reaction stages in the post-moderation phase (Section 4.3), and lastly, how prior 
studies conceptualize users’ moderation experiences (Section 4.3).  

4.1 RQ1: Study Characteristics 

Prior research (N=42) investigating moderation experiences has grown in a positive trend in the 
past few years (see Figure 2). Of these 42 studies, exactly half (N=21) were published after the year 
2021. Between January 2016 and March 2022, most of the studies were published in the year 2021 
(N=18), while only one study was published in February 2016 (N=1), which was the earliest time 
when we found that contemporary researchers focused on moderated users. 

Methodology-wise, slightly over half of the studies (N=23) used qualitative methods such as 
thematic analysis, content analysis, or digital ethnography on data like interviews (e.g., 
[12,21,117]), qualitative surveys (e.g.,[73,99]), or online discussions (e.g., [60,66]). The second 
largest part of prior studies (N=16) used quantitative methods such as interrupted time series 
regression, clustering algorithms, or running Perspective API to analyze the toxicity of user 
speech. The last part was mixed-method studies (N=3). These studies all started with user surveys 
involving quantitative analysis such as binomial logistic regression [41], parametric tests like one-
way ANOVA [108], or multiple linear regression [44] to investigate moderated users’ behaviors or 
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perceptions. These three studies all ran qualitative analyses on surveys’ open-end questions to 
uncover users’ reasoning or sense-making around moderation decisions. 

These studies come from a wide range of disciplines, such as communication, HCI, data science, 
law, and sociology. HCI and communication have been the two most active fields on this topic, as 
shown in Figure 3. We identified the field of a study by conditions, including (1) the venue in 
which it was published and then (2) the academic background of leading authors if we cannot 
decide by the first condition. Specifically, in the HCI field (N=20), 16 studies were published at the 
CSCW conference ranging from the year 2016 to 2021, three other studies have been from TOCHI, 
and one has been made open access on arXiv (at the time when we searched). Among these 20 
studies, more than half (N=16) were published after the year 2019, again showing a growing 
interest in understanding moderated users. 

 

Fig. 2. The growing trend of moderation research (between January 2016 and March 2022) with methods. 

 

Fig. 3. The distribution of moderation research by research field and year. 

4.2 RQ2: Experiencing Moderation 

In this section, we discuss in prior moderation literature, (1) who the moderated users were (Who), 
(2) what types of moderation decisions they experienced (What), (3) on which platforms users 
experienced moderation (Where), (4) what types of moderation implementation led to users’ 
moderation experiences (How), and ultimately (5) how users reacted to the moderation they 
experienced (What’s next). 

4.2.1 Moderated Users 

Among the 42 studies we reviewed, one-third (N=14) studied general users, where researchers did 
not specify user identities but sought to derive general insights into user-moderation interaction. 
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The rest paid attention to how unique user identities or groups might intersect with moderation 
actions and yield distinct moderation experiences. These included minority groups (N=11), content 
creators (N=7), and users whose communities experienced moderation (N=10). 

First, minority groups refer to users whose practices, race, or religions are fewer in numbers or 
more historically underrepresented than other users. Researchers investigated moderation 
experiences of pro-eating disorder (Pro-ED) users [14,30,33], global south people [24], human-right 
activists [4], women [74,75] (if we consider that they have less power than men [40]), early 
adolescents (i.e., ages 10 to 13) [101], and sexual or racial minority groups [34,41,109]. These 
researchers have been concerned with pro-ed users’ struggles in self-recovery due to moderation 
and their lack of social support [30], disproportionate account suspension and content removal 
that happen to sexual or racial minority people [41,109], and the prioritized appeals initiated by 
some users than others [4].  

Second, researchers focused on creative labor like content creators (N=7). They are typically 
influencers on Instagram [21], YouTubers [10,12,55,66], and creators on TikTok [85,117], 
contributing to the platform economy.  

Lastly, a relatively special group of moderated users is those affected by moderation decisions 
taking place on their online community as a whole (N=10). Prior work investigated how they 
experience community-level (N=9), such as subreddit restriction or ban, as well as platform-level 
moderation (N=1). Community-level moderation means that platforms moderate specific online 
communities. Nine work uncovered how users might behaviorally respond to such moderation. 
Platform-level moderation refers to platforms’ content policy changes or moderation practices that 
apply to users, including all user communities, universally. One work focused on how users 
experience and push against platform-level moderation globally [100]. 

4.2.2 Moderation Decisions that Users Experience 

Most studies investigated moderation experiences with speech or text-level moderation (N=19), 
meaning that user’s content (e.g., a post created on Facebook) is directly removed (N=15) 
[4,14,18,24,30,33,34,41,44,47,61,73–75,91,95,99,106,109] or prevented to be published (N=4), e.g., 
hashtag ban [14,33], in-streaming or in-game chat restriction [61,91]. Of the 15 studies that 
investigated experiences with content removal, six [4,41,61,73,99,109] included discussions of how 
users experience account suspension. Thus, Figure 4 shows the number of total literature greater 
than 42. Besides, two studies focused exclusively on account suspension [60,108]. 

Besides fifteen studies focusing on text or speech moderation, growing research (N=7) has 
investigated experiences with the restrictions on the status of user accounts while the content 
remains. Such moderation includes algorithmic restriction (e.g., content/account visibility 
decrease), economic restriction (e.g., monetization capability deduction), community engagement 
restriction (e.g., liking/commenting decrease), and more. For example, researchers (N=3) 
[21,85,117] explored how platforms algorithmically restricted the visibility of content and 
prevented audiences from finding creators’ content, the moderation some researchers framed as 
“shadowban.” Others (N=4) [10,12,55,66] investigated “demonetization,” where content creators 
encountered a decrease of the future income generated by content.  

Furthermore, a few studies (N=4) focused on platform-specific moderation decisions, which we 
called “other moderation” in Figure 4. Specifically, the moderation decisions such as block-listing 
users on Twitter [49], removing users from online communities on Minecraft [101], issuing 
warnings to users on Twitter [114], and removing users’ moderator positions in online 
communities [113] shaped various users’ perceptions or behaviors.  
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Fig. 4. Moderated users and the moderation decisions they experienced. 

As explained in section 4.2.1, ten studies [15,16,19,43,46,81,100,102–104] focused on users’ 
experiences with the moderation that took place on their communities. Nine studies investigated 
experiences with subreddit ban or quarantine [15,16,19,43,102–104], Facebook page removal [81], 
influencers’ permanent account suspension [46], and moderation practices change on Tumblr 
universally [100]. 

4.2.3 Platforms that Moderate Users 

An important research question of this SLR is where users experience moderation. As shown in 
Table 2, we found most researchers investigated moderated users on platforms primarily affording 
(1) textual or speech content (N=25), (2) both texts and images (N=6), or (3) texts, images, and 
videos (N=2). Among these three focuses of platform in prior work, most focused on specific 
platforms such as Reddit (N=12), Facebook (N=5), Twitter (N=3), YouTube (N=3), and Instagram 
(N=3). 

4.2.4 Moderation Implementation Matters to Moderation Experiences 

Platforms today rely more on either centralized, commercial, or community-based, voluntary 
initiatives to moderate users. Platforms such as Facebook, Twitter, Instagram, YouTube, or TikTok, 
enforce centralized and platform-wide rules to “guard against digital damage to their brand” from 
problematic content through commercial services of human workers [83] or algorithms [38]. 
Platforms value moderation as business decision-making for brand images or clients’ stake. For 
example, YouTube removes and demonetizes (i.e., deducting future advertising income) hundreds 
of YouTubers because inappropriate viewers’ comments under those YouTube channels harm the 
brand images of both advertisers and platforms [12,96].  

While many platforms conduct such commercial moderation, some platforms comprised of 
various communities (e.g., subreddits) implement community-based, voluntary moderation 
through community members. Each community might have contextualized moderation designs 
such as community rules [17,31], moderator structures (e.g., [45]), and thus different definitions of 
how acceptable a user behavior is. This means community-based moderation is not always 
consistent across platforms. For example, the same users might experience less force of 
moderation and thus receive more freedom of speech in one subreddit than the other subreddit, 
which has stricter content rules [34]. 

These distinctions between commercial and community-based moderation imply the need to 
understand users’ moderation experiences under different moderation initiatives. For instance, in 
community-based moderation, human moderators in communities such as subreddits or Twitch 
channels can remove users’ content or accounts, as explained in Section 4.2.1. In commercial 
moderation that is applied to platform-wide users universally, TikTok can deduct creators’ 
visibility across countries such as the United States, Canada, and Australia [117]; Tumblr changed 
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platform-wide content policies to every online community (e.g., discussions around hashtags) on it 
[100], and YouTube can remove YouTubers’ videos and also decrease or remove their 
monetization capabilities globally [12,55,66]. Based on the differences between these two types of 
moderation initiatives, we identified that more studies focused on how users experience 
commercial moderation (N=33) than community-based one (N=9), as shown in Table 2. 

Furthermore, in prior work, users primarily experienced an ex-post reactive mode of 
moderation (N=39). Ex-post reactive moderation [39] means that user behavior or content is 
reviewed after it is flagged by either algorithms or human workers [57]. And platforms nowadays 
adopt such mode widely [93]. Less frequently, some platforms (e.g., Twitch) could alternatively set 
keyword detection to alert or prevent users from posting something violating community rules 
[91]. This type of moderation, i.e., moderating content before it is posted, is recognized as ex-ante 
moderation [57] and appeared in three prior studies. 

Given this research background, we recognized the need to understand how users’ moderation 
experiences reflect what techniques the platforms operate in moderation designs, as we 
summarized in the column “technique” of Table 2. Most prior studies (N=18) explicitly indicated 
the combination of human and automated tools (e.g., algorithms). Human moderation, either 
voluntary community members or commercial moderators, takes a role in flagging, reviewing, and 
moderating a user who is deemed to violate platform rules [23,36,39]. Also, platforms usually 
implement algorithms in moderation [2,23,45] along with human moderators’ support. Based on 
this background of humans working with automated moderation, we found (1) seven studies 
explicitly focused on automated moderation, (2) seven studies uncovered users’ experiences with 
human moderators, and (3) ten studies did not explicitly describe whether users experience 
automated or human moderation. 

4.2.5 Reaction Stages after Encountering a Moderation Decision 

By analyzing 42 studies, we found that prior work commonly presented how users react to 
moderation decisions in three primary stages, including users’ emotional responses, cognitive 
processes where users generate perspectives or opinions about moderation and behaviors 
informed by perceptions or emotions, the prior two stages, as shown in Figure 5.  

Emotions. Prior work described users’ different emotions regarding moderation decisions. 
While human emotion is a subjective, internal experience, we leveraged Plutchik’s categorization 
of eight basic emotions (i.e., joy, trust, fear, surprise, sadness, anticipation, anger, and disgust) as 
keywords to effectively identify and analyze how prior work describes moderated users’ emotions, 
especially those negative ones [79,80], to moderation decisions. 

We found five major emotions that prior studies commonly reported. The most salient emotion, 
frustration or confusion, appeared in eight studies [4,10,30,44,66,73,85,117]. Frustration refers to 
the feeling of upset because users felt unable to change the fact that they experienced moderation. 
Prior work described that this emotion frequently appeared with users’ confusion to further depict 
how users felt it hard to make sense of such fact happened to them. For example, users on Reddit 
felt more frustrated at the lack of notification of content removal than the removal itself [44].  
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Table 2. Prior studies describe what platforms and how they implement moderation. 

Moderation experience Platform Moderation 

Studies Platform Focus Moderation Focus Technique Mode Initiative 

Banchik [4] Multiple platforms Text & Image & videos Human and automated Ex-post Commercial 

Brøvig-Hanssen & Jones [10] YouTube Video Automated moderation Ex-post Commercial 

Caplan & Gillespie [12] YouTube Video Automated moderation Ex-post Commercial 

Chancellor et al. [14] Instagram Text N/A Ex-post Commercial 

Chandrasekharan et al. [15] Reddit Text Quant Ex-post Commercial 

Chandrasekharan et al. [16] Reddit Text N/A Ex-post Commercial 

Christodoulides et al. [18] N/A Text Human Ex-ante Commercial 

Copland [19] Reddit Text N/A Ex-post Commercial 

Cotter [21] Instagram Text & Image Automated moderation Ex-post Commercial 

Das et al. [24] Quora Text Human Ex-post Community 

Feuston et al. [30] Multiple platforms Text Human and automated Ex-post Commercial 

Gerrard [33] Instagram Text & Image & videos Human and automated Ex-post Commercial 

Gibson [34] Reddit Text Human Ex-post Community 

Haimson et al. [41] Multiple platforms Text & Image Human and automated Ex-post Commercial 

Jhaver et al. [44] Reddit Text Human and automated Ex-post Community 

Jhaver et al. [46] Twitter Text N/A Ex-ante Commercial 

Jhaver et al. [47] Reddit Text Human and automated Ex-post Community 

Jhaver et al. [49] Twitter Text Human and automated Ex-post Community 

Kaye & Gray [55] YouTube Video Human and automated Ex-post Commercial 

Kou [60] League of Legends Online game Human and automated Ex-post Commercial 

Kou & Gui [61] League of Legends Online game Human and automated Ex-post Commercial 

Ma & Kou [66] YouTube Video Automated moderation Ex-post Commercial 

Nurik [75] Facebook Text Human Ex-post Commercial 

Procházka [81] Facebook Text Human and automated Ex-post Commercial 

Ribeiro et al. [43] Reddit Text N/A Ex-post Commercial 

Savolainen [85] TikTok Video Human and automated Ex-post Commercial 

Seering et al. [91] Twitch Text Automated moderation 
Ex-post & 
Ex-ante 

Community 

Srinivasan et al. [95] Reddit Text Human Ex-post Community 

Suzor et al. [99] Multiple platforms Text & Image Human and automated Ex-post Commercial 

Sybert [100] Tumblr Text & Image Automated moderation Ex-post Commercial 

Tekinbaş et al. [101] Minecraft Online game Human Ex-post Community 

Thomas et al. [102] Reddit Text N/A Ex-post Commercial 

Trujillo & Cresci [103] Reddit Text N/A Ex-post Commercial 

Trujillo et al. [104] Reddit Text N/A Ex-post Commercial 

Tyler et al. [106] Facebook Text & Image Human and automated Ex-post Commercial 

Vaccaro et al. [108] Facebook Text Human and automated Ex-post Commercial 

Vaccaro et al. [109] Participatory design Text & Image Human and automated Ex-post Commercial 

West [73] Multiple platforms Text  Human and automated Ex-post Commercial 

West et al. [74] Facebook Text Human and automated Ex-post Commercial 

Yang [113] Reddit Text Human Ex-post Community 

Yildirim et al. [114] Twitter Text N/A Ex-post Commercial 

Zeng & Kaye [117] TikTok Video Automated moderation Ex-post Commercial 

 
Moderation researchers uncovered users’ sadness (N=5) [10,24,30,44,49] and even a feeling of 

“unworthy to be seen,” as described by Feuston et al.’ study focusing on Pro-ED users [30]. The 
sadness also appeared after Bangladesh users interacted with moderation teams of Quora, where 
moderation practices tended to privilege the dominant national and religious identities [24].  

Besides the users’ sadness, four prior studies [4,30,44,108] presented users’ anger. Anger refers 
to a strong feeling of annoyance due to perceived unfair moderation. For instance, users became 
angry when they tried to initiate their appeals for account suspension decisions that they 
perceived as unfair [108].  
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Fig. 5. Users’ three-stage reactions model after they experience moderation. 

Moreover, surprise (N=2) refers to a mismatch between users’ understanding of moderation 
and how they actually experience moderation. For example, users felt it surprising that their posts 
were removed due to a clause of content rules that violated their common sense [44].  

Lastly, fear (N=2) means the emotion of being afraid to experience pain or a threat. For instance, 
YouTubers feared that appealing a video takedown would expose them to greater risk than simply 
accepting it [10]. 

Post-moderation Perspectives. If negative emotions are users’ immediate, instinctive 
responses to a moderation decision, then some users also move beyond this emotional reaction 
stage, conduct informational work around the moderation decision and the moderation design, 
and formulate informed understandings and perspectives. For example, YouTubers initially felt 
frustrated about moderation and its impacts on decreasing their ad income [66] and viewer 
engagement [10]. And then, they understood moderation algorithms were opaque due to their lack 
of knowledge of how moderation is enforced. Such processes that emotions develop to users’ 
perspectives appeared in a bunch of work, and we identified four types of post-moderation 
perspectives. 

Fairness perceptions (N=8) and perceived opacity (N=8) of moderation, separately, were the 
two conspicuous perceptions that prior researchers uncovered. Fairness perception means 
whether and how users feel moderation is fair [12,30,41,44,49,75,109]. For example, users felt it 
was unfair that they had not been active on Twitter for a long time while suddenly finding out 
they were on a blocklist [49]. Also, some women experiencing content removal on Facebook felt it 
unfair that they could not post anything mean about a man, even jokes [75]. 

Besides, eight studies [4,24,30,60,61,66,73,108] uncovered the perceived opacity of moderation, 
especially its decision-making. Users from different online or social identities generate such 
perceptions. For example, players in the game League of Legends requested explanations that 
could help them understand what their past behaviors were identified as offensive [60], and that 
can further help reform their problematic behaviors [61]. Either users who experienced account 
suspension on Facebook [73,108] or content creators who experienced demonetization [66] 
requested detailed reasons, such as the reference to content policies.  

This perceived opacity of moderation could be further connected with users’ distrust of 
platforms (N=4) [44,60,99,108]. For example, Suzor found that moderation happening without 
notifications induced users’ distrust [99]. Kou also uncovered that players held distrust of the 
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game publisher when it issued inconsistent punishments without sufficient explanations [60]. As 
Jhaver et al. stressed, moderation explanations should be a helpful and instructional design for 
platforms to gain moderated users’ trust [44]. 

Lastly, we found that moderated users generated different folk theories about moderation in 
prior work (N=5). They believed that moderation was politically biased against certain people’s 
voice [44,85], understood that specific keywords would trigger moderation algorithms [66], or 
thought platforms selectively recommended or moderated some users’ content [55,117]. 

Post-moderation Behaviors. Prior moderation research largely uncovered users’ behaviors 
after they experience moderation, and we call such behaviors post-moderation behaviors. We 
identified primarily five such behaviors, as shown in Figure 5.  

Unsurprisingly, prior work (N=10) [10,14,30,33,34,55,61,81,101,117] found many users tended to 
avoid or circumvent moderation. Users might alter (1) linguistic characteristics or clips of their 
user content [14,30,33,34,55,81,101], (2) post content that could lower the possibilities of getting 
attention by platform algorithms (e.g., searching) [10], or (3) turn off in-game chat function to 
avoid becoming toxic in online games [61]. Similar to avoidance actions, prior studies (N=6) found 
that users either switched between the original platforms they experienced moderation and 
alternatives [66,113] or left the original ones [16,19,102,108].  

In contrast to migration and avoidance, many studies (N=11) discovered that users resisted or 
pushed back moderation [4,30,106] (e.g., posting complaints about platforms’ content policies 
[100]). Related to resistance, what many moderated users did is to initiate appeals to request 
platforms to re-review moderation decisions (N=10) [4,10,30,49,61,66,73,106,108,117]. However, 
prior studies also found that users perceived appeal processes as opaque [30,66,108,117] or even 
unfair [49]. So, moderated users tended to contact their platform administrators (e.g., human 
moderators) through third-party platforms [66,73] or personal connections [4] to better contest 
moderation decisions. 

Another key theme of post-moderation behaviors in prior work (N=21) is the noticeable 
changes in user activity or engagement level. In detail, users might be active in posting content or 
writing hate speech online before they experience moderation. However, the extent of such 
activities might present in either increasing or decreasing trends after users experience 
moderation. For example, seven studies [14,19,43,47,95,103,117] described how users, after 
moderation, became more active in generating content [47,95] (e.g., pro-ED posts [14]), attached 
content with more hashtags [117], or even became more toxic [103] and hostile [43]. Compared to 
behavioral level increase, 14 studies [15,16,19,43,46,47,61,91,95,103,104,106,113,114] uncovered 
users’ activity level decrease. For instance, after community-wide moderation (e.g., subreddit 
quarantine or shut-down) happened, fewer newcomers joined such communities, and veteran 
users became less active and toxic [15,16,19,43,46,104]. Generally, after experiencing moderation, 
users were found to decrease their actual content-generating frequency or tendency 
[47,95,106,113] and also their toxicity, including spamming [91], hate speech [16,114], and suchlike 
[61]. 

4.3 RQ3: Conceptualizing Users’ Moderation Experiences 

In this section, we will discuss five general perspectives that prior research drew upon to frame or 
conceptualize moderation experiences: 1) The effect perspective that emphasizes measuring the 
effect or effectiveness of moderation decisions; 2) The agency perspective that concerns user 
agency or how users, individually or collectively, exert agency to deal with moderation decisions 
through actions such as appeal, resistance, organizing, and sense-making; 3) The ethical 



How Do Users Experience Moderation?: A Systematic Literature Review   30:17 
 

PACM on Human-Computer Interaction, Vol. 7, No. CSCW2, Article 278, Publication date: October 2023. 

perspective that draws from ethical values such as fairness and transparency to interpret 
moderation experiences; 4) The marginalization perspective that examines how moderation 
techniques systematically marginalize minority groups, and 5) The creative labor perspective that 
primarily focuses on content creators’ moderation experiences.  

4.3.1 The Effect Perspective 

What falls into the effect perspective is a group of studies (e.g., [14,15,19,46,91,95,102,104]) 
dedicated to measuring the effects of moderation decisions. These studies tend to be guided by 
questions that explicitly state researchers’ interests in moderation effect. For example, 
Chandrasekharan et al. asked, “what effect did Reddit’s ban have on the contributors to banned 
subreddits?” in their study of analyzing the effects of subreddit ban on users’ hate speech [16]. For 
another example, Seering et al. tested their hypothesis on whether chat moderation modes on 
Twitch could decrease the frequency of spam and found that fewer spam messages appeared after 
such moderation [91]. This group of studies generally tends to use quantitative metrics to measure 
moderation effects. For instance, Jhaver et al. used causal inference methods to test whether anti-
social ideas and discussions around influencers would decrease after these influencers were 
deplatformed by Twitter [46].  

The effect perspective aligns with the view of moderation as a problem-solving scenario, where 
the effect of the solution naturally occupies the central place in evaluating moderation. Only a few 
of these studies have also paid attention to users’ subjective experiences. Jhaver et al. studied users’ 
perceptions of content removal they experienced on Reddit. The authors found that users felt 
frustrated at their content removal and complained it was unfair to violate their freedom of speech 
[44]. This lack of mixed-method work focusing on moderation effects indicates more need for not 
only quantitatively measuring moderation effects but also triangulating quantitative findings with 
how users perceive or react to moderation.  

4.3.2 The Agency Perspective 

If the effect perspective treats moderated users as a subject acting in accordance with moderation 
decisions, the agency perspective pays attention to users’ capacity to act on their own when 
affected by moderation decisions. For instance, communication and other social science 
researchers (N=12) have stressed how moderated users can act against existing moderation 
practices and content rules. Sybert found that although users are in lack of user agency and free 
expression under the over-policing of their bodies and sexuality, they combated and undermined 
the platform owners’ authority by generating memes to critique, resist, and satirize [100]. Beyond 
individual actions, West et al. found that moderated users successfully leveraged both newcomer 
protesters and celebrities to obtain social media platforms’ attention to refining content rules. And 
the authors have theorized that moderated users can strategically leverage their collective agency 
to combat the platforms’ power [74]. 

4.3.3 The Ethical Perspective 

In line with rising ethical concerns regarding contemporary algorithmic systems, especially those 
enhanced by artificial intelligence techniques, moderation researchers value ethical values in 
moderation systems and use them as an interpretive lens to understand moderation experiences. 
For example, Vaccaro et al. have focused on soliciting different ethical values of moderation 
designs, including transparency, fairness, and accountability, with moderated users [108,109]. 
Jhaver et al. have also distilled the transparency of community-based moderation on Reddit from 
how users encounter moderation explanations [44,47]. Ma and Kou have further stressed the 
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fairness that moderation systems should be manifested in moderating content and deducting 
YouTubers’ advertising income [66]. 

4.3.4 The Marginalization Perspective 

Our findings, as described in Section 4.2.1, suggest that researchers (N=8) have increasingly paid 
attention to marginalized groups in terms of how moderation affects them. These researchers 
tended to unearth how (1) gender or sexual minority groups experienced, perceived, made sense 
of, or handled disproportionate moderation decisions, (2) women’s expressive potentiality was 
suppressed, (3) Pro-ED community members conformed or circumvented moderation, and (4) 
users with minority linguistic identities or practices were pushed to the margins.  

This list of topics indicates the collective argument that online platforms should be equitable 
and inclusive for users. Nurik has argued that social media platforms like Facebook prioritize 
certain user profiles over protecting users’ freedom of expression, and women who have been 
historically marginalized are negatively impacted [75]. In more recent HCI research, Vaccaro et al. 
have supported that racial and sexual monitory groups should co-construct moderation systems 
with platforms to improve these users’ representation and inclusion [109].  

4.3.5 The Creative Labor Perspective 

Increasingly, researchers (N=7) aim to study how creative labor like content creators who create 
content to promote their own media brand [22] experience moderation and how moderation 
affects their work and life (e.g., income, audience community, and livelihoods). Content creators 
such as YouTubers, creators on TikTok, or influencers on Instagram might encounter moderation 
that constrains their visibility [3,7,21], identities [7], or revenue [10,12].  

Given such restrictions, many researchers have seen creators’ moderation experiences as 
negotiations between creators’ self-interests and platforms’ business interests. For example, 
Caplan and Gillespie have theorized that YouTubers signing the YouTube Partner program [116] 
are not a “partner” to the platform but enter a new form of contract that treats YouTubers 
unequally through demonetization (i.e., advertising income deduction) [12] Kaye and Gray have 
iterated that moderation on YouTubers is in a structural bias that favors and grants more power to 
larger media organizations than general YouTubers with small fanbase [55].  

5 DISCUSSION  

Growing work has investigated users’ moderation experiences with an expanding scope of 
interests. From this growing body of work, we identified 1) moderated user types, 2) the 
moderation decisions they encountered, 3) platforms where they experienced moderation, 4) 
moderation implementation that shaped their moderation experiences, and 5) the three-stage 
reaction model after users experience moderation. We further found how researchers from 
different fields, such as communication/media studies and HCI, conceptualized the empirical 
findings of moderation experiences differently.  

Given our findings, this section will discuss how we compare between early-day’s community 
management design and contemporary platform moderation design and further reflect on 
moderation design, especially its negative consequences on users, given the empirical studies in 
this SLR. We further describe how to treat moderated users as a relevant stakeholder group in 
moderation design to inform future research agendas. 
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5.1 Reflecting on Moderation Design through Empirical Account of User Experience 

Moderation has been a topic of interest for many decades. In the 1990s, when Internet users 
started to socialize and find communities online, moderation research primarily concerned 
“regulating deviant behaviors” [11,63] or “community management,” such as adjudicating “cyber 
harassment” cases between harassers and victims within an online community context [97]. How 
to conceptualize the online context to be moderated has gone through changes, as researchers 
gradually picked up the notion of “platform” after the 2000s [35]. The appearance of a metaphor, 
“platform,” implies how fast-growing, technical platforms like Facebook and YouTube as content-
hosting intermediaries extend and advance the meaning and operation of moderation. First, 
besides community management’s primary purpose of maintaining the productiveness and 
commitment of users [63], platform moderation further concerns its promise of political neutrality, 
where platforms grant users with “freedom of speech,” which is also substantially questioned by 
many researchers [35,36,57]. Second, given the sheer increased volume of user-generated content 
after the 2000s, platforms progressively implemented more advanced technologies (e.g., machine 
learning [38]) or human-machine collaboration [45] in content moderation. This indicates that 
compared to general sociotechnical design in community management (e.g., manual moderation 
or content filtering), platform moderation further presents the innovation and scale of 
technologies as its signified image [35]. Third, deviant behavior on platforms is not as simple in its 
taxonomy as what community management targets. Community management primarily tackles 
textual user content [63], while various moderation challenges emerge with video [10,66], images 
[30,33,100], and audio [51] types of content on platforms, as summarized in Section 4.2.3. 
Especially, deviant behaviors are diverse at a conceptual level with the four categories we 
discussed in Section 3.1 and at an operational level with novel types of problematic content such 
as adult materials and terrorist content [72,100,107]. Such plural taxonomy of deviant user 
behaviors further implies the extensiveness of platform policies, which not only take users who 
generate content into account but also other stakeholders such as advertisers [12,58,67] who might 
be impacted by problematic user content. 

However, our SLR shows that such extensiveness and innovation of platform moderation 
design do not always successfully generate effectiveness for maintaining productive communities. 
Rather, prior work concerning moderation experiences uncovered and reflected six negative, 
unintended consequences of moderation on online community members: 

First, moderation tends to assume its authority in decision-making, allowing little to no 
room for negotiation or contestability. For example, Vaccaro et al. found that users contested 
Facebook’s inconsistent and opaque moderation practices because users found moderation 
decisions and explanations difficult to understand and interpret [108]. Such deficiency of 
moderation design echoed well with the design claims that many prior researchers such as Kraut 
& Resnick and other colleagues [63] stressed, including consistent moderation criteria/standards, 
more chances to appeal moderation decisions, and moderation decision-making conducted by 
online communities with rotating power. If online platforms took these prior design claims into 
account in designing moderation algorithms, moderated users would not ever encounter 
algorithmic moderation decisions conflicted with content rules [55,68] or lengthy procedures of 
appealing the decisions [67,73,109], as recent researchers uncovered.  

Second, moderation tends to structure platforms and their users as opposing parties. In 
such logic, platforms typically use ex-post reactive moderation modes to flag and punish identified 
“bad” users while scarcely hearing from users’ voice on what they want to contribute to 
moderation designs and what they wish to receive to become sound community members. To 
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achieve this, there is still room for exploring alternative designs of moderation, given moderation 
experiences. It might be moderated user education instead of punishment each time [73], 
encouraging desirable user behaviors [91], or testing how users react to and perceive different 
moderation designs, as we identified in Section 4.2.4.  

Third, moderated users are left on their own and under-supported. Prior literature clearly 
shows how users develop negative emotions (e.g.,[4,10,30,44,66,117]), have trouble making sense 
of their penalties (e.g., [66,73,108]), and struggle to reform behaviors (e.g., [60,61,66]). These 
ramifications of moderation align well with the different design advocations researchers have 
made consistently. For example, Jhaver et al. have called for moderation explanations to be 
grounded with content rules for better moderation transparency [44]. Vaccaro et al. have further 
solicited different ethical values of moderation systems with historically marginalized users to 
ideate better moderation design [109].  

Fourth, moderation induces some far-reaching effects on users. As shown in Section 4.2.5, 
users who experienced community-level moderation might generate animosity toward other users 
or transfer to less restrictive platforms [19] and become more active (e.g., more posts) [43]. Thus, 
community-level moderation might not always effectively regulate and educate individual users 
on their original platforms. Rather, it shapes some users to become more toxic and post polarized 
content [103].  

Fifth, moderation can perpetuate the existing social inequality. As we identified in Section 
4.3.4, women and racial, gender, and sexual minorities experience disproportionately more 
moderation than others [41], and platforms can privilege people with certain races or clans over 
others [24]. 

Last, moderation might create extra burdens for users beyond disciplining them. For 
example, content creators need to go through to piece together their moderation experiences to 
make sense of why moderation happens, collaborate with other creators to learn to avoid 
moderation, and switch to alternative platforms to gain more stable income [10,66]. Even 
moderation produces tension between users and platforms, and users need to leverage collective 
action efforts to push platforms to refine content rules [74]. 

Taken together, prior work has pointed to the social side of moderation as experienced by 
platform users. Initially implemented as a solution, moderation inevitably has a ripple effect on the 
user community through ramifications that are not yet designed for. Moving beyond this 
solutionist paradigm, HCI and CSCW researchers have attempted or proposed alternative modes 
of moderation from users’ moderation experiences, such as restorative justice approaches or 
representative moderation, which empowers users to influence content rule articulation and 
moderation decision-making [109]. Still, there could be more efforts to understand what other 
moderation designs work better for users. 

5.2 Designing Moderation Experience with Users 

Prior work helps carve out a space for designing moderation experiences. Designing for 
moderated users means moderated users could be one group of users for sustaining and 
supporting platform governance. Although prior work portrayed that “bad” users (e.g., harassers 
on Twitter [49]), growing work has also reflected on the deficiencies of moderation design and 
discussed how users might have not been moderated in the first place [66,73,99,109], as reported in 
Section 4.2.5 and 4.3.2. Thus, it is valuable and necessary to hear moderated users’ voice and see 
how it could help reflect on and refine existing moderation design (e.g., [109]). 
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5.2.1 Connecting Moderation with Users  

As we identified in Section 4.2.4 and 4.3.2, moderation might not always perfectly reach its 
effectiveness in reducing unacceptable behaviors while users might behave unexpectedly. They 
might become less active in generating content and engaging with community members (e.g., 
[47,95,106,113]), indicating that moderation might unexpectedly shape them to be less engaged.  

Platforms, thus, should sufficiently communicate with moderated users. The restorative justice 
approach leveraged by prior moderation research has stressed the necessity of communicating 
with and understanding the needs of users who have been offended or harmed and addressing 
such harm together with offenders [89]. However, as reported in Section 4.2.2, the so-called 
“offenders” who are deemed to violate platform rules are not always the users who create harm on 
platforms. These users experiencing “demonetization” [21,85,117] or “shadowban” [10,12,55,66] 
encounter harm imposed by platforms, oftentimes unexpectedly or false-positively. They need to 
make through such harm impacting their livelihoods [66], engagement with other users, 
motivations for generating new content [55], and suchlike due to moderation decisions.  

Future work could use alternative justice framework such as restorative justice 
approach to understand how moderation influences users. Especially prior work reported that 
users receive moderation due to imperfect moderation mechanisms (e.g., opaque moderation 
algorithms [21,38,84], human moderators’ limited knowledge of cultural contexts of content [99]). 
Such research efforts could directly help platform owners reflect on existing moderation 
mechanisms from moderation experiences to prevent unnecessary harm from happening to users. 

Prior researchers derived design implications from moderation experiences to suggest more 
transparent and fair moderation designs (e.g., [41,61,66,108]). However, relatively little attention 
has been paid to involving moderated users in directly designing effective moderation mechanisms. 
One exception work done by Vaccaro et al. is that the authors have organized participatory 
workshops with moderated users from marginalized groups to brainstorm what ethical values 
moderation systems should contain [109].  

Then new questions surface: Do platforms enable moderated users to communicate with 
moderation designers? Could moderated users collaborate with platform owners/representatives 
to collectively articulate content rules aligning with their localized contexts? The incentives of 
these questions are from what we discussed in Section 4.2.5: Moderated users complained 
moderation decisions failed to be issued with reference to content rules (e.g., [61,73,99]) while 
platforms offered inconsistent definitions of online harm at the same time [77].  

Considering moderated users as relevant stakeholders, future research could explore 
how they could collaborate with policymakers, designers, or platforms. 

5.2.2 Taking into Account Moderation Literacy 

The findings of this SLR that researchers started to investigate how users generate folk theories on 
moderation decisions (e.g., [66]) point to an important research path of understanding users’ 
moderation literacy. We define moderation literacy as users’ capabilities to understand and learn 
about moderation. Users could learn from their own moderation experiences or others to increase 
such capability, as reported in Section 4.2.5. This shows that users still have a certain extent of 
agency under authoritative platform governance [21,117].  

To support users, especially those who believe to be falsely moderated, future research 
could study how users experience the learning aspects of moderation design. That means, 
how users could learn to self-regulate their future behaviors. For example, does user’s moderation 
experience on one platform inform their practices on other platforms?  
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Furthermore, along with calls on improving moderation transparency to educate moderated 
users [44,73], relatively little attention has been paid to how moderated users hope the ways they 
want to be educated. Users could exert their agency to decide whether they want to be productive 
community members. 

5.2.3 Building Mutual Trust between Moderated User and Platform 

However, treating moderated users as stakeholders does not mean it applies to every such user. 
For example, when information about how algorithms work goes public, users might game or 
misuse algorithms [25], similar to how players appropriate flag mechanisms for competition and 
achievement purposes in game [62]. It is thus reasonable for platforms to question moderated 
users’ trustworthiness. Similarly, users might not trust back platforms due to moderation (e.g., 
[60,108]). As such potential mutual distrust grows, we have little knowledge of whether platforms 
and users need to build mutual trust. If so, have platform owners already defined trusted users, 
and how could they increase users’ trust in platforms? These research questions around mutual 
trust, especially on its establishment process from the perspectives of platform (e.g., human 
reviewers or moderators), would be valuable for future moderation research. 

5.3 Implications for Future Moderation Research 

Efforts are needed to test the effectiveness and utilities of alternative moderation designs. 
As we summarized in Section 4.2.4, platforms primarily conduct ex-post reactive moderation. For 
example, much evidence is shown that online communities conducting ex-post reactive 
moderation can successfully restrict problematic users [45,54]. However, prior work has further 
pointed out that flagging mechanisms, as an ex-post reactive moderation, can be opaque and be 
appropriated by problematic users [23] to prioritize self-achievement [62]. Meanwhile, we have 
not yet fully understood whether ex-ante moderation could help repair the drawbacks of ex-post 
reactive moderation. While one study conducted by Seering and colleagues found users’ 
problematic behaviors could be relatively successfully restricted in different moderation modes 
[91], we are not sure how users personally perceive the ex-ante moderation mode compared to the 
ex-post reactive one. Would users perceive ex-ante moderation as fairer and more transparent? If 
so, what factors do users generate such perceptions? Would there be differences in moderation 
experiences by combining ex-ante and ex-post reaction moderation together? The answers to 
these questions could be valuable to assess whether the existing widely adopted moderation mode, 
ex-post reactive moderation, is ideal for constructing a more transparent and fair moderation 
design. 

More needed work is on designing fair and contestable moderation for digital or creative 
labor. For example, content creators, as reported by communication or media study researchers, 
experience shadowban and income deduction, which frequently takes place on platforms that 
afford video, audio, and more (e.g., Instagram, YouTube, TikTok) [20,66,117], beyond how users 
experience content removal within the text contexts. Also, we call for more work on how other 
digital workers, like human moderators, experience moderation. As this group of users helps 
conduct and are knowledgeable about moderation, their identity plurality as both moderated users 
and moderators might help design fairer and more contestable moderation systems, as some 
CSCW researchers have called for (e.g., [29,44,109]). 

More efforts can investigate marginalized people’s moderation experience and design 
inclusive moderation. There are relatively limited deeper insights into how marginalized users 
perceive and interact with moderation systems. For example, we have little understanding of 
whether there is a difference in marginalized people’s moderation experiences between 
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video/audio-focused platforms and text-focused ones. Especially when we consider women as 
culturally less powerful than men [40], HCI researchers have paid relatively little attention to their 
moderation experiences compared to the only one from the communication field [75]. 

6 LIMITATIONS 

Our systematic literature review is not perfect without shortcomings. First, the search engines of 
academic databases might have their own limitations. While we extensively searched in ten 
academic databases, these databases might not always fetch and offer consistent results (e.g., ACM 
Digital Library [87]). Thus, two researchers fetched the literature data separately to ensure our 
data collection was as comprehensive as possible and conducted forward and backward snowball 
sampling to ensure to review moderation research as comprehensively as possible. Second, the 
studies in this review were limited to papers written in English. As moderation or online harm 
could be perceived differently by people from different geographic regions [53], future research 
could seek to review moderation literature written in different languages.  

7 CONCLUSION 

This SLR focuses on prior literature that investigates how users experience online moderation by 
synthesizing 42 empirical studies. This review shows that prior studies have built up expansive 
conversations around moderation experiences, and researchers conceptualize the findings of users’ 
moderation experiences differently. We reflect on platform moderation design, especially its 
deficiencies, given these findings and further stress that beyond a punitive, solutionist logic, where 
platforms flag and punish identified “bad” users while scarcely hearing from users’ voice, we argue 
there is still room for future work to explore how alternative moderation design (e.g., platform 
affordance and moderation implementations) could better shape online communities. We conclude 
with ways of how to treat moderated users as stakeholders in moderation design and implications 
for future moderation research.  
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