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Figure 1: (A) The wizard listens in to the active brainstorming discussion between the dyad. (B) The wizard presents ideators
with a cue. (C) Participants incorporate the cue into their creative discussion. Image Courtesy: ©icons8.com and ©undraw.io

ABSTRACT

What is the potential value and role for Al to facilitate real-time
creative discussions? The paper explores principles for Generative-
Al based conversational support by investigating how humans -
playing the role of an Al agent — generate contextual conversational
cues to guide an ideation session. We studied n=42 people (14 triads)
brainstorming through a remote meeting design probe that allows
a wizard facilitator to oversee the ideation and send text-based cues
that appear real-time in the ideator interface. Thematic analysis of
conversations, cues and post-hoc reflections by facilitators uncov-
ered focal points, strategies and challenges. Notably, 44% of the cues
sent out by the facilitators were either dismissed or ignored because
they did not notice the cue update. When ideators did notice cues,
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certain facilitator strategies impacted the conversation more than
others. Based on our analysis, we present design opportunities to
improve generative Al-based systems to better support real-time
creative collaborations.
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1 INTRODUCTION

Facilitating verbal brainstorming discussions can be a daunting task.
Research on brainstorming shows that ideators often generate the
most obvious ideas first, and later struggle to push for truly novel
concepts [32, 40, 52]. Facilitators must consistently keep track of
the rapidly unfolding conversations and intervene with new angles
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or considerations that could trigger novel ideas [15-17]. Given
the difficulty of facilitating brainstorming, or even finding skilled
facilitators, to what extent could (or should) Gen AI (Generative Al)
play a role in supporting verbal ideation sessions? Large language
models are now capable of quickly comprehending and generating
language on the fly [19, 59, 71], but they typically require significant
attention and iteration to glean valuable outputs [75]. To understand
the potential role and desired interactions with Gen Al our research
explores how ideators react to different conversational cues.
Researchers have long explored how to supplement meetings
with the help of Al such as including conversational analytics
[57], text-based summaries and transcripts [6], relevant visual
references[42] and visualization support [5, 64, 66]. For instance,
Lyon et al. introduced the idea of "dual-purpose speech’ — systems
that listen to verbal conversations and implicitly access related
information such as calendar information and read out contextu-
ally relevant information from a prior conversation recording [44].
Crosstalk is another example of a voice-based meeting support
tool that uses intent recognition to proactively retrieve contextual
information from the internet and local files for uninterrupted com-
munication during collaboration [76]. Likewise, Andolina et al’s
system, ‘InspirationWall’ [4] listened to an ongoing conversation to
extract and display words in a floating manner on a shared display
to catalyze idea generation. Drawing inspiration from prior work
on augmenting live discussions, our research seeks to understand
how and what types of conversational discussion cues might be
generated by a human facilitator during brainstorming and how
this impacts an ongoing conversation. Building on this foundation,
our study explores how human facilitators role play as an intelli-
gent agent to gather empirical data that could inform the design of
real-time Al facilitators for ideation. Our research questions are:

e (RQ1) What kinds of conversational cues are generated by
human facilitators (role-playing as AI) during verbal ideation
sessions?

e (RQ2) How do different conversational cues impact the on-
going creative discussions?

¢ (RQ3) What insights do the human facilitators give for gen-
erating machine-generated cues?

To explore these questions, we hosted a virtual meeting and
created custom interfaces to support interactions between pairs
of ideators (dyads) and hidden facilitators (wizards). The wizard
listened to the ideating conversations, typed, and sent out different
text-based conversational cues. The ideators can instantly view
the cues sent out by the facilitator and use them to guide their
conversations or ignore them. The interface also hosted a real-time
collaborative note-taking space for ideators to jot down ideas, and
thoughts during their discussion. We conducted a between-subjects
study (n=42), where we recruited three participants for each session
(two ideators and one human wizard facilitator). The ideators were
asked to brainstorm potential solutions for the problem of bullying
in schools, while facilitators generated text-based cues throughout
the conversation. We observed a total of eight different strategies
(including combinations) ranging from helping ideators uncover
deeper dimensions to reminding them of the task logistics and ob-
jectives. We compared each strategy in terms of ideators’ perceived
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helpfulness and timeliness and the probability of having conver-
sational impact. We find that each strategy showed differences
in ideators’ perceived helpfulness, timeliness and the probability
of having a conversational impact. The most used strategy was
"Dig Deeper into Existing Dimension’, the most helpful and timely
strategy was ‘Introduce New Dimension’. The strategy with the
highest conversational impact to no impact ratio was also found to
be "Introduce New Dimension’. We also share qualitative insights
on how ideators and facilitators reflect on their experiences during
the course of our study. Ideator insights include preferences for
how and what types of conversational support ensure good collab-
orative ideation experience. Facilitator insights touch upon their
facilitation logic, and challenges encountered during the sessions.
We discuss the potential implications for facilitating collaborative
ideation, both for human and machine-supported contexts. We offer
the following contributions:

o A prototype of a virtual meeting platform that enables brain-
storming and provides real-time conversation cues (via hid-
den Wizard-of-Oz facilitators).

o Empirical insights on the different types of conversational
cues that could be generated and their impact on creative
production and perceived helpfulness and timeliness.

2 RELATED WORK

This paper builds on prior research on group brainstorming with
facilitators, advancements in Generative Al to support creativity,
and developments in meeting support technology to explore the
potential of real-time Al-based collaborative ideation support.

2.1 Group Brainstorming and the Role of
Facilitators

Brainstorming is a form of divergent thinking to generate multiple
creative pathways towards reaching an objective while leaning
on strategies such as approaching a problem space from a new
perspective [39] or coming up with alternative uses [29]. Group
brainstorming seeks to harness the diverse perspectives of multiple
individuals to enhance the overall creativity of the ideas shared [53].
Sanders et al’s model for co-creation postulates group brainstorm-
ing as a process in which participants share, fuse, and rearrange
their idea fragments, thereby giving rise to novel ideas [65]. How-
ever, group brainstorming poses a variety of challenges such as
coordinating diverse knowledge [26], groupthink [34], and man-
aging the potential influence of various social factors [55]. More
nuanced challenges such as evaluation apprehension, production
blocking, and free-loading have been found to lead to drops in
productivity [21].

The role of facilitators is to strategically enhance collaborative
ideation while alleviating the potential social challenges to main-
tain a meaningful discussion. Experienced facilitators employ a
wide variety of strategies to support creativity during collabora-
tive ideation. Encouraging constructive conflict [20] and cognitive
stimulation [49] are two popular approaches, both functioning to
trigger divergent thinking. Researchers have tried to integrate some
of these facilitation strategies in systems to support collaborative
discussions. For example, Momentum provides thinking cues to the
ideators before the meeting, in order to help them stay on topic
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and contribute better during the brainstorming session [7]. An-
other example within the learning context is a virtual robot agent
by Mizrahi that was trained on pre-determined scenarios during
learning modules to facilitate discussions between learners [46].

While pre-determined scenarios can provide high-level perspec-
tives, ideal facilitation support would be responsive to the real-time
rapidly unfolding conversations and tailored to probe ideators to
think about deeper dimensions of their idea. Researchers have com-
pared the utility of different idea generation techniques such as
"Silence, Evolution, Random Connections, and Scamper”, and found
the number of ideas generated to be the same, but observed dif-
ferences in each technique’s flexibility and usefulness [62]. Many
systems demand explicit interaction with virtual agents to catalyze
discussions such as chatting with a bot to motivate student learning
[70] and speaking to agents in pre-planned settings for language
practice [48]. However, as Campos et al. pointed out, explicitly
interacting with virtual agents still poses challenges such as man-
aging the right amount of conversational history to maintain the
flow of conversation [14]. Similarly, a literature review by Zheng
et al. identified similar issues brought up by groups chatting with
virtual agents in various collaborative contexts including not cap-
turing the right context, abandoning users, not being able to gain
control of the facilitation session, and challenges with striking a
balance with the amount of support [78]. These issues can disrupt
the very conversation it is intended to support. Our work posi-
tions the AI facilitator to not strictly rely on explicit interaction,
but rather passively listen and dynamically facilitate discussions
during ideation. As mentioned earlier, categorizing different cue
strategies has been studied before in group ideation facilitation
literature and other contexts such as problem-based learning [31]
from a theoretical sense. We were interested in looking at the same
but from an empirical perspective in an open-ended in-situ setting,
to combine the already existing knowledge from theoretical ap-
proaches to holistically guide how to support technology-driven
group ideation facilitation.

2.2 Generative Al is a Catalyst for Creativity

Generative Al has opened up a plethora of opportunities for seeding
creativity. Its potential to supplement user workflows has been ex-
plored in multiple domains including story writing [71], journalism
[59], video generation [63], music generation [3], and image gen-
eration [60]. AT Chains demonstrated that specialized prompting
setups can dampen undesirable language model behaviors such as
uncontrollability and low quality responses [75]. Other examples of
innovative interaction techniques to control LLM behavior include
Talebrush which uses a novel technique by using line sketching
to dictate the narrative flow to the language model to generate
stories that align with the author’s vision[19]. Similarly, PopBlends
utilizes the concept of conceptual blending to support the sense-
making of blending two cross-domain entities [74]. Graphologue
introduced the idea of diagrammatically interacting with language
models instead of using textual prompts [35]. Removing the need
for interaction, even autonomously operating agents powered by
language models have been able to simulate a set of human ac-
tions for different social contexts [51]. Furthermore, co-creation
[43] and co-design [41] alongside helpful generative Al agents add
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to the evidence of how it can contribute in a helpful manner to
human collaboration settings. When Gen Al is situated amidst a
group discussion, there needs to be a careful balance between when
and what kind of inspiration it generates. Our study reports on
the different strategies that human facilitators would use in such
settings along with qualitative insights on ideator preferences and
challenges when working with Gen Al in brainstorming context.

2.3 Facilitating Collaborative Ideation Meetings
with Technology

Advancements in speech recognition technology have paved the
way for building sophisticated meeting support tools. These support
tools have made it possible to understand linguistic insights during
a brainstorming discussion [33], track meeting attendee participa-
tion [8], provide specialized support for note-taking and capturing
important information in meetings [2, 18, 36], voice-driven retrieval
of contextual information from the web and proactively initiating in-
situ online conferencing actions to support seamless collaboration
[76]. Other research has explored how visualizations can supple-
ment meetings: enabling users to revisit and extend prior moments
in a conversation by showing visual clusters of key points[9], repre-
senting the various points discussed during the meeting to reduce
the burden on memory [67], and displaying relevant visual stim-
uli during conversations [38, 42, 76]. Ideation support in meeting
systems plays a more specific role in meetings by directly helping
users generate high quality and novel ideas during the conversa-
tion. Providing relevant pictorial cues during the conversation also
has been found to increase creativity [73]. Automatic clustering of
similar ideas and suggestions in a map-like structure enables easier
understanding of the design space, inherent relationships between
proposed ideas thereby increasing diversity and quantity of ideas
[68]. Likewise, the Ideation Compass shows topic-based visualiza-
tions to know who contributed to the divergent and convergent
parts of the ideation discussion [72]. In this paper, we explore the
potential for real-time facilitator generated support cues during
ideation with an eye towards realizing the new potentials enabled

by LLMs.

3 DESIGN PROBE

This section covers the findings from early piloting sessions to
observe in-situ brainstorming behavior that users exhibited in tra-
ditional video conferencing applications. These findings were in-
strumental to designing and developing a design probe capable of
displaying contextual support cues.

3.1 Observations from Pilot Studies

Our study focuses on the impact of conversational cues in group
brainstorming. We recruited pairs of individuals (dyads) to partici-
pate in a version of the alternative uses task [28] where they had
to choose one contemporary issue involving college students and
ideate solutions for it using Zoom 1. The goal was to understand
how dyads brainstorm in a video conference setting and what affor-
dances could support a productive session. The participants were
given a brainstorming task and were instructed to select the best

!https://zoom.us/



C&C °24, June 23-26, 2024, Chicago, IL, USA

idea by the end of the session. They were allowed to use a Google
Doc to track notes and unsurprisingly, every dyad opened a Google
document? for note-taking in a shared space so that both members
of the team were aware of the ideas and could edit at the same
time. Secondly, the ideators did not use the chat interface except
for sharing links, signaling a preference for a shared note-taking
space to jot down ideas over the regular chat interface. We tried
using the Alternative Uses task [28] to pilot the study with the
objective of selecting the best idea. However, it often led to the
premature conclusion of the discussion due to the simplicity of
the task. Therefore, we wanted to design a task with a topic that
was serious, required more deliberation, and demanded effort put
towards divergent and convergent thinking.

3.2 Design Recommendations for Wizard
Facilitation

The research team observed multiple facilitated virtual discussions
both small and large groups on the Internet. Then the team con-
vened and shared notes to prioritize different features for a design
probe that would allow us to explore Al facilitation through a wiz-
arding approach.

o Visibility of the Ideating Team: It is important for the
facilitators in virtual discussions to access both audio and
video streams during the meeting. Additionally, the facilita-
tor must be able to use their full human ability to anticipate
the conversation. Therefore, our wizard (human facilitator)
needed to have oversight on the discussion.

o Hidden Facilitation: Since we want to simulate an Al agent,
the facilitator must be hidden from the ideators. Facilitators
need to provide conversational cues to the ideators, but using
the regular chatbox would reveal them.

e Minimal Distraction: The conversational cues must be
easily visible to the participants without distracting the con-
versation between the ideators.

e Tools to Support the Collaborative Process: The ideators
need to be able to work on a shared document that updates in
real-time in order for them to collaboratively take notes and
have awareness of the contents of the document. This shared
document has to be situated in the meeting platform so no
time is wasted with accessing and retrieving the document
from another third party service.

3.3 Probe Interfaces

To achieve an understanding of what kinds of support cues hu-
man facilitators would send during a virtual brainstorming session,
we needed to observe how human facilitators work in a video-
conferencing setting. Inspired by prior work leveraging the Wizard-
of-0z technique to study cooperation or collaboration in GUI design
[47], pedagogical methodology [37], conversational agents [69], live
immersive embodied storytelling environments [24], and iterative
design workflows [23], we adopted a method for studying group
ideation in this setting. We detail the different views of the de-
sign probe, the UI for the post-task, and details about the technical
implementation.

https://www.google.com/docs/about/

120

Jude Rayan, et al.

o Cue Ul

call Window

>— Collaborative Notes

Figure 2: The Ideator’s View provides the call window on the
left allowing ideators to communicate with each other. On
the right, the Cue UI displays the cues sent by the facilitator
and the collaborative note-taking space allows ideators to jot
down ideas. Image Courtesy:©icons8.com

3.3.1 Ideator View: We developed a web browser interface that
integrates a video conferencing tool, a collaborative note-taking
space, and the Cue UI to display the cues generated by the facilita-
tor. The meeting interface displays a call frame on the left side of
the screen (See Figure 2) that provides intractability with common
features such as voice and video control, chatting, and screen shar-
ing. The right side of the interface houses a real-time collaborative
note taking space and the Cue Ul component where the cues are
displayed. The *View Past Cues’ allowed ideators to revisit prior
cues if they had missed any. In order to have a non-intrusive cue
notification mechanism, the Cue Ul automatically updates once a
new cue has been sent. On the bottom right of the screen, there
is a button to enable transcription into the database as individual
messages attached with metadata.

3.3.2 Facilitator View: The facilitator view is designed to allow
the facilitator to send the cues. Similar to the participant view,
the call frame occupies the left half of the interface, allowing the
facilitator to listen to the participants’ conversations. On the right
half of the screen, we provide a text field that allows the facilitator
to type in cues (See Figure 3). To ensure that cues sent earlier from
the facilitator are not editable after they’ve been sent, a grayed out
text box is created with the submitted cue. The facilitator can view
what was sent to the participants by scrolling up within the cue
window UL

3.3.3 Post Study View: The post study view for the ideators in-
cluded a scrollable transcript of the conversation with the delivered
cues embedded chronologically on the left side of the interface
(See Figure 4). On the right side of the screen, the participants can
provide ratings on the helpfulness and timeliness of each cue and
to describe how they integrated the cue into their conversation.
The facilitator used the same setup, but was asked a different set of
questions (i) Why was this specific cue sent to the ideating team
at this time during the conversation? (ii) Once this cue was sent
to the team, did the team use that cue the way you expected they
would? If yes, why? If no, why not? The ideators and the facilitator
were asked to think aloud while answering the questions to gain
deeper insights into their reasoning.
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Call Window

Cue Window

Figure 3: The Facilitator’s View has the call frame on the left
allowing them to listen in to the ideator conversation. On
the right, the Cue Window can be used by the facilitator to
type and send new cues to the ideators which would update
in real-time for the ideators

3.4 Implementation

We developed the meeting interface using the React.js> on the client
side and the mantine component library*. We used the Tip-Tap edi-
tor® in conjunction with y-js® to establish a web socket connection,
allowing for real time collaborative note taking between partici-
pants. To support virtual conferencing, we use the Daily.co APT
to render the pre-built video call frame. We also use the transcrip-
tion service from the Daily.co API in order to save the participant
conversation for the post-study surveys. To save all conversation
transcripts and cues submitted by the facilitator during user stud-
ies, we use the Firebase real-time database service 8. During data
collection, we anonymized all user data by generating random-
ized message and cue IDs. We used Github Copilot ? during the
development process to help with the diagnosis of errors and/or
bugs.

4 MIXED METHODS STUDY

We gathered rich mixed methods data on the strategies facilitators
used during the brainstorming discussion settings as well as their
facilitation logic.

4.1 Participants

We recruited a total of 14 triads (n=42 participants, F=22, M=20)
with an average age of 23 years. We assigned two participants to
be ideators and one to be the facilitator to oversee their respective
dyad groups. The facilitators needed to have at least some prior
experience facilitating group discussions or brainstorming sessions.
If the triad comprises multiple ideators with prior facilitation ex-
perience, then the participant with the most experience will be
assigned as the facilitator. Recruitment of participants took place
through email, Slack channels, and Twitter for wider reach. We

Shttps://react.dev/
“https://mantine.dev/getting-started/
Shttps://tiptap.dev/

Chtps://yjs.dev/
"https://docs.daily.co/
Shttps://firebase.google.com/
“https://github.com/features/copilot
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from a lack of psychological attention to what they're going through.
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Figure 4: Each participant reviewed, rated and commented
on all of the conversational cues provided during the course
of the discussion. The number ‘1/10’ signifies that the current
cue is the first of ten cues sent by the facilitator

excluded one study session from our data due to the facilitator
not fully understanding the task. We also excluded post-reflection
insights from one ideator and one facilitator due to missing record-
ing data from the reflection session. All sessions were conducted
online and took one hour. Participants, regardless of role, received
compensation of 15 USD for their time.

4.2 Data Collection and Analysis

Two coders conducted the thematic analysis for (i) both the Facilita-
tor and Ideator post-reflections (ii) conversational outcomes for the
cues in the study. We did two rounds of open-coding, identified over-
lap, and checked for agreement. All disagreements were discussed
and resolved. A coding schema was then developed to continue
the coding for the post-reflections and conversational outcomes.
An external coder helped with coding a portion of the facilitator
post-sessions following the coding schema that the research team
had created.

4.2.1 Procedure: For each session, the research team initiated a
meeting link and invited the participating triad (two ideators and
one facilitator). The ideators were moved into separate breakout
rooms along with one member of the research team. The respective
team member conducted a one-minute baseline creative fluency
task [28]. In parallel, another research team member onboarded
the facilitator to the call where they described the objective of the
facilitator’s role, task, and responsibilities. The task for the facili-
tator was to type in conversational support cues in the facilitator
window, whenever appropriate to help facilitate the conversation.
Facilitators were informed that they were role-playing as an Al
and that their cues would appear on the ideators’ interface in real
time. The facilitator joined the call under the alias ’Al Facilitator’
and was asked to never unmute or turn on their video during the
call. Once the facilitator onboarding was complete, the ideators
were brought out of the breakout rooms and notified about the
’Al Facilitator’ integration. Then, a research team member went
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Percentage of total cues that exhibit each strategy

S1: Dig deepesinto S2 - Introduce new S3: Ideation strategy  S4: Stay on Task
existing dimension

dimension

Strategies

Figure 5: Distribution (in percentage) of cues exhibiting the
different strategies that facilitators employed, excluding the
combination of strategies. ‘S1 - Dig Deeper into existing Di-
mension’ was the most used strategy and ‘S4 - Stay on Task
and Time’ was the least used.

over the key features of the design probe. Then, the following task
was introduced to the ideators: Task cue: “You have 20 minutes to
work as a team to develop as many strategies as you can to prevent
bullying in schools. Be as detailed as you can with each of your
strategies. After that, you will have 10 minutes to select the best
strategy. You will later be asked to elaborate on the justification of
selecting this as your best strategy". This task was inspired from
[33].

After the meeting, ideators received a link to the Post-Study view
(See Figure 4). This survey included the transcript of the meeting
with the cues that were sent by the facilitator embedded chronologi-
cally with timestamps. Ideators were asked to rate and reflect on the
helpfulness, timeliness, and how they integrated each cue sent by
the facilitator. Then, each ideator completed a think-aloud Qualtrics
survey where they were asked to reflect on the overall brainstorm-
ing experience and the Al suggestions. Facilitators also followed a
similar sequence of steps. The ideators and facilitators were asked
different questions inline with their role in the study. Once the
study concluded, the ideators were notified that the discussion cues
were generated by a human facilitator not by an Al

5 FINDINGS

5.1 RQ1: What kinds of conversational cues are
generated by human facilitators
(role-playing as AI) during a verbal ideation
session?

In order to develop an understanding of the different strategies
that facilitators employed, we did a thematic analysis of the cues
sent during each brainstorming session. A total of 123 cues were
collected and analyzed. An average of 8.9 cues were sent by the
facilitators. As examples of cues sent by facilitators, F1 posed the
question "It’s great that you are thinking about what to want to teach
them! How early do you think should kids learn about what bullying
is?" while F3 asked their ideators "It might help to be specific about
some of the strategies, as much as we can. What training strategies
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exactly can help?". According to our thematic analysis, 36% of the
cues used the ’Dig Deeper into Existing Dimension’ strategy (S1),
30% of the cues used the ‘Introduce New Dimension’ strategy (S2),
12% of the cues used the 'Ideation Strategy’ (S3), 3% of the cues
used the "Stay on Task’ strategy (S4). The remaining 19% employed
multiple of these four main strategies (See Fig. 5). We also coded
"Tactics’ that facilitators used in conjunction with these strategies
and found that (T1) 'Framing the Cue as a Question’ was the most
used with 42.3% of the cues, (T2) 'Referencing Prior Parts of the
Conversation’ was used in 4.1% of the cues, (T3) 'Providing a Phrase
of Encouragement’ was used 7% of the time, (T4) 'Referencing an
ideator’s name’ was never used alone but in conjunction with an-
other tactic(s). The remaining 46.6% were combinations of these
tactics. 29% of the cues did not use any of these tactics.

The sections that follow show definitions and instances of each
cue strategy employed in the study. We situate the examples within
its context of use and conversational outcome, and include reflec-
tions by the facilitator and ideators.

'CONVERSATIONAL CONTEXT

FACILITATORLOGIC
(@) 1kind of stated like bringing some, some
B factors that they can consi
what strategy works best,

Digintoidentified dimension

DEFINITION

ik heoh ocivenes, mplcaton satonmiers @
e, ot

What are stakeholders again?

the Ideators to

tails of

ote
 detals of already

Ace they the pe

I mean, it involves everyone but the parents. So maybe we
gotta think about that.

ind of helped us beca
' thought back to the parents and how to
= involve them..

Yea

539 =39 39 09

o the training. Should
es. 1 think parents should be

they be a p g
a part of the training as well.

Figure 6: An example of Cue Strategy 1 (Dig into identified
dimension). The facilitator used S1 to help ideators increase
the specificity of their idea by nudging them towards think-
ing about evaluation and identifying key participants. Both
ideators found the strategy to be helpful in further refining
their idea(s). Image Courtesy:©icons8.com

5.1.1 S1- Dig deeper into the existing dimension: This strat-
egy aimed to help ideators uncover deeper dimensions of already
identified design space variables. In this paper, design space vari-
ables are all entities that are a part of the design space that is being
considered. For example, in the context of schools, then students,
teachers, buildings, artifacts and even abstract entities such as poli-
cies would fall under the design space. In this specific example,
the context of the conversation includes multiple elements of an
idea that revolves around a training component that can be used
to counter bullying in schools. Facilitator No.2 (F2) observed that
the ideators had discussed how this training component can be
delivered, and so F2 probed the ideators to evaluate the "effective-
ness, implication, and stakeholders involved" of training strategies.
Though the ideators did not use this to guide the evaluation of their
ideas, they quickly realized that they overlooked the importance of
of a key stakeholder: parents. There were several other instances
where facilitators exercised this strategy. For example, F4 sent a
cue "Within the school community, what stakeholders can you
think of?" as they wanted to "get them to focus more on the school
community specifically because [they felt] lawmakers, law and policy
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Figure 7: An example of Cue Strategy 2 (Focus on this new di-
mension). The facilitator used S2 to help the ideators consider
a crucial dimension the ideators overlooked in their ideation
process. The ideators recognized this was an important di-
mension and reported actively working on ideas that were
cognizant of this dimension. Image Courtesy:©icons8.com

[was] a bit too general". Similarly, F2 sent the cue "What factors
contribute to bullying in school? Reflecting on these motivations
might tell us how we can go about preventing bullying?" because
they did not want the ideators to"just jump into the solution [but]
start talking about motivations of what even causes bullying."

5.1.2 82 - Focus on this new dimension/perspective/context:
This strategy was catered towards helping the ideators focus on
new dimensions or perspectives that the ideators can potentially
use to approach their ideation process. In the example for S2, the
ideators were discussing where information could be gathered be-
tween the multiple stakeholders involved in bullying situations. F4
recognized that the trajectory of this conversation was heading
towards building information-sharing opportunities between the
government, school management, and lawmakers which provoked
them to send out the cue "What are other ways that teachers can
track or address bullying in schools? Think about students who
might be reluctant to report an instance of bullying." This brought
awareness to the ideators about potential reporting discomfort mak-
ing them consider "anonymous channels for reporting" Session 4
Ideator B (I4b) and "further [their] discussion about communication"
(I4a).

5.1.3 83 - Use this strategy to generate more ideas: Tech-
niques or frameworks that ideators could use as building blocks
for the ideators were another observed strategy. For this specific
example, F13 felt that they did not "have a lot to add on" and that
the pace of the conversation had started to die down. Therefore,
in order to "input more information to see if [it helps] with their
conversation”, they sent out the cue "Consider the three R’s of bul-
lying: Recognize, Report, and Refuse". An important point to note
is that this cue was sent close to the end of the discussion, leaving
only a few minutes to react to this cue. This resonated in one of
the ideators’ comments that it "offered [them] some new insights,
although it did not lead to any direct results" (I113b). However, the
other ideator acknowledged that the cue helped tie the conversation
as "a good conclusion [which also works] for people without any clues,
[as] this will be a good starting point" (I13a).
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Figure 8: A detailed example where S3 was used. In this ex-
ample, the ideators were trying to find a concrete angle to
ideate towards. The facilitator used S3 to provide the ideators
a framework that they could use as a launchpad for their
ideation. The ideators had mixed responses about this cue,
but also recognized the potential of this cue. Image Cour-
tesy:©icons8.com
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Figure 9: An example where ‘S4’ strategy was used. In this
example, the time to finalize the strategy is about to run
out. The facilitator sends a cue using S4 that reminds the
ideators that time is about to run out and what they can do
in the remaining minutes. The ideators both acknowledge
that the cue was sent at the appropriate time. Image Cour-
tesy:©icons8.com

5.1.4 S4 - Stay on task and time: This strategy is for reminding
the ideators about the logistical objectives of the task. In this ex-
ample, the last few minutes of the conversation revolved around
creating more awareness about mental health and moral develop-
ment for students. But, this had several ideas and not just one. F11
acknowledged that it was near the end of the study and the ideators
could leverage notes which could be of aid during reflection time.
This provoked F11 to send the cue "Feel free to use the last few
minutes to review the strategies, take down any notes, and discuss
to help for the later justification" part. Both the ideators understood
the intent of the cue that it was a "general reminder" (I11a) and was
in-line with them "wrapping up the conversation" (I111b).

5.2 RQ2: How do conversational cues impact
ongoing creative discussions?

This section reports on the different ways in which the different
cue strategies and tactics impacted the course of the creative dis-
cussion. Based on our analysis of the discussion transcripts, we
identified four different conversational outcomes that ensued once
the facilitator sent out a support cue: (i) the conversation proceeded



C&C °24, June 23-26, 2024, Chicago, IL, USA

100%

15"_A

Percentage of cues demonstrating each smategy

$3: Ideation
strategy

51 Dig deepezinto S2 : Introduce new
existing dimension

S4: Stay on Task
dumension

Impact (%)

Figure 10: Strategies and their corresponding conversational
impact to no impact ratio. The highest impact percentage
for individual strategies was observed for S2 (Introduce New
Dimension), followed by S1 (Dig Deeper Into Existing Dimen-
sion), then S3 (Ideation Strategy) and finally $4 (Stay on Task)

at the same angle as the cue (ii) the conversation went into a dif-
ferent angle for ideation, loosely inspired by the cue (iii) ideators
discussed the cue but dismissed it and (iv) ideators did not discuss
the cue. We condensed these 4 different outcome possibilities to a
binary outcome called ‘Impact’. If the ideators discussed the cue and
integrated it into their conversation in the same angle the cue was
defined in, or they focused on select parts of the cue and created
their new angle, these two paths would constitute as ‘Impact’. On
the other hand, if the ideators discussed the cue and chose to dis-
miss it or ignored it altogether, they would fall under the criteria of
"No Impact’. We found 56 % of the cues to have had an 'Impact’ on
the conversation, whereas 44 % of the cues did not have an impact.

5.2.1 The strategy of introducing new dimensions was most
likely to impact conversation: We also computed the conversa-
tional impact to no impact ratio for each facilitator strategy (See
Fig. 10). The highest impact to no impact ratio was for the Strategy
"Introduce New Dimension’ (S2).

In addition to coding the conversational outcomes, we also in-
tended to explore if the strategies embedded in these cues led to
different conversational outcomes. Therefore, we performed a chi-
squared test to check if there is an association between the type
of strategy used by the facilitator and the conversational outcome.
The test revealed a significant relationship between the strategies
and the outcomes [y = 20.76; p < .05]. Similarly, a chi-squared test
was also performed to understand if different tactics play a role
in determining the conversational outcome. The results of the Chi
squared test denoted a non-significant relationship between the
tactics and the conversational outcome [y = 0.655; p > .05].

5.2.2 Ideators rated some strategies as more helpful and
timely than others: At the end of the brainstorming discussion,
each ideator from the dyad rated the helpfulness of each cue sent out
by the wizard facilitator on a scale of 1 to 7 with 1 meaning strongly
disagree and 7 meaning strongly agree. The cues that received a
score of 7 had a variety of reasons as to why it got assigned that
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Figure 11: Observed Facilitation Strategies and their corre-
sponding proportions of ’Helpfulness’ on a scale of 1 to 7.
The most helpful strategies were S1, S2, S3 and S8.
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Figure 12: Observed Facilitation Strategies and their corre-
sponding proportions of "Timeliness’ on a scale of 1 to 7. The
most timely strategies were S1, S2, S3 and Sé6.

score. They include the cue introducing an angle that "they were
[not talking] about at all" (I2b) all the way to the timeliness of the
cue because one ideator "was really about to mention something
related to [the cue]" (I2a). On the other hand, cues that received
scores in the lower range were due to reasons like the cue being
"very common or generic" (I6a), or if the cue "caught [them] off
guard" (I7b), or "if [they] were already talking about something
else" (I12b). Interestingly, another ideator had missed a cue but
while revisiting it, they gave it a lower score because "the cue gave
clear guidance and specific guidance but the timing was just off"
(I9b). These examples speak to how timeliness also plays a role in
the perception of cue helpfulness. The proportion of helpfulness
scores varied across strategies (See Figure 11).

5.2.3 Ideators shared insights on what impacted their think-
ing:

Some cues helped ideators bring attention to other stakeholders:
Ideators reported that the cues provided fresh perspectives dur-
ing the ideation process and that they helped "reshape and rethink
[their] original ideas" (I4a). One such example is introducing an im-
portant stakeholder belonging to the design space that the ideators
haven’t talked about (I9a). Such cues helped ideators look at the
same problem from different angles to prevent them from being
stuck. One ideator talked about how brainstorming could lead down
a rabbit hole and that the cues were "like a stop sign and it was good
to stop, reflect and go down another path" (I7b). In the same line of
thought, these cues also pulled them back from focusing too much
on one particular stakeholder, and make them consider what can
other stakeholders do here. A good example is when the cue pushed
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them towards thinking about "authority figures and what they can
enforce” apart from only thinking about what students can do" (I7a).
It also introduced new contexts of consideration such as ’cyber
bullying’, which was a little further from the problem scenario,
but the participants revealed that it was a "really good perspective
because [they] just assumed that this happened in school" (I8a). From
an abstraction standpoint, the cues also helped the ideators think
deeper about the flexibility of their idea by encouraging them to
think about how it can apply to different subgroups of the stake-
holders they initially talked about, which the ideators found to be
interesting (I3b). Ideators also appreciated the idea of being able
to select cues from multiple models at the same time which could
allow them to choose from "creative, conservative, and cues from
different perspectives" (13a)

Some cues helped ideators uncover deeper dimensions of the de-
sign space: The cues not only enabled ideators to think about the
"stakeholders of [the] problem, but also helped [them] think whether
[stakeholder] should be involved" (19a). Beyond identification of the
stakeholders, it provides the basis for the ideators to also think
about how these identified stakeholders would communicate with
each other (I3b). In a similar vein, ideators also abstracted a stake-
holder group down to thinking about the feasibility of the idea for
the "different age groups" within the stakeholder group (I5a). It also
supported an important aspect of problem-solving by helping them
think "about the root cause" (I7b). Uncovering nuances of the design
space also led to new ideas. For example, the ideators considered the
possibility of "students reluctant to report due to fear’, which led to
the ideators coming up with the ’anonymous reporting/suggestion
box’ idea (I8b). Once the ideas have been discussed already, the
cues helped resurface assumptions that need to be verified, as that
forms the basis for certain ideas (I8a). Another outcome that was
observed was that it led the ideators to address specific and impor-
tant questions like "What is the potential harm?" (I13a), "Why would
that matter?" (19b), "What are the implications of that?" (14b).

Some cues helped ideators increase the specificity of their ideas:
The cues helped the participants reset by probing them to "specif-
ically address the problem rather than just getting stuck into the
details" (I5a). Additionally, it also helped them "elaborate on [their]
ideas" (I4b). Another example of the cues helping increase speci-
ficity is when it "forced [them] to think about a specific people group"
for one of their ideas (I7a). One participant suggested that it would
be extremely helpful to "provide a hypothetical situation as it creates
a personal aspect" which pushes them away from thinking about
the problem scenario in a broad manner (I7a). In general, the cues
allowed participants to communicate their diffuse thoughts better

by "helping word [them] well" (I7a).

Some cues helped ideators critique their ideas and guide ideation:
Beyond providing inspiration, cues helped ideators understand
how to better evaluate their ideas because it is clear that they
have to "identify good strategies, but [they didn’t] know what makes
[something] a good strategy" (I8a). During reflection, the cues helped
participants "critique over [their] thoughts" (19a) and helped them
understand that the direction that they were pursuing wasn’t the
best by nudging them towards "the more correct and ideal direction"
(I4a). They felt that the cues in general did a good job in helping
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them stay on track and provided guidance (I9b, I7b). One ideator
admitted that they would run into thinking blocks and struggle to
think about the next steps but when "the AI came in, it was really
helpful" (110b). Towards the closing sections of the ideation session,
the cues helped ideators "understand the flaws of [their] first few
ideas and helped guide [them] towards [their] final decision" (I4a). The
usefulness of these prompts as an aid for selecting was also brought
up by another ideator who really appreciated these prompts towards
the end of the ideation session"[they] were trying to concatenate all
[their] previous idea generation into one cohesive plan" (I12a). Since
there are objectives in terms of the deliverable for the task itself,
participants found it helpful for the cues to "remind [them] about the
timing" (I8a). From an interaction standpoint, it might take effort to
craft prompt generative models such as ChatGPT to serve complex
needs. However, what piqued the ideators’ interest in our system
was that the "cues [it] provided [was] very aligned with what the
[ideators] were talking about" (I112b).

The timeliness of a cue is crucial: When the cues are not sent at
the right time, then it will be viewed as a distraction [58]. Examples
from their reflections on certain cues reveal a deeper insight into
why the timeliness of each cue is extremely crucial for a cue to
be considered ’helpful’. For example, P24 rated one of their cues
a7 because they received it "when [they] were all kind of silent".
Thus hinting at certain situational preferences to see these cues
mid-conversation. One ideator ([14b) rated one of the cues a 6’ and
claimed that it was sent at an appropriate time because "[the AI]
kind of understood the direction of [their] conversation and was able to
suggest things before they had considered it". Cues that received low
timeliness ratings revealed recurring concerns with timing. Cues
often arrived when the ideators"already talked about the [cue] before
they even popped up" (16a), "[they’re] already way past the discussion
on one topic" (I12b) or "if there was a little bit of delay" (I113b). An
interesting thought shared by I13b was that they would rather see
a cue appear early "than occurring afterward". In a similar vein,
some participants talked about how cues related to the ideation
framework strategies, such as the "three Rs principles should be
sent earlier so that [the ideators] can have a better frame to build
on" for early stages of these conversations (I13a). Though cues
might be informational by themselves, the utility of the cue is
intertwined with not just the content but also the time it was sent.
The proportion of timeliness scores varied across strategies (See
Figure 12).

Insufficient prior knowledge for the ideator inhibits the ideation
experience: Being equipped with enough background knowledge
can go a long way in maintaining the health and productivity of the
conversation. Lacking the depth of knowledge to carry the brain-
storming conversation is an important theme we realized from
ideator accounts. Ideators expressed struggles to empathize and
understand the "gap between their environment and the students’
environments because [they’re] lacking many experiences making it
hard to imagine the reality" (I11b). In order to formulate feasible
plans to execute the various ideas discussed during the brainstorm-
ing conversation, it is imperative to be able to critically analyze the
various components of a solution. However, ideators reported it
being "kind of difficult to figure out what were the best parts of each
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solution [they] had discussed along with seeing which elements of
ideas work synergistically altogether" (I12a).

Starting the ideation process was challenging at times: Starting
the discussion in itself was an effortful task due to this (I3b, I5a).
One participant suggested that it would have been helpful if they
"had a cue at the very beginning of the ideation stage, like a question"
to jump-start the discussion (I6b). It was "especially harder in the
beginning to find an aspect to dive into the discussion" (111b).

Some ideators did not have sufficient familiarity with the topic:
Some participants expressed not having enough familiarity with
the topic of the discussion (I9a, I3a, I8b). Once the ideation process
had begun, the next potential challenge that participants had to
navigate was to "[find] the right wording or knowing how to explain
what’s on [their] mind (I9b)". Not being able to leverage external
knowledge repositories made the ideators feel "limited in [their]
ideation process"(I8b). On the other hand, they were open to being
"encouraged to draw on things [they’ve] experienced or read about"
(I5b).

Challenges with using the design probe: Reports of inconveniences
around using the design probe included working in noisy environ-
ments where one of the ideators "could not hear each other very well
the entire time" (I6a). The design probe is setup in such a way that
the ideators can both take notes and be able to look at the cues that
the facilitator sends out. However, some ideators were "focused on
the note taking and the conversation" that they "forgot that the [AI
Facilitator] was there for a little bit" (I14b). Similarly, it was not clear
to the ideators whenever there was a change in the cue because
"there’s like a lot going on on the screen" (I9b). One ideator admitted
that it took some effort to "pay attention to the [Cue Window] to
see if something’s updated" (I112b). Ideators also revealed that they
had to sometimes "[wait] for a new cue" and that it would be nice to
"modify the cues or ask [the facilitator] directly" (I3b). An example
of a solution for that could be "implementing a feature where you
can click on a (UI element) to generate a [cue]" (I110a).

5.3 RQ3: What insights do the human
facilitators give for generating
machine-generated cues?

This section reports on the insights gained through the facilitator
post reflection session. An analysis of the facilitators’ reflections
uncovered the different conversational signals they paid attention
to and the challenges they encountered during their facilitation
process in the study. It is necessary to look into the facilitators’
reflections as they will serve to inform the design of platforms that
generate conversational cues automatically.

5.3.1 Pay attention to conversational signals: It is crucial to
understand the various nuances picked on by the facilitator to de-
cide when a conversational intervention needs to happen. Therefore,
we looked into what the facilitators had to say about the conversa-
tional signals they had looked out for in the post-interview.

Lulls or pauses: (8/14) Facilitators reported that they looked for
lulls or pauses to decide when to intervene. They sent cues when
they felt that the conversation was "getting really quiet" (F4) or that
there was a "lull in the conversation" (F8). Beyond looking for lulls
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and pauses as a group, one facilitator reported that even if one of
the ideators were talking, and the other ideator "did not give as long
of a response or if it seemed like they were running out of things to
say" (F4), they sent out a cue.

Conversation specificity: (5/14) Facilitators reported that they
had the urge to intervene if they felt that the ideators were not
being specific enough, or felt the ideas that were being exchanged
lacked depth. Facilitators sometimes found that the ideators were
just "throwing out different ideas for how to address bullying. So the
[cues] kind of helped them narrow that down" (F3). More importantly,
they found themselves asking questions like "How long are they
spending time on one idea and how specific are they getting?" (F1).
When the conversational trajectory started to get tangential to the
objectives of the discussion, facilitators also tried to play sort of a
managerial role to "make sure they finished [with an] answer" (F9).
Overall, the facilitators believe that "if [the ideators were] being a
little vague, [the cue] brings a little bit of specificity” (F2).

Pace of idea generation: (5/14) Facilitators revealed that the pace
of the idea generation process was a strong indicator that helped
them decide if the discussion could benefit from a conversational
cue at that point. If the facilitators found the ideators to be "slow-
ing down" (F4) or "circling around the same points that have been
discussed so far, [they] thought it would be good to intervene and
give [cues]" (F7). Similarly, if the ideators "kept talking about the
same idea" (F3) or "stayed on the same subject for a long time" (F8),
it felt like a good opportunity for the facilitators to send a cue. One
facilitator even looked for a quantitative signal like the "number of
ideas they’re discussing over time" (F1).

A few other interesting observations: Facilitators also felt the
need to send out a cue when the ideators were not strictly working
towards the expectations of the task. For example, if the objective
of the task was to develop strategies, but "[the ideators] are not
really mentioning strategies but just like having conservation, [that
provoked them] to send something to remind them of that" (F11).
Sometimes the facilitators played a corrective role by proactively
trying to prevent ideators from making false assumptions, and so
they would "call [the ideators] on that assumption” (F12).

5.3.2 Address challenges with timing, domain knowledge,
and phrasing:

Formulating timely cues is demanding: (5/14) Facilitators expressed
concerns over having to quickly come up with a conversational cue
that is helpful with the intention to add value to the conversation.
They found it challenging to follow the discussion closely and "try
not to repeat what has been said already" (F7). Sometimes when the
facilitator is about to nudge the ideators towards a particular angle,
"they kind of already discussed it or just started discussing it" (F4).
Since our design probe only allows users to type in the text [cues],
facilitators who "don’t type that fast" found it a bit difficult to "type
all that [content]" (F5).

Topic-Expertise affects the ability to facilitate meaningfully: (7/14)
Facilitators reported not having adequate topic-level expertise to
facilitate the conversation. They found the early stages of the con-
versation easier to facilitate, but when the conversation started
gaining depth, they had to resort to using Google to seek "help with
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creating the questions [since they] needed to have some outside help
with that" (F10). Though they felt confident about their facilitation
skill, they acknowledged that providing the "right [cues] to get [the
ideators] to think more or broadly was kind of difficult" (F1). Though
facilitators had a strong background in the overall topic of bully-
ing, once the ideators decided to integrate another field such as
‘policy’, "That was something that the [facilitator] did not have a
background in" (F3).

Phrasing the cues is challenging: (4/14) Facilitators found that
taking up not only the role of Al but also the persona posed a set
of challenges. Ideators speculated if they "could have given faster
[cues], because they wouldn’t have cared about the typos" (F1). The
facilitators were "very conscious of [their] spelling" and "had to make
sure that [they] did not do any grammatical [errors] to reveal [their]
anonymity" (F7). This is a challenge, especially for non-native Eng-
lish speakers. Some facilitators were also aware of the possibility
that spelling mistakes "might throw the participants off making them
know that [it was a wizard]" (F5).

6 DISCUSSION

Using a Wizard-of-Oz approach [23], we analyzed the different
types of cues sent by human facilitators (role-playing as Al) to aid in
the process of brainstorming. We identified four different strategies,
namely: digging into an identified dimension (S1), calling out a new
dimension (S2), suggesting an ideation strategy (S3), and finally
(S4) reminding about the scope and logistical details of the task. We
also investigated how different cue strategies affect the probability
of a conversational impact. We found 56% of cues impacted the
conversational outcomes while 44% had no impact. In terms of
the perceived helpfulness and timeliness of cues, ideators gave the
task-oriented cues (S4) significantly lower ratings compared to the
other strategies. On the other hand, S2 was perceived to be the most
helpful and timely strategy. Additionally, it also had the highest
conversational impact. Furthermore, facilitators provided insight
on key conversational signals which included lulls or pauses in the
conversation, the specificity of the ideas being discussed, and the
pace of the conversation. They also revealed the challenges they
faced, including difficulty in sending cues in a timely manner, lack
of specific domain knowledge, and phrasing the cues.

6.1 Design Insights for Creativity Support Tools

6.1.1 Generate diverse cues by leveraging domain knowl-
edge and creativity insights: We aim to explore the potential for
Al to support creative conversations in real-time. Support can even
begin before the ideation session by suggesting ideation etiquette
and strategies for a productive session [7, 30]. During the ideation
process, ideators wanted to be able to lookup external informa-
tion to fill in potential knowledge gaps (I6b, I8b). While LLMs are
known to sometimes generate inaccurate responses [77], grounding
language model responses with external knowledge bases could
help alleviate that problem [56]. Leveraging external knowledge
bases to index knowledge could be effective, but the cues need not
always have to comprise external information. Several ideators in
our study mentioned that they would be open to choosing between
different types of cues, such as creative, conservative, and cues that
draw upon the ideators’ prior experiences and are not necessarily
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tied to a domain-specific knowledge base. Building on prior work
that explored the beneficial impact of involving multiple domains
of knowledge in the ideation process, future work can tap into
different strategies or sources of wisdom, including how to support
creativity in general independent of a domain-specific knowledge
base. [10].

6.1.2 Improve the visibility and timing of discussion cues:
In this study, 44% of the cues that were sent out by the facilitators
were either dismissed, ignored, or missed. While users appreciate
the utility and potential value of cues, quite a few participants re-
ported that they missed the facilitators’ cues as they were engaged
in discussion and did not notice when new cues arrived. As one
ideator mentioned, it took significant effort to constantly monitor
the cue window within the UL Future work could explore differ-
ent approaches to notifying the ideators of ideation cues without
disrupting the current flow of the conversation [50]. For example,
maybe cues could be generated and held until an appropriate lull
in conversation occurs. On the other hand, missing the facilitator
cues could have also been a result of design flaws within the design
probe including the cue update notification being not attention-
grabbing enough, or the sizing of the Cue UI with respect to the
other Ul elements. Alternative modalities— such as verbalizing cues
or creating image-based cues — could be another angle worth ex-
ploring in future work to deliver the cues and make them more
visible or impactful during a discussion. Additionally, adaptive and
customizable agent feedback mechanisms [13, 27] seem promising
as a route for delivering better cue presentation. Our study only
comprised of textual cues, but future work could look into the ben-
efits of using multimodal cues during ideation.

6.1.3 Support requesting inspiration anytime using differ-
ent input mechanisms: Some ideators expressed that they had to
wait for cues from the facilitator and would prefer to ask for certain
types of cues at any given time to have additional control over
the ideation process. Along a similar line of thought, researchers
have discussed the idea of ’proactive-initiated’ interactions that
take advantage of spatial sense-making capabilities of Generative-
Al [45] for voice assistants to decide when to interrupt. Another
ideator mentioned wanting to be able to "tune up the frequency of
the prompts" (I113b). All the ideators made use of the collaborative
notes interface due to the nature of the task. Note-taking can also be
supplemented with Al to provide in-context recommendations to
support divergent thinking during ideation sessions. In fact, cueing
directly in the notebook, reorganization of ideas, quick summaries,
automatic highlighting, etc. were suggested as potentially helpful
add-ons (I3a, I4b).

6.1.4 Create generative dashboards for human facilitators:
Facilitator interfaces could be equipped with AI support that for-
mulates cues which they could then choose to send. This could
be especially effective while facilitating large-scale brainstorming
sessions and multiple breakout rooms which demands a lot of atten-
tion and having to keep track of multiple threads of conversation.
Helping facilitators choose and prioritize what cues to send and
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identifying gaps to focus their attention on to decide what types of
cues to send out could be vital to the health of the discussions. Also,
the cue need not be limited to the text format. Creating affordances
to allow the facilitator to drop in other forms of inspiration such
as relevant data visualizations, images, and video snippets could
help add momentum to the conversation. Being able to implement
conversational repair strategies to correct errors is also important
for the ideators to pay attention to the facilitator [22].

6.1.5 Show detailed conversational insights to help improve
facilitator performance: There are beneficial opportunities for
facilitators to hone their skills after brainstorming sessions as well.
For example, automated discourse analysis of the brainstorming
conversation could yield insights into how effective were some of
the strategies that they used and accordingly curate improvements.
At the same time, information about their timing could also be a
valuable metric for the facilitators to be considerate about. Auto-
generated insights into knowledge about the ideators themselves
such as their skills, preferences, roles, and responsibilities could be
valuable information for future rounds of facilitation. Post-Session
analysis that presents identified knowledge gaps, or suggested ma-
terial for facilitators to look into for future sessions could be very
valuable.

6.2 Limitations and Future Work

Our study comprised of 14 triads with 28 ideators and 14 facili-
tators from diverse design and facilitation backgrounds. It was a
short ideation discussion that included people relatively unfamiliar
with the topic that the task was based upon. We unearthed many
interesting insights from the ideators as well as the facilitators.
Future work should explore other ideation tasks, other types of
discussions beyond ideation, and other social configurations (e.g.,
different mixes of expertise, different numbers of people, etc.) to
get a full understanding of how these insights generalize to other
situations. The reason being, each meeting has a different set of
objectives and accordingly needs the right personnel and meeting
structure [1]. Though we reported in-depth examples of the strate-
gies to help compare them, we did not delve into further details to
do a detailed comparison of each cue strategy. Future work can take
advantage of linguistic study methods such as discourse analysis
to compare cue strategies and their conversational impact in detail.
Furthermore, the personality of the ideators also has the potential to
change the dynamic and performance of the meeting [12]. In order
to successfully participate in this study, the ideal ideator/facilitator
would have sufficient domain expertise/familiarity with the topic
of bullying. However, instead of recruiting domain experts as fa-
cilitators, we focused on recruiting facilitators who had expertise
in leading discussions in design. It is a limitation of the study that
we excluded novice facilitators. However, prior research has com-
pared facilitated crowd ideation between experts and novices and
found novice facilitators to dampen the creativity of the crowd [16].
Moreover, we were interested in how participants facilitate in a nat-
uralistic setting apart from specifically looking into how the topic
expertise of facilitators mediate their facilitation style. Future work
in this topic should delve into enquiring the difference in group
conversation quality facilitated by experts when compared to non-
experts. Though we screened participants to ensure that they were
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good facilitators, not all of them had sufficient domain knowledge
on the topic of anti-bullying strategies. Expertise in facilitation
does contribute positively towards the creativity and novelty of
the discussed ideas [16]. However, it would be interesting to look
at the differences between domain-specific expert facilitation and
just expert facilitation. We could have had a training component to
help facilitators brush up on their facilitation skills, but we wanted
to avoid the problem of biasing them towards using only one set of
strategies. The nature of the task and the way it is structured too
has a role to play in the ideation performance [61]. A few partici-
pants did mention that they did not possess adequate background
knowledge to contribute in a meaningful manner which could have
impeded the quality of the ideation conversation. Additionally, our
study only focused on observing dyads ideating together which
could be radically different from larger crowds. It is still unclear
if the ideating group size has an impact on the creative output of
the brainstorming session [11, 25, 54]. Since we wanted both the
Cue Ul and the collaborative note-taking tool to be visible along-
side the meeting conference, we dealt with a few space restrictions
or challenges to display wordy or very long cues sent out by the
facilitator. It is important to be cognizant of this for designing real-
time Ul-based conversational support for conferencing applications
when multiple features are concurrently used. Unfortunately, we
encountered a few technical issues with the screen recording tool
due to which the recorded reflections for a few cues (around 10), the
overall timeliness rating for three ideators in the final post-survey
were non-retrievable due to which they had to be removed from
our analysis.

Our design probe allowed us to observe the impact of an Al-
facilitated virtual ideation discussion. We cover preferences, incon-
veniences, and wants from both ideators and facilitators based on
their experience with the design probe. In our study, we looked into
the timeliness of cues being sent out by the facilitators, but we did
not delve into the differences in the amount of information and the
corresponding impact of each cue. Similarly, our design probe only
supported text-based cues that can be sent out by the facilitator
but the Generative-Al space has now made it possible to gener-
ate multi-modal outputs such as image, video and music. It could
be worthwhile looking into ideator preferences for the different
modalities of inspiration at different points during brainstorming
conversations and the corresponding creative output. We discussed
challenges associated with the way the ideators were notified when
anew cue was populated and how that could have been a reason
as to why ideators missed well-timed and helpful cues. Since time-
liness depends on multiple factors such as the content of the cue,
awareness regarding if it is repetitive or addressing something that
has already been addressed, and many others, future work could
delve into experimenting with conversational analysis techniques
that can identify what the appropriate content and timing for a
support cue should be. Therefore, best practices to present these
cues elegantly in real-time collaborative settings is a crucial avenue
of research that could inform the design of conferencing tools for
creative ideation. Future work could also dive into exploring how
Generative-Al can be used to enhance facilitator systems. Maybe
this includes helping them with automatic prioritization and quick
formulation of useful cues to the ideators. The concept of Gen Al
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conversational cues for ideation could go beyond the typical dyad
setting, and potentially pervade into facilitating multiple breakout
rooms and other large-scale ideation contexts.

7 CONCLUSION

We built a meeting interface where a hidden human wizard facil-
itator emulated an Al facilitator to send conversational cues to
facilitate an ideation discussion between dyads using the Wizard of
Oz setup. To grasp an understanding of the general brainstorming
facilitation strategies and the respective conversational outcome,
we performed a between-subjects study with 14 triads (n=42) who
were recruited and asked to participate in an ideation task. Using
a thematic analysis, we present insights on conversational cueing
strategies from facilitators, their conversational signals of interest,
challenges faced by both facilitators and ideators during real-time
ideation discussions, and design objectives that are aimed towards
targeting these challenges. The findings of this work are intended
to guide the development of future speech-driven real-time collab-
orative ideation support.
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