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ABSTRACT
Training a Graph Neural Network (GNN) model on large-scale
graphs involves a high volume of data communication and compu-
tations. While state-of-the-art CPUs and GPUs feature high comput-
ing power, the Standard GNN training protocol adopted in existing
GNN frameworks cannot e�ciently utilize the platform resources.
To this end, we propose a novel Uni�ed CPU-GPU protocol that
can improve the resource utilization of GNN training on a CPU-
GPU platform. The Uni�ed CPU-GPU protocol instantiates multiple
GNN training processes in parallel on both the CPU and the GPU.
By allocating training processes on the CPU to perform GNN train-
ing collaboratively with the GPU, the proposed protocol improves
the platform resource utilization and reduces the CPU-GPU data
transfer overhead. Since the performance of a CPU and a GPU
varies, we develop a novel load balancer that balances the workload
dynamically between CPUs and GPUs during runtime. We evaluate
our protocol using two representative GNN sampling algorithms,
with two widely-used GNN models, on three datasets. Compared
with the Standard training protocol adopted in the state-of-the-
art GNN frameworks, our protocol e�ectively improves resource
utilization and improves the overall training time. On a platform
where the GPU moderately outperforms the CPU, our protocol
speeds up GNN training by up to 1.41⇥. On a platform where the
GPU signi�cantly outperforms the CPU, our protocol speeds up
GNN training by up to 1.26⇥. Our protocol is open-sourced and can
be seamlessly integrated into state-of-the-art GNN frameworks and
accelerate GNN training. Our protocol particularly bene�ts those
with limited GPU access due to its high demand.
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• Computing methodologies! Parallel computing method-
ologies.
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1 INTRODUCTION
Graph Neural Network (GNN) is an emerging type of Machine
Learning model that can extract useful information from graph-
structured data. GNNs are widely used in various applications
such as Electronic Design Automation [22, 34], molecular property
prediction [6, 36], and social recommendation system [20, 38, 45],
where the input is often a large-scale graph with over billion edges.
Training a GNN model on these real-world graphs involves a high
volume of data communications and computations. While state-of-
the-art CPUs and GPUs feature high compute power and memory
bandwidth, existing GNN training protocols adopted in popular
frameworks like PyTorch-Geometric (PyG) [3] and Deep Graph
Library (DGL) [32] cannot e�ciently utilize the available platform
resources; therefore, large-scale GNN training is time-consuming,
taking hours or even days [30]. We conduct a detailed analysis of
state-of-the-art GNN frameworks and observe several ine�cien-
cies in the existing Standard GNN training protocols. First, Stan-
dard GNN training protocols (shown in Figure 1) o�oad most of
the workload to the GPUs, leaving the CPUs mostly idle. Such a
task allocation is sub-optimal as state-of-the-art CPUs o�er com-
parable GNN training performance with GPUs. For example, the
epoch time of training a three-layer GCN [10] model on the ogbn-
products [8] dataset takes 10 seconds using an Intel Xeon 8280
with only 28 cores [23], and takes 5 seconds using a high-end
NVIDIA V100 GPU [37]. This suggests that CPUs should be incor-
porated in GNN training due to their potential to enhance overall
performance. In addition, existing GNN training protocols adopt
a coarse-grained task scheduling, alternating between memory-
intensive and compute-intensive operations. This approach leads to
sub-optimal resource utilization: the memory bandwidth is under-
utilized during compute-intensive tasks, and the compute cores are
under-utilized during memory-intensive tasks.

Motivated by the above challenges, we propose a novel Uni�ed
CPU-GPU training protocol that improves the resource utilization
of GNN training on a CPU-GPU platform. The Uni�ed CPU-GPU
protocol de�nes the CPU-GPU interaction to perform GNN training
collaboratively. Note that our protocol not only supports platforms
with a single CPU and single GPU, but also platforms with multiple
CPUs and multiple GPUs. Our protocol instantiates GNN training
processes on both the CPUs and the GPUs, as opposed to o�oading
all the workload to the GPUs. Allocating GNN training processes
on the CPUs to share a portion of the workload leads to several
advantages: (1) It allows our protocol to exploit the compute cores
of CPUs to execute GNN operations, leading to higher platform
resource utilization than the Standard training protocol, and re-
duces the workload on the GPUs; (2) It reduces the data transferred
to the GPU via the PCIe channel, which often causes signi�cant
overhead; (3) It reduces the memory usage on the GPU global mem-
ory, and the memory space that becomes available can be used for
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Figure 1: Standard training protocol used in state-of-the-art GNN frameworks

data caching, which further reduces the expensive PCIe data trans-
fer. Furthermore, instantiating multiple GNN training processes
improves memory bandwidth utilization because it overlaps the
communications with computations across the processes. Since the
performance of the CPU and GPU for training a GNN model varies,
we develop a Dynamic Load Balancer to ensure the workload is
balanced; otherwise, one platform can easily become the system
bottleneck and lead to performance degradation. As GPUs often
face high demand from multiple users, and the CPUs are becoming
increasingly powerful, our protocol exploits the CPU resources,
which are under-utilized by the Standard training protocol, to im-
prove GNN training performance. Note that none of the proposed
optimizations alter the GNN training semantics, meaning that train-
ing with the Uni�ed CPU-GPU protocol leads to the same model
accuracy and convergence rate as the Standard training protocol.
Our key contributions are:

• We conduct a detailed analysis of the state-of-the-art GNN
frameworks to identify the ine�ciencies in the Standard
GNN training protocol.

• We propose a novel Uni�ed CPU-GPU protocol for GNN
training that can e�ectively improve the utilization of both
the compute resources and memory bandwidth.

• We develop a novel Dynamic Load Balancer that e�ectively
balances the workload between the CPUs and the GPUs
dynamically during runtime.

• We evaluate our work using various CPU-GPU platforms:
on a platform where the GPU moderately outperforms the
CPU, our protocol accelerates GNN training by up to 1.41⇥;
on a platform where the GPU signi�cantly outperforms the
CPU, our protocol accelerates GNN training by up to 1.26⇥.

• Our protocol is open-sourced1 and can seamlessly integrate
into existing GNN frameworks such as PyG and DGL to
improve GNN training performance.

2 BACKGROUND
2.1 Graph Neural Networks
Given a graph ⌧ = (+ , ⇢) with # = |+ | nodes and |⇢ | edges. Let
� 2 R#⇥# be the adjacency matrix with an entry (8, 9) equal to
1 if there exists an edge between node 8 and 9 , otherwise 0. For
1https://github.com/jasonlin316/A-Uni�ed-CPU-GPU-Protocol-for-GNN-Training

each node E 2 + , # (E) is the set of neighbors of E , and GE is a � -
dimensional feature vector associated with E . We use �0 2 R#⇥�

to denote the input feature matrix of + . A Graph Neural Network
(GNN) is a neural network that operates on graph-structured data
with node-related features as input. By aggregating feature infor-
mation through graph structure and transforming the features into
3-dimensional latent space, GNNs are able to output representa-
tions of nodes containing higher-order neighbor information. GNN
models [6, 10, 31, 35] follow the above two operations (i.e., aggrega-
tion and transformation) and can be described using the Message-
Passing paradgim [5]. We list two representative GNN models as
examples:

• GCN [10] is one of the most widely used GNN models. The
;-th layer of GCN can be de�ned as follows:

� (; ) = f
⇣
�̂� (;�1), (; )

⌘
, (1)

, (; ) and� (; ) indicates theweight matrix and featurematrix
of layer ; , respectively. �̂ is the normalized and regularized
adjacency matrix and f (·) is the activation function. Mul-
tiplying �̂ with � (;�1) aggregates the feature information,
while multiplying �̂� (;�1) with, (; ) transforms the aggre-
gated features into a 3-dimensional latent space.

• GraphSAGE [6] added a self-concatenation upon the GCN
layer. The ;-th layer of GraphSAGE can be de�ned as follows:

� (; ) = f
⇣
� (;�1), (; )

1 + �̂� (;�1), (; )
2

⌘
. (2)

Our Uni�ed GNN training protocol supports all GNN models that
follow the Message-Passing paradigm, including other widely used
models such as GIN [35] and GAT [31].

2.2 Mini-batch SGD GNN Training
GNNs are initially trained using full gradient descent [10], which
takes the whole adjacency matrix � and all nodes’ features �0 as
input. However, full gradient descent su�ers from unacceptable
memory costs on large graphs and requires more epochs to con-
verge since the model is updated only once per epoch. To address
these issues, mini-batch SGD has been proposed for GNN training
[6]. Unlike full gradient descent, mini-batch SGD does not require
computing the gradient for all the nodes in the graph at once. In-
stead, it samples a subgraph based on a batch of node indices and
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Figure 2: Target CPU-GPU platform

applies the GNN model on top of the subgraph to calculate the
gradient. Shown in Figure 1, to perform mini-batch training, the
full graph can be stored in the CPU memory. After a mini-batch
is sampled, the CPU transfers the node embeddings of the sam-
pled nodes to the GPU memory for model propagations (i.e., data
fetching). Let B ✓ + with size 1 = |B| denote a batch of vertices.
The update in every SGD step is based on the following gradient
estimation:

1
|B|

’
82B

rL
⇣
~8 ,⌘

(!)
8

⌘
, (3)

where ⌘ (!)8 is the 8-th row of � (!) with ground truth label ~8 . The
mini-batch can be obtained via various approaches [2, 6, 40, 41];
we list two representative sampling algorithms as examples:

• Neighbor Sampling [6] randomly selects neighbors for each
node and enforces a prede�ned budget on the sample size
for each layer. For a GNN model with ! layers, it samples a
subgraph within !-hops for each root node.

• ShaDow K-Hop Sampling [40] is a variant of Neighbor Sam-
pling. It applies an !-layer GNN (with arbitrary depth !) on
top of a localized !0-hop subgraph associated with each root
node, where ! is often set to 5 and !0 is set to 2. Each shallow
subgraph is sampled using Neighbor Sampling.

We adopt synchronous SGD [1, 14] to train GNNs on multiple
devices, as it is widely used for multi-GPU training [4, 21] and
distributed training across multiple machines [23, 43]; most im-
portantly, it is algorithmically equivalent to training with a larger
mini-batch on a single device, as long as the sample gradient cal-
culation rL

⇣
~8 ,⌘

(!)
8

⌘
is independent between di�erent samples

8 . For synchronous SGD training, multiple sub-mini-batches are
�rst sampled and assigned to di�erent devices. Next, forward prop-
agations are performed on each device based on the original GNN
algorithm. Finally, gradients are gathered and averaged across de-
vices to calculate the actual mini-batch gradient for model updates.

2.3 Target CPU-GPU Platform
Figure 2 shows the target CPU-GPU platform. The platform consists
of multiple CPUs and multiple GPUs. The CPUs and GPUs are
connected through PCIe. The CPUs are connected to other CPUs
via processor interconnects such as UPI; similarly, the GPUs are
connected to other GPUs via GPU-speci�c processor interconnects
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Figure 3: Training time breakdown of existing GNN library
for various sampling algorithms and GNN models

such as Nvidia NVLink [13]. Each CPU and GPU is connected to a
memory via DDR memory channel. State-of-the-art libraries like
CUDA and SYCL provide users with a uni�ed view of the CPU
and GPU memory system, accessing both the CPU main memory
and GPU global memory as a shared memory space. However, it’s
important to note that the shared memory space actually consists
of various memory channels, such as PCIe, DDR, and UPI, each
with a di�erent bandwidth. Thus, to achieve high performance, it
is essential to exploit optimizations to mitigate the overhead of
accessing channels with low memory bandwidth (Section 4.3).

3 UNIFIED CPU-GPU PROTOCOL FOR GNN
TRAINING

To better understand the ine�ciencies in the Standard GNN training
protocols adopted by the state-of-the-art GNN frameworks, we use
Deep Graph Library (DGL) [32] as an example and perform pro�ling
on the MAG240M [7] dataset with several sampling algorithms and
GNN models. As shown in Figure 3, the runtime of GNN training
with the Neighbor Sampling algorithm is dominated by the data
transfer overhead between CPU and GPU. On the other hand, under
the ShaDow K-Hop Sampling algorithm, the system bottleneck
shifts to computation. Both cases suggest that using CPU in GNN
training can improve performance by handling a portion of the
workload. By doing so, both the CPU-GPU data tra�c and the
workload on the GPU can be reduced. Furthermore, our pro�ling
results show that the CPU is heavily under-utilized: the average
CPU utilization for GNN training is below 3%. This suggests a
potential for assigning some of the workload to the CPU platform.

We propose a novel Uni�ed CPU-GPU Protocol, which de�nes
the CPU-GPU interaction to perform GNN training, collaboratively.
Our protocol supports platforms with multiple CPUs and GPUs. For
simplicity, in Figure 4, we illustrate our protocol using a platform
with one CPU and two GPUs as an example. We �rst explain the
meaning of the su�x in each function block and data block: the �rst
number indicates the number of the training iteration; the second
alphabet in the parentheses indicates the device type (i.e., CPU or
GPU) that holds the data or executes the function; the last number
indicates the device number (e.g., GPU 1, GPU 2). For example,
Sampling 0(G.1) indicates the sampling operation performed in
training iteration 0 on GPU 1; Similarly, Grad. 0(C.1) indicates
the local gradient generated in training iteration 0 on CPU 1.
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Our protocol adopts the shared memory model for data exchange
between the CPUs and the GPUs, i.e., it creates a uni�ed shared
memory space as mentioned in Section 2.3. The CPU platform
consists of two types of processes: the Host Process and the CPU
Process. The Host Process is responsible for launching GNN tasks,
setting barriers for synchronization, and load balancing. The CPU
Process is responsible for executing GNN operations, such as sam-
pling and model propagation (i.e., forward and backward propa-
gations), on the CPU platform. Similar to the Standard training
protocol depicted in Figure 1, the sampling operation constructs
subgraphs for each mini-batch. The node and edge sets of these
subgraphs are then used for data fetching to load the corresponding
feature vectors from the full graph for model propagation. We omit
the data blocks of the full-graph features and mini-batch features
in Figure 4 for simplicity. The CPU Processes allow our protocol
to exploit CPU compute cores to perform GNN training, which
reduces the workload on the GPU. Then, the GPU Processes ex-
ecute the GNN operations on the GPU platform. After the GNN
operations are performed, each CPU and GPU Process generates a

local gradient; the local gradients are then gathered to perform a
synchronous stochastic gradient descent (Sync. SGD) [1] to update
the GNN model globally. In addition to model updates, the Host
Process collects the runtime information for the Dynamic Load
Balancer. The Dynamic Load Balancer performs workload-aware
sub-batch assignments among the CPUs and the GPUs based on a
certain ratio; if the ratio leads to workload imbalance, the Dynamic
Load Balancer adjusts the ratio for the next epoch using the col-
lected runtime information. We explain the mechanism of Dynamic
Load Balancer in detail in Section 4.2.

4 SYSTEM DESIGN
We depict the overview of our Uni�ed CPU-GPU training system in
Figure 5. Our system consists of several building blocks to execute
the Uni�ed CPU-GPU protocol. It is worth noting that none of the
optimization applied in our system alters the GNN training seman-
tics, meaning that our system does not trade o� model accuracy or
convergence rate for speed.

4.1 GNN Process Manager
To perform Uni�ed CPU-GPU training, we develop a GNN Process
Manager that allocates GNN training processes on both the CPU
and the GPU. On the CPU platform, two processes are running, one
being the host process and the other being the CPU process, and
on the GPU platform, = process is running simultaneously, where
= is the number of GPUs on the platform. Compared with only
allocating GNN training processes on the GPU, this leads to per-
formance improvement because allocating GNN processes on the
CPU platform reduces the workload on the GPU, and also reduces
the amount of data that needs to be transferred to the GPU via the
PCIe. Furthermore, instantiating multiple GNN training processes
increases memory bandwidth utilization by overlapping the com-
putations with communications. We show an example in Figure
5: while some processes perform data fetching (communications),
others perform mini-batch sampling or model propagation (compu-
tations). Note that such scheduling does not alter the GNN training
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semantic because synchronous SGD only requires each process
to synchronize at the end of each iteration, so it is valid to have
processes executing di�erent tasks (e.g., sampling, propagation)
during training.

4.2 Dynamic Load Balancer
To train GNN with multiple devices, such as multiple GPUs, the
state-of-the-art runtime system [14] assigns the same number of
mini-batches to each device by default. However, since the per-
formance of CPU and GPU can be di�erent, assigning the same
number of mini-batches to the CPU and the GPU leads to workload
imbalance; therefore, we develop a load balancer to distribute the
mini-batches. A straightforward way to achieve load balancing
on the CPU-GPU platform is to distribute the mini-batches to the
CPU and GPU based on their relative performance; the relative
performance can be derived by running one epoch of training on
both platforms and measuring the execution time respectively. For
example, assume the GPUs are 2⇥ faster than the CPUs; to balance
the workload, the system can assign 1/3 of the mini-batches to the
CPUs and 2/3 of the mini-batches to the GPUs. We refer to this
balancing mechanism as "Static Load Balancing," as the number
of mini-batches is statically assigned to the CPUs and GPUs. We
de�ne the workload ratio as the workload assignment between the
CPU and the GPU; the workload ratio of the above example is 1:2.
If the current workload ratio leads to workload imbalance, the Load
Balancer adjusts the workload ratio accordingly in the next itera-
tion. Speci�cally, the Load Balancer collects the execution time of
CPU and GPU, and recalculates the workload ratio to balance the
workload. Static Load Balancing relies on the assumption that the
workload of training on each mini-batch is similar (i.e., uniform
workload distribution), so the number of mini-batches can be used
to estimate the total workload; however, this is not true for some
datasets, where the mini-batches have a highly skewed workload
distribution. In such cases, workload balancing cannot be achieved
merely by considering the number of mini-batches.

We develop a Dynamic Load Balancer to address the issue that
the mini-batches can have a highly skewed workload distribution.
Given a sampling algorithm and a dataset, the Dynamic Load Bal-
ancer estimates the workload of each mini-batch in advance during
the pre-processing stage; the estimation is performed by running
the sampling algorithm before the actual GNN model training and
calculating the total number of aggregations that need to be per-
formed using the computational graph of the mini-batches. The
estimation process is a one-time cost that can amortized. Afterward,
similar to Static Load Balancing, the Dynamic Load Balancer esti-
mates the workload ratio that balances the workload between the
CPU and the GPU. Assume the GPUs are 2⇥ faster than the CPUs.
Instead of statically assigning 1/3 of the mini-batches to the CPU,
the Dynamic Load Balancer sorts the mini-batches by their esti-
mated workload and assigns a certain number of mini-batches that
account for 1/3 of the total workload to the CPU. This workload-
aware sub-batch assignment leads to better load balancing than
statically assigning a �xed number of mini-batches to the CPUs
and GPUs. Since the number of mini-batches assigned to the CPUs
and GPUs is adjusted dynamically during runtime, we refer to this
mechanism as "Dynamic Load Balancing." After training for one

epoch, the Dynamic Load Balancer collects the runtime information
to evaluate the workload ratio. If the workload is imbalanced, the
Dynamic Load Balancer recalculates the workload ratio using the
collected runtime information, and adjusts the ratio accordingly.

4.3 GPU Feature Caching
By assigning a portion of the mini-batches to the CPU, the Uni�ed
CPU-GPU protocol reduces the amount of CPU-GPU data com-
munication, as well as the usage of the GPU global memory; the
additional memory capacity allows us to perform GPU feature
caching, which stores a set of frequently accessed feature vectors in
the GPU global memory. Such a mechanism reduces the expensive
CPU-GPU communication overhead via PCIe during the data fetch-
ing operation (see Figure 4 for detail). Speci�cally, when loading
the feature vectors of a mini-batch from the uni�ed shared memory,
if a vector resides in the GPU global memory, it eliminates the need
for memory access over the PCIe. In this work, we integrate a GPU
feature caching approach, as proposed by HugeCTR [33], into our
system. This approach utilizes the least recently used cache replace-
ment strategy (LRU) to retain the most recently accessed features
on the GPU. Note that for large-scale datasets, most feature vectors
are stored in the CPU main memory, which has a greater capacity
(several terabytes) than the GPU global memory (several gigabytes).
This storage disparity results in high communication overhead, as
most data must be fetched from the CPU main memory. Such a
characteristics makes GPU feature caching particularly useful, as it
reduces the data tra�c of fetching feature vectors from the CPU
main memory.

5 EXPERIMENTS
5.1 Experiemental Setup
5.1.1 Environment. We conduct our experiments on two CPU-
GPU platforms. Both platforms are equipped with the same CPU,
which is a two-socket Intel Xeon Gold 6326; the CPU and GPU
are connected via PCIe. Platform 1 consists of a high-end NVIDIA
A100 GPU with the Multi-Instance GPU (MIG) [29] technology
enabled. MIG is a technology that allows GPU resources to be
shared e�ciently on the cloud by partitioning the GPU intomultiple
instances. Such a setup is becoming increasingly important in real
life as data center GPUs like A100 are often shared by multiple
users. In addition, the MIG setup aligns with our protocol, which
aims to improve performance under scenarios with limited GPU
access. We adopt the 3g.20gb con�guration, which partitions the
A100 into two instances. Note that even with MIG enabled, A100
(3g.20gb) still o�ers superior peak performance compared with
the CPU platform (Table 1). Platform 2 consists of a workstation
NVIDIA RTX A5000 GPU. We list the detailed speci�cations of the
CPUs and GPUs used in our experiments in Table 1. We implement
our design using Python v3.8, PyTorch v2.0.1 with CUDA 11.7, and
Deep Graph Library (DGL) v1.1.2. To pro�le the CPU utilization
and memory bandwidth, we use the Intel VTune Pro�ler [28]; to
pro�le the GPU utilization, we use the NVIDIA SystemManagement
Interface (nvidia-smi) [25].

5.1.2 Sampler, GNN Models, and Datasets. To evaluate our sys-
tem, we use three large-scale datasets: Reddit [41], ogbn-products
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Table 1: Speci�cations of the platforms

Platforms CPU Platform 1 Platform 2

Devices Intel NVIDIA NVIDIA
Xeon 6326 A100 (3g.20gb) RTX A5000

Frequency 2.9 GHz 1405 MHz 2000 MHz
Peak Performance 537 GFLOPS 8.36 TFLOPS 27.8 TFLOPS
Last-level Cache 24 MB L3 20 MB L2 6 MB L2

Memory Bandwidth 171 GB/s 778 GB/s 768 GB/s

Table 2: Speci�cations of the datasets

Datasets Vertices Edges 50 5!

Reddit 232,965 11,606,919 602 41
ogbn-products 2,449,029 61,859,140 100 47
MAG240M 244,160,499 1,729,762,391 768 153

def train (...):
device = torch.device(�cuda�)
model = GNN (...).to(device)
loader = dgl.dataloading.DataLoader(

g,
train_idx.to(device),
dgl.dataloading.NeighborSampler (...) ,
device=device ,
use_uva=device.type == �cuda�)

opt = torch.optim.Adam (...)
for epoch in range(runs):

_train(loader , model , opt)
...

Listing 1: Single GPU training with DGL library

[8], and MAG240M [7]. We choose two widely-used GNN models:
GCN [10] and GraphSAGE [6]. To generate the mini-batches, we
choose two representative GNN sampling algorithms: the Neighbor
Sampler [6] and the ShaDow Sampler [40]. The Neighbor Sampler
constructs a three-layer model with a sampling size [15, 10, 5]; the
ShaDow sampler �rst produces a localized three-hop subgraph with
a sampling size [15, 10, 5] and then constructs a �ve-layer model
on the subgraph (i.e., !0 = 3, ! = 5; details in Section 2.2). The
hidden feature size is set to 128. We set the mini-batch size as 4096
for the Reddit and ogbn-products datasets, and set the mini-batch
size as 1024 for MAG240M; this is because the MAG240M input
feature size is larger than the other two datasets, and setting a batch
size of 4096 leads to an out-of-memory error. We list the details of
the three datasets in Table 2, which includes the number of nodes,
edges, and the feature size of the input 50 and output layer 5! .

5.2 System Implementation
Our protocol can be seamlessly incorporated into existing GNN
frameworks. In Listing 1, we show an example program that per-
forms GNN training on a single GPU platform using DGL. In List-
ing 2, we highlight the modi�cations to train with our Uni�ed
CPU-GPU training protocol. We only show an example using DGL
because the modi�cations are similar to incorporating our protocol
into PyG. The program modi�cations include (1) applying PyTorch

def train (...):

torch.distributed.init_process_group(�gloo�, ...)

device = get_device ()

model = GNN (...).to(device)

model = torch.DistributedDataParallel(model)

loader = dgl.dataloading.DataLoader(
g,

UnevenDDPIndices(train_idx.to(device)),

dgl.dataloading.NeighborSampler (...),
device=device ,
use_uva=device.type == �cuda�)

opt = torch.optim.Adam (...)

balancer = DynamicLoadBalancer ()

for epoch in range(runs):

profile = unified_train(balancer.config (),
_train , args=(loader , model , opt))

balancer.update(profile)

...

Listing 2: Uni�ed CPU-GPU Training with our protocol
⌅: newly added lines. ⌅: modi�ed lines

DistirbutedDataParallelwrapper to enable multi-process GNN
training, (2) applying the unified_trainwrapper to enable Uni�ed
CPU-GPU training, and (3) launching the Dynamic Load Balancer.
The Dynamic Load Balancer takes the runtime information as input,
and adjusts the workload distribution between CPU and GPU on
the �y. However, the native DataLoader in PyTorch [27] does not
support assigning di�erent numbers of mini-batches to CPUs and
GPUs, or dynamically adjusting the batch size during GNN training;
thus, we further develop a UnevenDDPIndices wrapper to support
the above features.

5.3 Overall Performance
In Table 3, we compare the performance of our work, which adopts
the Uni�ed CPU-GPU training protocol and the optimizations men-
tioned in Section 4, with the DGL baseline, which adopts the Stan-
dard GNN training protocol (details in Figure 1). The baseline de-
signs are obtained from the o�cial implementations of DGL 23. We
then make minor code changes to the baseline designs to enable the
Uni�ed CPU-GPU training; the code changes are shown in Section
5.2. We evaluate our protocol on two CPU-GPU platforms as de-
scribed in Section 5.1.1. On Platform 1, our protocol leads to up to
1.41⇥ speedup compared with the Standard GNN training protocol
that o�oads most of the workload to the GPU. On Platform 2, our
protocol leads to up to 1.26⇥ speedup compared with the Standard
GNN training protocol.

To understand the performance improvement of our protocol,
we show the training time breakdown in Figure 6 using MAG240M
on Platform 2 as an example. For the Neighbor Sampling setup, our
protocol leads to speedup primarily by reducing the CPU-GPU data
transfer overhead. For the ShaDow Sampling setup, our protocol
achieves speedup mainly by reducing the workload on the GPU to
reduce computation time. The main di�erence between these two
settings is that training with Neighbor Sampling is communication-
intensive while training with ShaDow Sampling is computation-
intensive. This discrepancy arises from the density of subgraphs
constructed by the two samplers: The ShaDow Sampler constructs
2https://github.com/dmlc/dgl/tree/master/examples/pytorch/ogb/ogbn-products
3https://github.com/dmlc/dgl/tree/master/examples/pytorch/ogb_lsc/MAG240M

https://github.com/dmlc/dgl/tree/master/examples/pytorch/ogb/ogbn-products
https://github.com/dmlc/dgl/tree/master/examples/pytorch/ogb_lsc/MAG240M
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Table 3: Epoch Time (sec) Comparison

Sampler Model Protocol Reddit Products MAG240M

Platform 1

Neighbor
GCN Standard 3.27 (1.00⇥) 5.20 (1.00⇥) 107.38 (1.00⇥)

Uni�ed 2.32 (1.41⇥) 3.95 (1.32⇥) 82.54 (1.30⇥)
GraphSAGE Standard 3.11 (1.00⇥) 4.94 (1.00⇥) 103.03 (1.00⇥)

Uni�ed 2.41 (1.29⇥) 3.85 (1.28⇥) 77.51 (1.33⇥)
A100 (3g.20gb)

ShaDow
GCN Standard 11.38 (1.00⇥) 41.50 (1.00⇥) 366.39 (1.00⇥)

Uni�ed 9.32 (1.22⇥) 34.30 (1.21⇥) 265.66 (1.38⇥)
GraphSAGE Standard 10.59 (1.00⇥) 40.62 (1.00⇥) 445.80 (1.00⇥)

Uni�ed 9.13 (1.16⇥) 35.76 (1.14⇥) 350.91 (1.27⇥)

Platform 2

Neighbor
GCN Standard 3.06 (1.00⇥) 4.88 (1.00⇥) 100.32 (1.00⇥)

Uni�ed 2.43 (1.26⇥) 4.08 (1.20⇥) 84.03 (1.19⇥)
GraphSAGE Standard 2.82 (1.00⇥) 4.47 (1.00⇥) 93.12 (1.00⇥)

Uni�ed 2.37 (1.19⇥) 3.78 (1.18⇥) 78.33 (1.19⇥)
A5000

ShaDow
GCN Standard 8.96 (1.00⇥) 34.88 (1.00⇥) 375.21 (1.00⇥)

Uni�ed 8.29 (1.08⇥) 32.56 (1.07⇥) 306.80 (1.22⇥)
GraphSAGE Standard 9.71 (1.00⇥) 37.34 (1.00⇥) 409.83 (1.00⇥)

Uni�ed 8.92 (1.09⇥) 34.18 (1.09⇥) 337.07 (1.22⇥)
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Figure 6: Epoch time breakdown

a localized subgraph for each node in a given mini-batch by induc-
ing (i.e., sampling all the edges between a node set) from K-Hop
neighboring nodes, whereas the Neighbor Sampler only samples
edges along the sampling path of each mini-batch. As a result, mini-
batches constructed by the ShaDow Sampler hold signi�cantly
more edges than the mini-batches constructed by the Neighbor
Sampler, which leads to higher computational complexity as the
computation of GNNs is correlated with the number of edges in the
mini-batch [42]. The experimental results show that our protocol
can accelerate both computation-intensive and communication-
intensive tasks, by reducing computation and data transfer time.
respectively. Additionally, as shown in Table 4, the Uni�ed CPU-
GPU protocol e�ectively improves resource utilization and memory
bandwidth compared with the Standard protocol. This is because
our protocol exploits CPU compute cores to execute GNN oper-
ations, and also overlaps the computation with communications
across multiple GNN training processes. To verify that our library
works on platforms with multiple GPUs, we also experiment with 2
A5000 GPUs. For such a platform where the GPUs are much faster
than the CPUs, the speedup of the uni�ed CPU-GPU protocol is
limited (1.00⇥ � 1.07⇥). This is because, after Dynamic Load Bal-
ancing, the CPU is only assigned a small portion of the workload,

Table 4: Utilization of CPU, GPU, and memory bandwidth

Sampler-Model Protocol CPU GPU Mem. BW

Neighbor-SAGE Standard 2.00% 25.50% 10.1 GB/sec
Uni�ed 25.10% 18.40% 21.2 GB/sec

Neighbor-GCN Standard 1.70% 28.40% 9.0 GB/sec
Uni�ed 25.50% 24.10% 17.1 GB/sec

ShaDow-SAGE Standard 2.54% 37.37% 12.2 GB/sec
Uni�ed 24.80% 31.05% 36.0 GB/sec

ShaDow-GCN Standard 2.34% 35.30% 15.2 GB/sec
Uni�ed 23.90% 31.70% 38.4 GB/sec

limiting the achievable speedup. Similarly, using the Uni�ed CPU-
GPU training protocol on the A100 (no MIG enabled), the speedup
is relatively limited compared with the Standard training protocol
(1.04⇥ � 1.19⇥). As mentioned in Section 1, our protocol is particu-
larly useful in scenarios with constrained GPU resources; therefore,
the limited speedup is expected when the GPU signi�cantly out-
performs the CPU.

5.4 Impact of Optimizations
We evaluate the e�ectiveness of the optimizations. We start from
the baseline design and gradually apply our optimizations to ob-
serve the performance improvements. Figure 7 shows the speedup
normalized with repect to the baseline design. We �rst use the Uni-
�ed CPU-GPU protocol, which uses the GNN Process Manager (see
Section 4.1) to assign workload to both the CPU and GPU platform,
and adjust workload assignment with a Static Load Balancer (see
Section 4.2). As mentioned in Section 4.2, static workload assign-
ment only works if the workload of each mini-batch is similar, such
as in the case of the ogbn-product dataset under the Neighbor Sam-
pling algorithm. For Reddit and MAG240M, the workload of each
mini-batch varies and so a static assignment cannot balance the
workload. This causes the CPU platform to bottleneck the system,
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Figure 7: Impact of optimizations

resulting in performance degradation. After applying the Dynamic
Load Balancer, which balances the workload based on the estimated
workload for each mini-batch, our system is able to achieve per-
formance improvement under various sampling algorithms, GNN
models, and datasets. Finally, we apply GPU feature caching, which
reduces the overhead of accessing the uni�ed shared memory, es-
pecially if there exist some frequently accessed nodes and edges in
the graph, for example, the Reddit and MAG240M datasets under
the Neighbor Sampling algorithm.

6 RELATEDWORK
6.1 Hybrid CPU-GPU Computation
Several works have proposed to utilize both CPU and GPU to per-
form parallel computing. CHC [11] exploits thread-level parallelism
across the CPU and the GPU. CHC achieves 1.42⇥ speedup on aver-
age compared with GPU-only baselines by utilizing the CPU cores
to execute CUDA kernels. FluidiCL [26] is a runtime system that
takes an OpenCL program as input, and executes the program with
both the CPU and the GPU. SKMD [12] proposes a single kernel
multiple device framework that exploits data parallelism across the
CPUs and the GPUs. CHC, FluidCL, and SKMD are general frame-
works that enable CPU-GPU computing for various applications.
However, in order to be generic, these frameworks only exploit
parallelism within a single kernel to ensure the semantics of the
executed program are preserved. As discussed in Section 5.4, for
GNN training, simply enabling CPU-GPU computing is not enough
as it is non-trivial to achieve load balancing between the CPU and
GPU. Therefore, domain-speci�c optimizations like Dynamic Load
Balancer is required to achieve performance improvment in terms
of the overall training time.

6.2 GNN Training on Heterogeneous Platforms
While most work on GNN training acceleration focus on using a
homogeneous platform (e.g., GPU-only, CPU-only) [3, 15], several
works have exploited [17–19, 39, 44] heterogeneous platforms such
as CPU-GPU or CPU-FPGA platforms to accelerate GNN training.
GraphACT [39] accelerates GNN training on a CPU-FPGA platform,

and DistDGL_v2 [44] accelerates GNN training on a CPU-GPU plat-
form. GraphACT and DistDGL_v2 only assign lightweight opera-
tions such as mini-batch sampling to the CPU. Thus, the CPU plat-
form remains under-utilized. HyScale-GNN [16] accelerates GNN
training on both CPU-GPU and CPU-FPGA platforms. It adopts the
message-passing model for data communication among the devices,
and the developer must explicitly handle numerous data transfers
among the CPUs and GPUs or FPGAs during GNN training. In
contrast, our library takes advantage of the shared memory feature
provided by state-of-the-art programming libraries, which reduces
programming e�orts by leaving the data transfer to the runtime. In
addition, HyScale-GNN is neither compatible with existing GNN
libraries nor open-sourced; this limits its useability.

7 CONCLUSION
In this work, we proposed a Uni�ed CPU-GPU training protocol for
GNN training. The protocol explores the potential of incorporating
CPU platform to improve GNN training performance. Such an
approach holds practical value in real-world applications, as CPU
platforms are becoming increasingly powerful, while GPU resources
often face limited availability due to high demand from many users
or other researchers. By exploiting the computation resources and
balancing the workload dynamically on both the CPUs and the
GPUs, our work achieves up to 1.41⇥ speedup compared with the
baseline design. While our protocol focused on CPU-GPU platforms
in this work, it can be generalized to other accelerators. For example,
state-of-the-art FPGAs also support Uni�ed Shared Memory (USM)
for data communication [9, 24], allowing it to be intergrated into
the Uni�ed training system. With USM, Dynamic Load Balancing
can be supported by collecting the GNN training time on the CPU
and the FPGA to determine the workload ratio, and using the USM
for mini-batch assignemnt. In the future, we plan to generalize our
work to support various types of accelerators, e.g., FPGA and TPU.
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