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Abstract

The ability to judge whether a caption correctly de-
scribes an image is a critical part of vision-language un-
derstanding. However, state-of-the-art models often mis-
interpret the correctness of fine-grained details, leading to
errors in outputs such as hallucinating objects in gener-
ated captions or poor compositional reasoning. In this
work, we explore Token-Level Confidence, or TLC, as a
simple yet surprisingly effective method to assess caption
correctness. Specifically, we fine-tune a vision-language
model on image captioning, input an image and proposed
caption to the model, and aggregate either algebraic or
learned token confidences over words or sequences to es-
timate image-caption consistency. Compared to sequence-
level scores from pretrained models, TLC with algebraic
confidence measures achieves a relative improvement in ac-
curacy by 10% on verb understanding in SVO-Probes and
more than doubles image and group scores for composi-
tional reasoning in Winoground. When training data are
available, a learned confidence estimator provides further
improved performance, reducing object hallucination rates
in MS COCO Captions by a relative 30% over the original
model and setting a new state-of-the-art.

1. Introduction

For vision-and-language models, grounding and the abil-
ity to assess the correctness of a caption with respect to an
image is critical for vision-language understanding. When
models have difficulties with these, the outputs can be er-
ror prone [45] or rely on biases [I,21]. State-of-the-art
models, like CLIP [42] or OFA [60], demonstrate impres-
sive capabilities in a variety of settings, in part, thanks to
these properties. While these models have had much suc-
cess, recent efforts for probing state-of-the-art models have
revealed some weaknesses in these areas. For instance, the
recent Winoground task [52] illustrates that these models,
including large-scale pre-trained ones, can struggle to cor-
rectly associate image-caption pairs when the captions have
differences in word order. Similarly, SVO-Probes [22] has
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Figure 1. Judging caption correctness is still a challenge for large-
scale models that operate at a sequence-level (e.g., with image-
text matching scores). For instance, these models may erroneously
assign high confidence to “A red bird is next to a blue berry” for
an image with the fine-grained difference of a blue bird next to a
red berry. We show that both algebraic and learned confidences
at a token-level from a finetuned image captioning model improve
fine-grained estimates of caption correctness.

shown that models can fail in situations that require un-
derstanding verbs compared to other parts of speech. The
observations from these probing tasks suggest that exist-
ing models have difficulties discerning fine-grained details
that can appear in multimodal data. This may hinder their
accuracy and reliability when used in real settings, which
presents significant issues in scenarios that require highly
correct outputs, such as assisting people with visual impair-
ments [20,65].

We conjecture that these weaknesses may be related
to the granularity with which models perform image-text
matching (ITM). As shown in Fig. 1, many existing models
often operate at a sequence-level, pooling the representa-
tions of the image and caption to assess whether the text
correctly describes the image. This pretext task relies on
sequence-level supervision and data with sufficient scale to
learn finer-grained concepts, such as the difference between
“a cat jumping over a box” and “a box with a cat inside”.
Typical generative image captioning methods, on the other
hand, generate words token-by-token and produce confi-
dences for each one. They are supervised at a token-level
rather than sequence-level, which may emphasize the con-
sistency of each token in a sequence more explicitly.
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Leveraging this observation, we explore Token-Level
Confidence, or TLC, for assessing image-caption correct-
ness. We input an image and proposed caption into a fine-
tuned captioning model, which produces a distribution over
the vocabulary at each time step. The base TLC method,
TLC-A, uses algebraic confidence measures (e.g., softmax
score) to compute confidence for a given token. To produce
a single score for image-caption correctness, we either ag-
gregate token confidences over the sequence (e.g., by taking
the average value), or over particular words, such as verbs
or objects. Next, we further investigate whether learned
confidences can outperform algebraic ones. We propose a
Learned confidence estimator, TLC-L, for use in the cap-
tion generation setting where training data is available. We
use existing annotations to model the likelihood that a pre-
dicted token matches reference tokens, and an additional
validation set to calibrate our estimated confidence to ac-
tual correct and incorrect concepts. Using TLC-L to re-rank
candidate captions, we reduce hallucination rates in the final
output captions.

Both TLC-A and TLC-L are simple to implement and
can be applied on top of any autoregressive image cap-
tioning model with an encoder and decoder, an archi-
tecture found to scale well with data and multimodal
tasks [9, 58,59, 64]. In this work, we demonstrate the ef-
fectiveness of token-level confidence across multiple model
sizes of OFA [59], a recent Transformer-based model [55]
with strong performance on many vision-language tasks.
On the challenging Winoground [52] benchmark evaluat-
ing compositional reasoning, we show that TLC-A more
than doubles accuracy over pretrained ITM scores, e.g.,
from 10.25% to 27% on image score (Sec. 4.2). TLC-A
also outperforms ITM on a fine-grained verb understanding
task [22] by a relative 10% (Sec. 4.3). When using TLC-L
to re-rank candidate captions on MS COCO [§&], we achieve
a 30% relative reduction in object hallucination rate over
the original captions and set a new state-of-the-art on a hal-
lucination benchmark [45] (Sec. 4.4). These results demon-
strate that token-level confidence, whether algebraic (TLC-
A) or learned (TLC-L) are a powerful yet simple resource
for improving multimodal reliability.

2. Related Work

Caption correctness. One of the desired properties of a
good caption is correctness, i.e., being faithful to an im-
age. [22,41,52] propose benchmarks to probe for sensi-
tivity to hard negatives of different types, such as compo-
sitional reasoning or action understanding. We use prob-
ing benchmarks in our work to demonstrate the effective-
ness of TLC-A. Within caption generation, [45] notes that
in practice, image captioning models suffer from object hal-
lucination [45], driven by visual misclassification and over-
reliance on language priors. Several recent works addressed
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the issue of object hallucination [7, 34], in some cases rely-
ing on causal inference-based approaches [35, 68, 69]. [12]
propose a pretraining loss to reduce object hallucination; in
our work, we reduce hallucinations without retraining the
captioning model. Other recent works pose a slightly dis-
tinct problem of correcting errors in a caption provided for
a given image (i.e., not as part of the caption generation
process) [46,47,63]. Some works propose caption decod-
ing methods to target criteria such as correctness [3, 15,66].
However, the original formulation of beam search remains
the dominant decoding method used in modern multimodal
architectures [9,30,59,62]. We apply our approach on top of
captions generated with beam search and demonstrate that
simply re-ranking beams based on token confidences can
reduce hallucinations.

Correctness estimation in language models. Similar is-
sues around correctness and hallucination are also relevant
for many language-only tasks that require autoregressive
prediction. Hallucination in particular has been studied for
tasks like abstractive summarization [37], e.g., one work
performs token-level hallucination detection [73]. A num-
ber of works study model uncertainty and aim to improve
model calibration for machine translation [16, 18, 61], dia-
log [38], question answering [72] and spoken language un-
derstanding [49], to name a few tasks. While our focus on
image captioning is similarly a conditional generation task,
estimating confidence in the multimodal setting can be chal-
lenging as errors are driven by factors from both modali-
ties [65].

Image captioning. Image captioning has seen signif-
icant progress since the arrival of deep learning as a
dominant methodology [5, 14, 26, 27, 44, 57]. In recent
years Transformer-based architectures have gained partic-
ular prominence [11,30,32,48,71,74]. Many papers take
the approach of pretraining large vision-and-language mod-
els and then adapting them to downstream tasks, including
captioning [3 1, 64]. Recent efforts focus on further scaling
these pretraining-based methods [2, 1 1,25,58,70,74], while
many also aim to unify multiple vision-and-language tasks
during pretraining [9, 10,59, 62]. Despite steady improve-
ments in image caption quality over the past years, even the
best models still make mistakes. Here, we study the relia-
bility of vision-language models, with the goal of assessing
caption correctness.

Reliability in multimodal models. With the adoption
of Large Language/Vision/Vision-and-Language Models
(LLMs, LVMs, LVLMs), it is increasingly important to
study their limitations and outline expectations regarding
their reliability. One of the first efforts in doing that for
LLMs and LVMs (unimodally) is [53], whose broad defi-
nition of reliability includes aspects from modeling uncer-
tainty to robust generalization and adaptation. A recent
work in multimodal learning outlines reliability of visual
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question answering [65], defining it as a model’s ability to
ensure a low risk of error by means of abstaining from an-
swering. In our work, we approach reliability by improving
assessments of caption correctness, and incorporating these
estimates to reduce rates of error in generated captions.

3. TLC: Token-Level Confidence for Caption
Correctness

Overview. Given an image and a caption, TLC produces a
confidence score for each token and aggregates these scores
to produce an estimate of caption correctness, i.e., semantic
consistency with the image. First, we describe two forms
of confidences: algebraic (TLC-A, Sec. 3.1) and learned
(TLC-L, Sec. 3.2). Next, in Sec. 3.3, we describe how to
combine token confidences to measure caption correctness
and use token confidences to re-rank captions during gener-
ation. In our experiments, we will then verify TLC-A pri-
marily on out-of-domain probing benchmarks (Sections 4.2
and 4.3). We then evaluate TLC-L in a setting where in-
domain training data is available (Sec. 4.4).

Preliminaries. Let f,,. be a vision-language model pre-
trained on a large multimodal dataset, and f.,, be a model
initialized with f,,. and subsequently finetuned for autore-
gressive image captioning. Given an image z, a caption
consists of a sequence of n tokens t1.,, describing the im-
age. At each decoding time step k € {1...n}, feqp pro-
duces a distribution of token likelihoods z;, € RIY! for a
vocabulary V/, conditioned on previous outputs z7.;_1. Au-
toregressive captioning models are typically trained with a
token-level cross-entropy loss on 2, often followed by self-
critical sequence training [44]. Decoding methods such as
sampling or beam search can then be used to select tokens
at inference time, typically aiming to maximize the image-
conditional sequence likelihood.

3.1. TLC-A: Algebraic Confidences

A simple method for measuring token-level confidence
is to use an algebraic function of the distribution zj, di-
rectly, such as taking the logit or softmax value at the
selected token index. We refer to token confidences de-
rived from algebraic functions of Zj as TLC-Algebraic, or
TLC-A. Prior works find simple measures such as soft-
max to be unreliable in both vision and vision-language
“one-of-K” classification tasks [19, 65]. In contrast, we
find that softmax scores from autoregressively-generated to-
kens perform surprisingly well, even on data that is out-of-
distribution from the image captioning training set used by
feap- This is aligned with findings in the language-only set-
ting [13,51,54], suggesting that token-level language mod-
eling may be key for reliable confidence measures.
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3.2. TLC-L: Learned Domain-Specific Confidences

Although we observe that TLC-A performs well on eval-
uation benchmarks out-of-distribution from the image cap-
tioning training data (Sections 4.2 and 4.3), we would
like to see whether learning a confidence estimator on in-
distribution training data could improve estimates of cor-
rectness, similar to [65]. However, we do not have direct
supervision to measure the correctness of a specific token
in an arbitrary predicted caption with an image, aside from
human evaluation. Instead, we leverage existing reference
captions to learn a binary classification task, measuring
whether a predicted token matches one or more reference
tokens at the same time step. Fig. 2 presents an overview of
this method, which we refer to as TLC-Learned, or TLC-L.
Forming the training set. We use a frozen f.,, and held-
out dataset X" to train a confidence estimator g. In practice,
we use the fcq, validation set. For each image in X', we
select one of its reference captions t1.,, and a random time
step k within it. We first input the prefix t1.;,—1 into the fe,p
decoder to predict the next token ;. We assign a binary la-
bel ¢ to i: ¢ = 1 if it matches tj, or any token at £ from
other references with the same prefix, else ¢ = 0. For exam-
ple, in Fig. 2, if ¢}, is “sleeping”, then “asleep” and “laying”
are also considered correct due to sharing the same prefix
“a dog”. 1), “standing” is thus labeled as incorrect. These
labels provide a noisy yet effective proxy for image consis-
tency. At each epoch, we re-sample a reference caption and
a time step k for each image in order to leverage all avail-
able ground-truth tokens.

Training a confidence estimator. The output of ¢ is a
scalar ¢, trained with binary cross-entropy loss with ¢ as
supervision. As input, g receives image features from the
model, such as those output by an encoder. It also receives
token-level features from the decoder (e.g., just before de-
coder features are projected into the vocabulary space). We
find that including the reference postfix, or tj1.p, in addi-
tion to the prefix ¢;.;, and predicted token ty improves the
confidence estimation. We pass the encoder features and
position-encoded decoder sequence into a Transformer en-
coder [55], and pass the output embedding of token #;, into
a small feed-forward network to produce ¢. We provide de-
tails on our specific choice of architecture in Sec. 4.1. At
inference time, we run our confidence estimator once per
time step within a predicted caption t1om.

A bidirectional confidence. We use the full caption context
as input when supervising confidence for a single token .
Due to self-attention in the Transformer encoder within g,
the final prediction ¢ represents a bidirectional confidence
estimate, in contrast to the original autoregressive token
predictions. This enables a useful combination: generat-
ing tokens autoregressively scales well with data and model
size [9, 59], whereas estimating token confidence bidirec-
tionally uses future context to inform correctness.
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Figure 2. TLC-L: A framework to learn token-level confidence for an autoregressive encoder-decoder captioning model. We first use the
captioning model to predict the next token (e.g., “standing”) after a partial reference caption (e.g., “a dog”), shown in the bottom left. We
input this sequence along with the image and the rest of the reference caption to the model to get corresponding embeddings, which are the

inputs to our confidence estimator. We supervise correctness with a binary classification task: whether or not the predicted token matched

any reference token at the same time step with the same prefix.

3.3. From Confidence to Caption Correctness

3.3.1 Combining Confidences

In practice, we would like to measure correctness over an
entire caption or particular span, such as a word or phrase.
To obtain such a score from token-level confidences, we can
simply aggregate the confidences over a specific span of to-
kens 1;.; or the full sequence %;.,, by taking, e.g., the mini-
mum or average confidence value. We exclude the end-of-
sentence (EOS) token, as its confidence is often poorly cal-
ibrated relative to previous tokens [28]. In our experiments,
we compare correctness between image-caption pairs by ag-
gregating over the full sequence (Sec. 4.2) or specific words
(Sections 4.3 and 4.4).

3.3.2 Confidence During Caption Generation

We can use token-level confidences to not only estimate cor-
rectness between an image and an existing caption but also
between a proposed caption candidate during generation.
By re-ranking candidates relative to estimated correctness,
we can reduce errors in the final selected captions.

When generating a caption, it is common to first predict a
set of B candidate captions using an autoregressive decod-
ing method such as beam search. Initially, the beams are
ranked according to their cumulative token log likelihoods
from the captioning model. However, token likelihood can
fail to rank captions that are fully correct above those that
contain an error. For example, a fluent and detailed sentence
with a single-word hallucination may rank above a simpler,
yet correct, caption. This is observed in [45], where cap-
tions with higher CIDEr [56] could also have higher hallu-
cination rates.

To alleviate this, we first define a set of words or concepts
S that we estimate correctness for. For example, in our ex-
periments, we consider only the tokens that correspond to
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MS COCO [8] object categories, as we have annotations
for their correctness during validation and evaluation. Be-
ginning from the highest-likelihood beam, we estimate con-
fidence ¢ for each set of words in S that appear in the beam
(e.g., each MS COCO object that is mentioned). If any ¢ are
less than a threshold v, we reject the beam, and continue to
the next one until we reach a beam where all relevant to-
kens are predicted to be correct (¢ > 7), or where there are
no tokens from S. If none of the beams satisfy these crite-
ria, we output the original (highest-likelihood) caption. In
that setting, we could alternatively choose to abstain from
providing a caption in order to avoid misleading a user, sim-
ilar to [65]. However, we instead choose the original cap-
tion in our experiments to simplify the comparison between
methods. We choose the threshold + on a validation set to
maximize the recall of non-hallucinated objects at 99% pre-
cision.

4. Experiments

After discussing the experimental setup (Sec. 4.1), we
demonstrate the effectiveness of TLC-A for identifying cor-
rect image-caption pairs that test understanding of compo-
sitionality (Sec. 4.2) and verbs (Sec. 4.3). We then evaluate
both TLC-A and TLC-L on reducing object hallucinations
in generated captions (Sec. 4.4).

4.1. Experimental Setup

As a captioning model, we choose to experiment with
OFA [59], a recent open-source sequence-to-sequence mul-
timodal transformer that achieves state-of-the-art caption-
ing performance. OFA has a simple encoder-decoder archi-
tecture designed to unify multimodal tasks conditioned on
an image and specific input instruction (e.g., “What does the
image describe?” prompts the model to output a sequence
of tokens for captioning). We use the official implemen-
tation and checkpoints (fpre) for OFALyee, OFApge, and
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Model Conf. Text Image Group
MTurk Human [52] - 89.50 88.50 85.50
Random Chance [52] - 25.00 25.00 16.67
UNITERLurge [52] IT™ 38.00 14.00 10.50
VinVL [52] I™ 37.75 17.75 14.50
CACRgse [39] CACR 39.25 17.75 14.25
TAIS arge [39] IAIS 42.50 19.75 16.00
IT™M 30.75 10.25 7.25
OFALyrge TLC-A 29.25 27.00 17.50
(A) (=1.5) (+16.75) (+10.25)
IT™M 26.75 10.75 6.50
OFAgase TLC-A 24.50 23.50 13.75
(A) (=2.25) (+1275)  (+7.25)
IT™M 22.75 7.75 4.50
OFAriny TLC-A 16.50 15.75 6.75
(A) (—6.25)  (+8.00)  (+2.25)
Table 1. Accuracy on text, image, and group score for the

Winoground evaluation dataset [52]. Citations indicate where

scores are reported.

OFAr;,y, pretrained on a dataset with 20M publicly avail-
able image-text pairs. As image-text matching was included
as a task in OFA pretraining, we use I'TM in our results to
denote the image-text matching score from f},,.. For fcqp,
we finetune each scale of OFA model on MS COCO Cap-
tions [8], which has about 80k training images. We split
the validation set of 40k images into three parts for train-
ing, validation, and testing of g, following [65]. Additional
dataset details are in Appendix E.

For TLC-A, we use the softmax score at the selected to-
ken index. We experiment with several other choices of
algebraic function and report results in Appendix C. For
TLC-L, as input to the learned confidence estimator g, we
use multimodal image and instruction features output from
the OFA encoder, as well as token embeddings from the de-
coder just before they are projected onto the logit space by
a linear layer. g itself is a 4-layer Transformer encoder [55],
followed by a 2-layer MLP. Additional details are in Ap-
pendix F.

4.2. Correctness Around Compositional Reasoning

First, we assess the ability of TLC-A to select corre-
sponding image-caption pairs. We use Winoground [52],
a dataset curated to test the compositionality of vision-
language models. Each of the 400 examples contains two
image-caption pairs (Iy, C) and (11, C4). Captions Cy and
C7 contain the same words and/or morphemes, yet differ
in order; for example, “there is a mug in some grass” and
“there is some grass in a mug”. There are three evaluations
per example: text score (given an image, select the correct
caption), image score (given a caption, select the correct
image), and group score (all text and image scores for an

Confidence Model

OFALarge OFABase OFATiny
I™ 81.23 78.44 65.25
TLC-A 89.47 89.64 81.34
(A) (+8.24) (+11.20) (+16.09)

Table 2. Image-caption matching accuracy for verb understanding
with a subset of SVO-Probes [22]. TLC-A uses token-level soft-
max scores aggregated over the verb in each example.

example must be correct). A pairing is considered correct
if the image-caption matching score for the correct pair is
greater than that of the incorrect pair (i.e., cpos > cNEG)-
[52] find that the task is surprisingly difficult, with all mod-
els they test performing below random chance for image
and group score.

As correctness estimates, [52] use image-text matching

scores (ITM) from a range of pretrained vision-language
models. Other works [39,43] design training losses specif-
ically targeting relation alignment. Using TLC-A, we pro-
duce a correctness estimate ¢ by simply averaging token-
level softmax scores for each proposed image-caption pair.
We present results in Tab. 1.
TLC-A outperforms ITM in image and group scores by
over 2x. Compared to I'TM across OFA model sizes, TLC-
A more than doubles the image and group scores in all
but one case (OFAr;,, group). Despite its simplicity, with
no additional training beyond standard image captioning,
TLC-A also outperforms IAIS in image and group scores
(proposed in [43]), a training method optimized for multi-
modal attention alignment.

4.3. Correctness Around Verb Understanding

Next, we consider caption correctness when aggregat-
ing token confidences over a single word, rather than over
a full sequence as in Sec. 4.2. To evaluate this, we use
SVO-Probes, a dataset designed by Hendricks and Ne-
matzadeh [22] to test the verb understanding of vision-
language transformers. Each example contains an image
and a caption describing a (subject, verb, object) relation
in the scene. It also contains a negative image, where only
one part of the relation is different, such as (person, swim,
water) and (person, walk, water). We use a publicly avail-
able subset of about 6,500 examples for verb understanding,
and use a parser [24] to annotate the location of the verb in
each caption. We aggregate token confidences over the verb
tokens for TLC-A. Tab. 2 presents image-caption accuracy,
where a score is 1 if the confidence is greater for the correct
image (again, if cpos > cNEq)-

TLC-A outperforms image-text matching scores.
From Tab. 2, we see that TLC-A reaches higher image-
caption matching accuracy compared to the ITM scores
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from pretrained models, across a range of model sizes
(e.g., 8.24% and 11.20% improvement for OFA . and
OFAg,s respectively). Therefore, when localized word or
token positions are available, they can be leveraged for a
finer-grained matching score than ITM operating on the
full sequence.

4.4. Reducing Object Hallucinations

We now test our approach from Sec. 3.3.2, where we
select a caption from a set of candidates to lower the like-
lihood of error. We also evaluate learned confidences from
TLC-L, now that we can use domain-specific training data
for g with the image captioning validation set.

Prior work [45] provides a framework for measuring ob-
ject hallucination on MS COCO, comparing objects men-
tioned in references with those in a prediction. We add
part-of-speech taggers [6, 24] to exclude predicted words
that are not nouns; however, when comparing directly to
prior work, we use the original implementation. We report
standard captioning metrics [4, 56] as well as hallucination
metrics CHAIRs and CHAIRIi (or CHs and CHi) from [45]:

# captions with > 1 hallucination

CHAIR, = (1)

# captions

CHAIR; = # objects hallucinated

@

# objects mentioned

We also report several caption diversity measures [50,67]
to examine whether captions with lower hallucination rates
reduce caption diversity: Vocab Size measures unique uni-
grams across predictions, % Novel measures the percentage
of generated captions which do not appear in the training set
annotations, Div-2 measures the ratio of unique bigrams to
the number of generated words, and Re-4 measures the rep-
etition of four-grams. Other prior work proposes a polling-
based approach to measure object hallucination [33]; how-
ever, we do not include this here as it evaluates a model via
question-answering rather than evaluating a specific gener-
ated caption.

We show results from the following methods. Stan-
dard uses the original top caption from f,,. ITM uses
fpre to re-rank the B candidate captions from Standard
based on their image-text matching score, and selects the
highest-ranked caption as output. TLC-A and TLC-L use
the respective algebraic or learned confidences over the
MS COCO object words to re-rank captions as described
in Sec. 3.3.2. We find a threshold ~ for TLC-A and TLC-L
on the validation set (see Appendix A for details). We use
a large beam size for all methods (B = 25) to observe the
behavior of our caption selection method when given many
possible candidates.

Learned confidences lead to the least hallucinations.
From Tab. 3, we can see that both TLC-A and TLC-L

Model Confidence Hallucination Quality
CHs(}) CHi(}) CIDEr (1) SPICE (1)
Standard 2.79 1.78 144.4 25.8
OFA, IT™ 2.57 1.76 126.5 244
aree TLC-A 1.81 1.24 140.7 255
TLC-L 1.74 1.17 141.8 25.4
Standard 3.78 2.39 142.9 25.6
OFAp,. IT™ 3.22 2.15 127.1 243
e TLC-A 247 1.75 137.5 252
TLC-L 2.05 1.48 137.5 249
Standard 11.01 7.23 117.4 21.7
OFA~ IT™ 9.42 6.51 106.6 20.6
Tiny TLC-A 9.87 6.86 115.8 21.5
TLC-L 8.79 6.43 113.9 21.3

Table 3. Hallucination rates and captioning metrics on our test set
when generating captions with a beam size of 25.

lower the CHs and CHi hallucination rates across all model
sizes compared to the original (Standard) captions. TLC-L
reaches the lowest rates in each case; for example, it lowers
CHs and CHi for OFA[ 4 by a relative 37.6% and 34.3%
respectively. Using ITM scores slightly lessens hallucina-
tion rates over Standard, yet at the cost of large degradation
in CIDEr and SPICE, and underperforms TLC in all met-
rics. In Tab. 5, we further evaluate hallucination rates on the
subset of images where the top beam from Standard was not
selected by TLC-L with OFA{ 4.~ in other words, samples
where using TLC-L made a difference. This occurred in al-
most a quarter of the captions. Standard hallucination rates
are much higher on this subset (e.g., 6.78% CHs), whereas
TLC-L reduces this by at least half.

Standard metrics overlook hallucinations. CIDEr and
SPICE decrease across all TLC approaches, despite having
dramatic reductions in hallucination rates. This effect was
also observed in prior works [12,45], which describe how
standard metrics can often fail to penalize hallucinations.
For instance, the majority of a sentence might overlap with
areference caption, yet still, misclassify an object. [36] nev-
ertheless find that some visually-impaired users of caption-
ing systems prefer correctness above possibly-wrong detail,
motivating the drive for low hallucination rates.

TLC improves caption diversity. From Tab. 4, our
method achieves better diversity performance across all
model sizes. For instance, TLC-A increases bigram unique-
ness score Div-2 and decreases the repetition measure Re-
4. Incorporating confidence into caption selection may help
overcome language priors, where co-occurrence statistics
from training influence token likelihoods. Diversity can im-
prove as a result, where captions are driven more by consis-
tency with the image rather than language. For example, the
top center sample in Fig. 3 shows the baseline hallucinat-
ing a “metal chair”, compared to the correct yet uncommon
words “wrought iron fence” described by TLC-L.

TLC-L generalizes beyond beam search. We test TLC-L
with nucleus sampling [23] instead of beam search to gen-
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Baseline (b=1)
A rear view mirror on the side
of alcar

TLC-L (b=2)
A rear view mirror on the side
of a vehicle

Baseline (b=1)
A blender with chopped
apples in it on a table

TLC-L (b=11)

A blender filled with fruit on a
table

Baseline (b=1)
B Alarge pile of luggage on a
-« cruise ship

TLC-L (b=2)
A large pile of luggage sitting
in a room

Baseline (b=1)
A black bird sitting on a metal

4 chair

TLC-L (b=5)
A black bird sitting on a
wrought iron fence.

Baseline (b=1)

| A brown and white cow

standing next to a person

TLC-L (b=5)
A brown and white cow
looking at the ground

i Baseline (b=1)

A person cutting a sandwich
with a pair of scissors

TLC-L (b=2)
A person cutting a sandwich
with a knife

3 Baseline (b=1)

A plate with a sandwich and a
salad on a table

TLC-L (b=2)
A white plate topped with a
sandwich and a salad

Baseline (b=1)

A hot dog in a paper
container on a table
TLC-L (b=25)

A hot dog covered in toppings
in a paper tray

Baseline (b=1)

A parking meter with a
drawing of a person on it

TLC-L (b=4)
A parking meter with a
drawing on it

Figure 3. Qualitative examples from our test set in which TLC-L avoided hallucinations in the original (Baseline) captions. In the rightmost
column, we show cases where the MS COCO object annotations did not exhaustively include all objects present. Captions are generated

with OFApuge and a beam size of 25, and (b = 4) refers to the index ¢ of the beam as ranked by the Baseline.

Vocab % Novel Div-2 Re-4
Size (1) 1) ) ()

Std. 2822 771.07 697 66.34
OFALye. TLC-A 2980 7897 737 64.74
TLC-L 2915 7170  7.13  65.54

Std. 2272 75.43 5.68 71.14
OFAgs,e  TLC-A 2453 7849  6.13 69.28
TLC-L 2452 77.53  6.03 69.76

Std. 1130 7480 273 83.29
OFATiny TLC-A 1211 75.71 291 82.68
TLC-L 1243 77.05  3.01 82.12

Model Conf.

Table 4. Caption diversity metrics, evaluated on our test set.

Subset #1  Method CHs(]) CHi(])

Standard 2.79 1.78
TLC-L 1.74 1.17

Standard 6.78 3.22
TLC-L 2.81 1.61

Full test set 20,252

TLC-L,b>1 5,401

Table 5. Top: Results on the full test set reported in Tab. 3. Bot-
tom: Hallucination rates on a subset of images where TLC-L did
not choose the top beam. # I denotes the number of images in
each set. Results are shown for OFA[ yge.

erate captions. We sample 25 candidates with a top-p of
0.6, and apply the same re-ranking procedure for TLC-L as
in Sec. 3.3.2. In Tab. 6, we find a similar trend to experi-
ments with beam search: TLC-L lowers hallucination rates,
with a decrease in standard captioning metrics.

Qualitative analysis. We show several qualitative exam-

Confidence CHs () CHi({) CIDEr (1) SPICE (1)

Standard 3.00 1.89 1424 25.8
TLC-L 2.03 1.37 138.6 25.3

Table 6. Generating B = 25 candidates with nucleus sampling
(top-p: 0.6), using OFAarge.

ples in Fig. 3. In the left column, we see two cases where
TLC-L “backed-off” to a more general concept, whereas the
baseline was specific, yet the image did not contain enough
information to determine whether the specificity was indeed
correct (e.g., “car” vs. “vehicle” and “apples” vs. “fruit”).
A prior work [17] explicitly optimized for this hierarchi-
cal generalization of unknown concepts, whereas here it
emerges when considering confidence. TLC-L also avoids
misclassification errors, such as “person” or “scissors” in
the middle column. On the right column, we show cases in-
fluenced by incomplete object annotations. For example,
the reference segmentations and captions might overlook
the object “table”. TLC-L rejects captions that mention “ta-
ble” in some of these cases, reflecting its training objective
where correctness was judged based on faithfulness to the
reference distribution. We include additional examples, in-
cluding several failure cases, in Appendix D.

Improving the captioning model improves TLC-A. In
Tab. 8, we test TLC when augmenting the OFA . train-
ing set with the training data for g. Both Standard-Aug and
TLC-A-Aug outperform their non-augmented counterparts,
with TLC-A-Aug reaching the lowest hallucination rates.
Unsurprisingly, training TLC-L-Aug on the Standard-Aug
training set overfits. When keeping the captioning model
frozen, TLC-L remains the most effective.
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Reported in Method Beam XE Loss SC Loss

Size | B@4 S M C CHs(l) CHi()) | B@4 S M C CHs() CHi()
[69] CVPR 2021  Transformer unk - - - - - - | 386 220 285 1285 12.1 8.1
[691 CVPR 2021  Transformer+CATT | unk - - - - - - | 394 228 293 1317 9.7 6.5
[68] PAMI 2021  UD-DICvV1.0 5 - - - - - - | 387 219 284 1282 10.2 6.7
[71WACV 2022 UD-L no 344 207 273 1127 6.4 4.1 | 377 221 28.6 1247 59 3.7
[71 WACV 2022 UD-L + Occ no 339 203 27.0 110.7 59 38 | 37.7 222 287 1252 5.8 3.7
[35]CVPR 2022 CIICq 3 37.3 215 285 119.0 5.3 3.6 | 402 232 295 1331 7.7 4.5
[34] CVPR 2022 COS-Net 3 39.1 227 297 1274 4.7 32| 420 246 306 141.1 6.8 42
This work OFA [ 4rgc [59] 5 41.8 244 313 1407 3.1 20| 423 255 31.6 1450 3.1 2.0
This work OFA e + TLC-L 5 412 241 309 1384 *2.0 *1.4 | 420 252 314 1438 2.3 1.5

Table 7. Comparison to prior work for hallucination in image captioning on the MS COCO Karpathy test split. Although we add a noun
parser for our results in Tables 3, 4, 5, and 6, we remove this step here and use the original evaluation provided by [45] to be consistent
with prior work. We show captioning metrics B@4 (BLEU [40]), S (SPICE [4]), M (METEOR [29]), and C (CIDEr [56]). * indicates

state-of-the-art for hallucination rates.

Confidence Train set CHs CHi C S
feap g » G m m
Standard Train - 279 178 1444 25.8
TLC-A Train - 1.81 1.24 140.7 255
TLC-L Train Val 1.74 1.17 1418 254
Standard-Aug Train + Val - 220 1.38 1533 26.7
TLC-A-Aug Train + Val - 149 1.00 1498 26.2
TLC-L-Aug Train + Val ~ Train + Val 202 128 1527 26.6

Table 8. Results when augmenting the OFA[ 4 train set with vali-
dation data (“-Aug”). TLC-L-Aug thus overfits confidence to data
the captioning model was already trained on.

TLC-L with OFAy,.g sets a new state-of-the-art. We
compare to previous results on MS COCO object hallucina-
tion in Tab. 7. We re-train our captioning models and confi-
dence estimators on a dataset split that does not overlap with
the Karpathy test split used for evaluation [27]. [45] show
that training with a self-critical (SC) loss after training with
cross-entropy (XE) [44] can improve captioning metrics,
yet worsen hallucination rates compared to training with XE
alone. We find that the baseline OFAy 4. has similar hallu-
cination rates for XE and SC, yet TLC-L indeed produces
the least hallucinations on top of the XE model. This sets
a new state-of-the-art of 2.0% and 1.4% for CHs and CHi
respectively. Notably, TLC-L reduces hallucination without
requiring any architecture changes to its captioning model,
in contrast to the recent COS-Net, where specific modules
were introduced to capture image semantics.

5. Discussion and Limitations

While TLC-L provides effective confidence estimates for
caption generation, it requires domain-specific training data
for learning a confidence estimator from scratch on top of
captioning model features. TLC-A, on the other hand, uses
the captioning model outputs directly, which leverages gen-
eralization ability from large-scale pretraining. Thus, TLC-

A can be effectively applied in settings where in-domain
training data for captioning is not available. To combine
these advantages, future research could explore unsuper-
vised methods for learning correctness. Additionally, we
use algebraic confidence estimates from uncalibrated out-
put distributions, where output probabilities do not neces-
sarily match actual probabilities of correctness. Potential
future work may apply calibration methods to token-level
confidence for improving caption correctness.

6. Conclusion

In this work, we have explored a simple method using
Token-Level Confidence (TLC) for determining whether
a caption correctly describes an image, a critical part of
vision-language understanding. We find that judging cap-
tion correctness at a finer granularity than existing ap-
proaches leads to improvements in several settings, such
as evaluating compositional reasoning with image-caption
pairs or reducing object hallucinations in generated cap-
tions. To do so, TLC uses a vision-language model fine-
tuned on image captioning to produce token confidences,
and then aggregates either algebraic (TLC-A) or learned to-
ken confidences (TLC-L) over words or sequences to esti-
mate image-caption consistency. Increasing the confidence
granularity with TLC-A raises image and group scores over
ITM on Winoground [52] by over 2x, and improves accu-
racy in verb understanding on SVO-Probes [22] by a rel-
ative 10%. When training data are available to learn and
calibrate confidences with TLC-L, we reduce object hallu-
cination rates on COCO Captions by a relative 30%, setting
a new state-of-the-art. Overall, our results demonstrate that
token-level confidence, whether algebraic or learned, can be
a powerful yet simple resource for reducing errors in cap-
tioning output and assessing image-caption consistency.
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