Human-Computer . .
Interaction - International Journal of Human-Computer Interaction

ISSN: (Print) (Online) Journal homepage: www.tandfonline.com/journals/hihc20

©

Taylor & Francis

Taylor & Francis Group

“It is Luring You to Click on the Link With False
Advertising” - Mental Models of Clickbait and
Its Impact on User’s Perceptions and Behavior
Towards Clickbait Warnings

Ankit Shrestha, Arezou Behfar & Mahdi Nasrullah Al-Ameen

To cite this article: Ankit Shrestha, Arezou Behfar & Mahdi Nasrullah Al-Ameen (08 Mar 2024):
“Itis Luring You to Click on the Link With False Advertising” - Mental Models of Clickbait and Its
Impact on User's Perceptions and Behavior Towards Clickbait Warnings, International Journal
of Human-Computer Interaction, DOI: 10.1080/10447318.2024.2323248

To link to this article: https://doi.org/10.1080/10447318.2024.2323248

ﬁ Published online: 08 Mar 2024.

\]
[:J/ Submit your article to this journal &

||I| Article views: 217

A
h View related articles &'

@ View Crossmark data &'
CrossMark

Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journallnformation?journalCode=hihc20


https://www.tandfonline.com/action/journalInformation?journalCode=hihc20
https://www.tandfonline.com/journals/hihc20?src=pdf
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/10447318.2024.2323248
https://doi.org/10.1080/10447318.2024.2323248
https://www.tandfonline.com/action/authorSubmission?journalCode=hihc20&show=instructions&src=pdf
https://www.tandfonline.com/action/authorSubmission?journalCode=hihc20&show=instructions&src=pdf
https://www.tandfonline.com/doi/mlt/10.1080/10447318.2024.2323248?src=pdf
https://www.tandfonline.com/doi/mlt/10.1080/10447318.2024.2323248?src=pdf
http://crossmark.crossref.org/dialog/?doi=10.1080/10447318.2024.2323248&domain=pdf&date_stamp=08 Mar 2024
http://crossmark.crossref.org/dialog/?doi=10.1080/10447318.2024.2323248&domain=pdf&date_stamp=08 Mar 2024

INTERNATIONAL JOURNAL OF HUMAN-COMPUTER INTERACTION
https://doi.org/10.1080/10447318.2024.2323248

Taylor & Francis

Taylor & Francis Group

©)

W) Check for updates

“It is Luring You to Click on the Link With False Advertising” - Mental Models of
Clickbait and Its Impact on User’s Perceptions and Behavior Towards Clickbait

Warnings

Ankit Shrestha @), Arezou Behfar

Department of Computer Science, Utah State University, Logan, UT, USA

, and Mahdi Nasrullah Al-Ameen

ABSTRACT

Clickbait, a social engineering attack performed through social media, tricks users through sensa-
tionalized or misleading posts into clicking on links that direct them to malicious websites. With
the recent boom in social media, clickbait has become a substantial security concern, necessitating
efforts from platforms and academia to control it. Despite these attempts, clickbait is effective due
to the lack of users’ knowledge. Therefore, we explore user mental models (thought processes
about how something works) about clickbait to analyze their deficiencies and their influences on
users’ behavior towards clickbait warnings. To this end, we conducted an online study with 770
participants over MTurk to generate user mental models about clickbait and to evaluate the click-
bait warnings conveying harm. Our findings suggest that a large portion of users have a simple
mental model that fails to comprehend the dangers of clickbait, indicating the importance of
warnings in supporting and educating users. Overall, our studies provide valuable insights into
understanding the impact of clickbait mental models on users’ online security behavior in social
media and offer guidelines for future research in these directions.

KEYWORDS
Clickbait; mental models;
warnings; quantitative study

1. Introduction

Social engineering attacks exploit humans, the weakest link
in online security (Aldawood & Skinner, 2019; Khiralla,
2020). In fact, 90% of data breach incidents in the United
States target the human elements through some form of
social engineering.' Past incidents using social engineering
attacks have resulted in severe consequences including sex-
ual exploitation and extortion (Wittes et al., 2016). With the
advent of social networking sites, public information about
users, including their affiliated institutions, interests, and
even their friends, are readily available (Huber et al., 2009;
Krombholz et al., 2015; Sharevski et al., 2022). For instance,
an attacker could use a photo of a social media user to cre-
ate clickbait posts using Artificial Intelligence like Deepfakes
and target his/her connections. Such availability of public
information, therefore, adds another dimension to the effect-
iveness of social engineering attacks (Ajina et al, 2023;
Allen et al., 2022; Hu & Apuke, 2023; Krombholz et al,
2015; Lewandowsky et al., 2012).

Social engineering attacks such as phishing have caused
many problems but the virality of content and the lack of
scrutiny in social media could result in severe damages to
people and society (Allen et al., 2022; Geeng et al., 2020). In
that regard, clickbait is a social engineering attack primarily
carried out through social networking sites that use mislead-
ing or sensationalized headlines and images to trick users
into clicking on malicious links (Avery et al., 2017; Li et al,,

2022; Redmiles et al., 2018; Rides, 2017; Scott, 2021; Souza,
2015). With the increasing popularity of social networking
sites, clickbait poses a substantial threat to the online safety
of social media users (Aldawood & Skinner, 2019; Avery
et al, 2017; O’Donnell, 2018; Redmiles et al., 2018; Rides,
2017). Clickbait is known to direct users to websites, includ-
ing phishing sites and the sites spreading ransomware,
viruses, Trojans, adware, and spyware (Avery et al., 2017;
Redmiles et al., 2018; Rides, 2017; Souza, 2015). Clickbait
also helps to spread misinformation (Zeng et al, 2020),
which can threaten public health (Bin Naeem & Kamel
Boulos, 2021; Javed et al., 2020; Pine et al, 2021; Xiang
et al., 2023; Zhang et al,, 2022) and safety (Faris et al., 2017;
Marwick & Lewis, 2017; Peck, 2020; Sylvia Chou et al,
2020; Tasnim et al., 2020; Vasudeva & Barkdull, 2020). This
is further aggravated by social media users’ lack of know-
ledge and awareness about clickbait, which situates them in
a vulnerable position (Huang et al., 2015; Urakami et al,
2022).

While social engineering attacks account for 98% of
cybersecurity incidents,” the human aspect of the attacks is
rarely studied. Therefore, in our work, we focused on
answering “how users understand clickbait” and” why users
interact with it.” Here, our first step was to understand the
users’ existing concepts about clickbait and the gaps within
their understanding. To that end, mental models’ that repre-
sent the user’s understanding of a concept provided us with
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a viable method to group users with similar knowledge
together (Johnston-Laird, 1983; Young, 2008). While user
groups could also be formed based on demographics (age,
sex, location), grouping through mental models allowed us
to understand the social media users’ behavior towards
clickbait based on their existing ideas and perceptions
(Kaptein et al., 2015; Liu et al, 2016). Further, grouping
users through mental models helps with the generalization
and ideation of personalized solutions for these groups
(Kaptein et al., 2015; Liu et al, 2016). Using mental model
based user groups also helped us unveil how the under-
standing of clickbait impacts users’ perceptions and behavior
toward mitigation attempts against it.

In fact, social media platforms (Babu et al, 2017;
Gleicher, 2019; Roth & Harvey, 2018; Safety, 2019) and aca-
demia (Bhuiyan et al, 2021; Hassan et al, 2019;
Lewandowsky et al., 2012; Schul, 1993) pushed forward sev-
eral attempts to counter clickbait. These attempts mostly
included detection (Agrawal, 2016; Chien et al, 2022;
Karande et al., 2021; Zheng et al., 2018; Zhou, 2017) and
moderation (Babu et al., 2017; Gleicher, 2019; Roth &
Harvey, 2018; Safety, 2019) which have limitations (D.
Molina et al., 2021; Karande et al., 2021). Only a few works
focused on supporting users through interventions to make
informed decisions against clickbait (Bhuiyan et al, 2018;
Chakraborty et al., 2016; Hassan et al., 2019). However,
these works only classified posts as clickbait, failing to
increase users’ awareness and knowledge. Therefore, click-
bait remains effective in social networking sites, aggravated
by users’ unwillingness to investigate low-credibility posts
(Allen et al., 2022; Geeng et al., 2020). We addressed these
gaps in our study.

In that regard, we first designed warnings conveying the
harm of clickbait, one of the most effective techniques of
changing user behavior (Abraham & Michie, 2008; Michie
et al., 2013). The choice of conveying consequences was fur-
ther motivated by the invisible nature of consequences from
clickbait, giving users a fake sense of security (Aldawood &
Skinner, 2019). For instance, users rarely know their infor-
mation is stolen using cookies on sites that clickbait leads
to. Being unaware of such consequences habituates the users
to clickbait and creates a conception that clickbait is often
harmless. In our warnings, the consequences of clicking on
clickbait were further delivered in two variations - logical
listing of information (Logical Warning) (Amgoud et al,
2007) and emotional story with characters (Emotional
Warning) (Lan et al., 2022).

Based on the gap in the literature and the designed warn-
ings, we investigated the following research questions:

RQ1: What are the different userss mental models of
clickbait?

RQ2: How do the mental models of users influence their
behavior towards clickbait and the warnings designed
against it?

To address these questions, we conducted a study with
770 participants on Amazon Mechanical Turk (Mturk). In

this study, we asked them to interact with and evaluate a
clickbait post to understand the users’ perception and
behavior towards clickbait. Then, we asked them about their
understanding of clickbait and derived six mental models
from our analysis (RQ1). Next, we asked them to interact
and evaluate the designed Logical and Emotional warnings
against clickbait. The findings from the online study
informed us about the perceptions and behaviors of users
with different mental models towards clickbait (RQ2). We
observed that most mental model groups lacked comprehen-
sion of the dangers associated with clickbait interactions,
rendering them vulnerable to such attacks. Our findings also
unveiled the preferences and behavior of these groups
towards the designed Logical and Emotional
ings (RQ2).

Here, we acknowledge that mental models, a representa-
tion of users’ understanding of a concept, are diverse and
may even be non-exhaustive. However, our goal was not to
exhaust all possible mental models of clickbait. Instead, our
contributions include the knowledge about users’ under-
standing of clickbait and how these understandings can
shape their online security behavior. In doing that, our find-
ings provide valuable insights into users’ mental models of
clickbait and its influence on their perceptions and behavior
regarding clickbait and warnings against it. Finally,
these findings point to a set of recommendations, including
mental model augmentation and personalization of
interventions.

warn-

2. Related work

We discuss prior works that help us understand the efficacy
of clickbait in tricking users in $§2.1 and our motivation to
unveil their understanding of clickbait in §2.2. Then, we dis-
cuss the prior mitigation attempts against clickbait, leading
us to design our interventions in §2.3. We present the evalu-
ation of these interventions in our results through the sense-
making lenses of the users’ mental models of clickbait.

2.1. Importance of safeguarding users against clickbait

In social media and online settings, the most significant
security threats are posed by social engineering attacks
(Hadnagy, 2010; Indrajit, 2017; Kee & Deterding, 2008).
There are real-life precedents where social engineering
attacks resulted in severe consequences. For instance, Wittes
et al. (2016) reported the sexual exploitation of roughly 230
people from a single attacker where users were tricked into
downloading malware. Clickbait, a social engineering attack
primarily performed through social media, directs users to
malicious sites, including those spreading ransomware,
viruses, Trojans, adware, and spyware (Avery et al, 2017;
O’Donnell, 2018; Redmiles et al., 2018; Rides, 2017). Even
worse, clickbait helps spread misinformation that severely
impacts public health and safety (Vasudeva & Barkdull,
2020; Zeng et al., 2020; Zhang et al., 2022).

While we acknowledge several attempts from social
media platforms to limit clickbait, users still encounter it



regularly, attributing to its effectiveness (Gleicher, 2019;
Roth & Harvey, 2018). That begs the question, “Why is
clickbait effective?” Literature provides us with three reasons
explaining the users’ inclination towards interaction with
clickbait. First, clickbait increases its effectiveness by creating
a curiosity/information gap where users feel rewarded with
answers when they click on it (Li et al., 2022; Scott, 2021). It
relates to the cognitive principle of relevance, which explains
that users seek to maximize the relevance of the information
(Clark, 2013; Sperber et al., 1995; Sperber & Wilson, 1986).
Second, users lack education and awareness to identify click-
bait and therefore do not understand the importance of
avoiding it (Huang et al., 2015; Urakami et al., 2022). Third,
the influence of clickbait is further aggravated when it aligns
with the beliefs of the users (Allen et al., 2022; Wineburg &
McGrew, 2019). It can be explained by the communicative
principle of relevance that states relevance is optimal when
it accounts for user preferences and abilities (Clark, 2013;
Sperber et al., 1995; Sperber & Wilson, 1986). However, few
studies have focused on understanding users’ perceptions of
clickbait and countermeasures against it. We address this
gap in our work (RQI and RQ2).

2.2. Motivation to understand users’ mental models

Understanding user mental models can reveal existing gaps
in their knowledge and inform how interventions may be
designed for them. In that regard, Norman (2013) explains
the concepts of system image and mental model. System
image is the information about the system available to the
users (e.g., what users can understand from a clickbait)
(Norman, 2013). A mental model is what users understand
from the system (in this case, clickbait) (Norman, 2013,
2014). While Norman (2013) suggests system images to be
elaborate so that users can understand the designer’s con-
cepts and intentions, attackers aim to obscure them in click-
bait, resulting in incorrect and incomplete mental models.
For instance, consequences of clickbait are not readily vis-
ible, leading users to perceive them as harmless (Vance
et al., 2017). Users rarely realize that attackers steal their
information through cookies or feed them misinformation
when they click on clickbait. To that end, mental models
help us make sense of users understanding of clickbait and
provide us with the necessary background to inform future
designs of interventions against it.

Several works have suggested that contextualizing infor-
mation in interventions based on users can enhance the
understanding of a concept (Kaptein et al.,, 2015; Liu et al,,
2016). However, such contextualization based on sex, age,
and location may be impractical due to the differences in
their understanding. To that end, mental models provide a
practical choice to effectively contextualize interventions
against clickbait based on the user’s existing understanding
(Johnston-Laird, 1983; Young, 2008). Several studies have
worked on identifying mental models about concepts such
as the Internet and security tools (Dumaru et al., 2023;
Kang et al., 2015; Oates et al., 2018; Paudel et al., 2023; Wu
& Zappala, 2018). The study of Thatcher and Greyling
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(1998) depicted a hierarchical categorization based on the
complexity of users’ mental models of the Internet. On the
other hand, Kang et al. (2015) presented a binary categoriza-
tion of simple vs. articulate mental model. In another study,
Wu and Zappala (2018) identified mental models to under-
stand how users perceive the working of encryption. Oates
et al. (2018) revealed users’ mental models of privacy from
the illustrations created by users about what privacy means
to them. In a separate study, Abu-Salma and Livshits (2020)
evaluated the user interface of the private mode in different
browsers, revealing that the existing browser disclosures fail
to illustrate the primary objectives of private browsing to
users. However, none of these studies explored the mental
models of clickbait. To our knowledge, our study is the first
one to do that. Further, the issues relating to security
become prominent when there is a gap in users’ understand-
ing of concepts (mental models). Due to these reasons, we
first focus on understanding users’ mental models of
clickbait.

2.3. Clickbait mitigation: Conveying consequences using
logic and emotion

While understanding mental models of clickbait is essential,
we also focused on understanding the ideas and interven-
tions that may work for the different mental models. To
that end, much of the existing literature on clickbait focuses
on detecting and moderating content (Chakraborty et al,
2016; Chien et al., 2022; Geeng et al., 2020; Gleicher, 2019;
Heuer & Glassman, 2022; Roth & Harvey, 2018; Safety,
2019). However, moderation can lead to problems. The
existing clickbait detection methods might not be reliable
(D. Molina et al.,, 2021) - the best method using state-of-
the-art language models still have 4.68% error (Karande
et al., 2021). In such a situation, completely blocking posts
will lead to blocking a substantial number of non-clickbait
posts and vice versa. Therefore, we shift our focus towards
supporting users through interventions while allowing users
to make informed decisions.

In that regard, only a few works focused on supporting
users to make informed decisions about clickbait and misin-
formation (Bhuiyan et al., 2018, 2021; Chakraborty et al,
2016; Ecker et al., 2010; Hassan et al., 2019; Konstantinou
et al,, 2024; Lewandowsky et al., 2012; Schul, 1993). These
works primarily focused on identifying clickbait but created
interventions that only classified posts as clickbait for the
users (Chakraborty et al., 2016). However, studies show that
clickbait is effective (see §2.1) despite these efforts due to
users’ lack of knowledge (Huang et al., 2015; Urakami et al,,
2022) and their unwillingness to investigate low-credibility
posts (Allen et al.,, 2022; Geeng et al.,, 2020). Therefore, we
focus on informative interventions to support users. In that
regard, we primarily focus on interventions conveying the
consequences of clickbait. Our selection is based on prior
studies that show conveying consequences is one of the
most effective techniques to change user behavior (Abraham
& Michie, 2008; Kaiser et al., 2021; Michie et al., 2013).
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In conveying the consequence of clickbait, we focus on
two approaches- Logical and Emotional. Logical and
Emotional warnings have been extensively used with some
degree of success in multiple fields (Amgoud et al., 2007;
Fillenbaum, 1976; Lan et al., 2022; Shrestha et al., 2023).
Moreover, our selection of these approaches stems from
prior works highlighting logic and emotion as the two most
effective methods of delivering information to persuade
change in user behavior (Cronkhite, 1964; Woolbert, 1918).
However, such approaches are yet to be explored against
clickbait. In that regard, our study aims to understand how
users with different mental models perceive these two
approaches (RQ2), and based on our findings, we recom-
mended scopes of personalization of warnings for different
mental models.

3. Methodology
3.1. Intervention design

We conveyed the consequences of clickbait using two
approaches- logic and emotion. In the Logical warning, we
listed negative consequences with text and graphics
(Figure 1(a)). Using multiple modes of information aligns
with dual-code theory, improving the effectiveness of the
conveyed information (Mayer, 2014; Moreno & Valdez,
2005).

In our emotional warning, we created a story due to its
efficacy in persuasion (Dessart & Standaert, 2023; Murnane
et al., 2020; Simmons, 2019). In the story, a character clicked
on the post and faced the consequences. Here, we used emo-
tional expressions in the faces of the characters to appeal to
the users’ emotions (Figure 1(b)). The story is depicted
through graphics as they convey information more effect-
ively (Kumaraguru et al., 2010; Paivio, 2006).

3.2. Online study

We collected the perceptions of clickbait (to generate mental
models) (RQ1) and evaluated the interventions (RQ2)
through an online survey over MTurk. The survey was cre-
ated using JavaScript for frontend and node.js for backend.
Participants had to be at least 18years old and live in the

United States or Canada to participate in our study. On
average, participants took approximately 15 minutes to com-
plete the study. We compensated them with USD 2.5. The
Institutional Review Board approved the study at our uni-
versity (IRB #12735).

3.2.1. Survey questionnaire

In our study, we used four parameters to rate the clickbait
post: Interest, Likelihood (to click), Safety (of the link), and
Knowledge (about the content the post leads to) (Table 1).
To rate the clickbait warnings, we used four parameters
the User Experience Questionnaire (UEQ)*:
Attractiveness, Perspicuity, Efficiency, and Dependability.
The UEQ measures an artifact’s pragmatic (practical) and
hedonic (relating to pleasure) qualities. These four parame-
ters were included as we focus on understanding the prag-
matic qualities of the interventions (RQ2). We also added
custom questions to measure the Effectiveness, Satisfaction,
Informativeness, and Likelihood since we did not find vali-
dated scales (Table 2). All the survey questions used a
7-point Likert scale (—3 to 3). Additionally, we used six
attention-check questions presented to the participants in
random order, following the guideline from prior work
(Ipeirotis et al., 2010; Kung et al., 2018).

from

3.2.2. Procedure

Upon agreeing to the Informed Consent Document (ICD),
participants were provided an overview of our study
(Figure 2). Initially, participants were asked to interact with
a mock clickbait post (without informing them that the post
is clickbait) and evaluate the post on four parameters-
Interest, Likelihood, Safety, and Knowledge (Table 1). Then,
participants were asked about their understanding of click-
bait using an open-ended question, “What do you

Table 1. Survey questions used to rate the clickbait post.

Parameter Questions
Interest The post is interesting

The post is attractive
Likelihood | am likely to click on this post
Knowledge | already know what is inside the post
Safety The post is safe to click on

@ This post is trying to bait you.

&z i vy
NWh "_¢5 % E é@ﬂ
Clickbait wastes

Clickbait leads to
your time more clickbait

Clickbait can lead you
to malicious sites

Keep Scrolling
Proceed Anyway?

WEROFPOSITIVITY.COM
This 2 Ingredient Remedy Flushes POUNDS of Waste From Your Colon

jredient remedy cleanses y n fast and flushes toxins fr

@ This post is trying to bait you.

No! Did this site

Let me clickon ¢
this \ just steal my data?

2

e - e

Proceed Anyway?

WEROFF VITY
This 2 Ingredient Remedy Flushes POUNDS of Waste From Your Colon

asy 2 ingredient remedy cleanses you

(a) Logical Warning

Figure 1. The two warning variations used in the online study.

(b) Emotional Warning



understand by the term Clickbait?” (Note: The open-ended
question is used to derive the mental models of clickbait).
We then explained to them what we meant by the term
“clickbait” in the context of our study. Participants then
interacted with the two variations of the warnings: Logical
and Emotional. After each variation, they responded to
Likert-scale questions mentioned in $§3.2.1 and open-ended
questions about what they liked and disliked in the warn-
ings. At the end, participants answered a set of demographic
questions.

3.2.3. Quality control

While MTurk workers may not always pay close attention to
the instructions (Oppenheimer et al., 2009), we followed the
guidelines from prior studies (Kung et al., 2018; Peer et al.,
2014) to increase the quality of responses. Our survey
required that the participants had above a 95% HIT

Table 2. Custom survey questions used to rate the clickbait warnings (UEQ
questions are available in footnote 4).

Parameter Questions

Effectiveness The warning motivated me to avoid the post

After seeing this warning, | am likely to avoid clickbait
even without any warning

in the future

The information in the warning helped me to make an
informed decision

| am likely to adopt this warning in real life

| am satisfied with the time required to interact with the
warning

| am satisfied with the effort required to interact with the
warning

The interaction with the warning was exhausting/frustrating

| am satisfied with the information in the warning

The information in the warning is accurate

The information in the warning is consistent

The information in the warning meets your expectations

The consequences of ignoring the warning were clear

I am likely to click on the post despite seeing the warning

Satisfaction

Informativeness

Likelihood

INTERNATIONAL JOURNAL OF HUMAN-COMPUTER INTERACTION e 5

approval rate.’” Moreover, we included six attention check
questions in our survey and only included 770 responses
that correctly answered all six of our attention check ques-
tions. Further, our analysis of the answers to the question,
“What do you understand by the term Clickbait?” revealed
48 responses that were removed from our analysis due to
three reasons — (1) lack of understandability (For instance,
“Clickbait is the important is a post.”), (2) extreme shortness
(For instance, “clickbait”), and (3) irrelevance (For instance,
“I think it is a TV show”).

3.2.4. Analysis

We include the remaining 722 participants after quality
checks in our analysis (Baxter et al., 2015; Boyatzis, 1998;
Braun & Clarke, 2006). We first performed inductive the-
matic analysis on the responses about users’ understanding
of “Clickbait.” To that end, two independent researchers
coded each response, developed codes, and assigned a men-
tal model. The inter-coder reliability in the thematic analysis
was 88.78%. We report our findings based on the users’
mental models.

Using a similar approach, we conducted a thematic ana-
lysis of the responses relating to the likes and dislikes of the
warnings. The inter-coder reliability was 88.6% in this case.

We used statistical tests to analyze our quantitative
results. We consider results significant when we find p <.05.
When comparing two conditions, we use a Wilcoxon signed
rank test for the matched pairs of subjects since the study
was within subjects and the data distribution was not nor-
mal. Wilcoxon tests are similar to f-tests but do not assume
the distributions of the compared samples, which is appro-
priate for our collected data.

Our analysis of the warnings was conducted through the
lenses of the users’ mental models, where we compared the
two warning variations based on wuser groups created

Participants were
provided a clickbait
and survey questions

Information about

the study is provided

Participants answered
the survey question

Demographic Survey

Questions

Open-ended Question| !
on understanding of :
clickbait : The definition of
—iclickbait in the context
Answered what they | ! of our study
understood by ; 3 5
lickbait : S|=
clickbai : % S
e ale
[%] )
2l
------------------------------------------------------ ., oS|¢c
Sle
Interacted with Logical warning g &
warning and answered and survey questions O
corresponding survey was provided

Legend:

[ ITask/Information
D Participant’s action

Lo iApairof[Je[ ]

Participants answered
the demographic

questions

Figure 2. Flow of the survey in the online study.

Interacted with
warning and answered
corresponding survey

Emotional warning
and survey questions
was provided
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through their mental models. Our goal with such an analysis
is to unveil the perspectives of the two warnings of particu-
lar user groups and understand which approach (logical or
emotional) may be more suitable for these groups.

3.2.5. Demographics
Table 3 presents the demographic summary of the partici-
pants from our online study.

4. Results

We first extracted the users’ mental models of clickbait
based on our analysis. We observed that users’ mental mod-
els overlap partially, whereas new ideas may be added to
this partial overlap. These partially overlapping mental mod-
els made creating groups of similar users difficult. To over-
come that challenge, we conducted a mental model

Table 3. Demographic information of the participants in the online study
(N=number of participants).

Demographic Demographic group N
Gender Male 411
Female 299
Other 7
| prefer not to answer 5
Age range 18-24 Years old 27
25-29 Years old 83
30-34Years old 144
35-39 Years old 140
40-44 Years old 113
45-49 Years old 59
50-54Years old 46
55-59 Years old 52
60-64 Years old 38
Above 65 years old 15
| prefer not to answer 5
Race White 558
Asian 50
Black/African American 39
Hispanic or Latino 21
Native American 5
Mixed Race 38
Other 2
| prefer not to answer 9
Education Less than high school 6
High school graduate 147
Two-year college degree 104
Four-year college degree 346
Graduate degree (MS/Ph.D.) 103
| prefer not to answer 7
Other 9

decomposition (Figure 3) by extracting simpler unitary con-
cepts representing a single aspect of understanding. Here,
we found that users make sense of clickbait in two broad
ways: (1) how it works (see §4.1), and (2) what it aims to
achieve (see $4.2). The decomposition of mental models
helped us to understand the users’ perceptions at a more
granular level. Our in-depth analysis revealed a set of mental
models under each of these two sensemaking categories. We
further found instances where users make sense of clickbait
based on its working and goal together (see $4.3).

We structure the findings section based on the mental
models identified from our research. We first present a
mental model and then follow it with the evaluation of
clickbait and warnings against it by participants with such a
mental model. Since there are multiple mental models pre-
sented in the paper, we wanted to make sure readers under-
stand how each of these participant groups evaluated and
behaved towards clickbait and warnings against it
Therefore, we structure the findings so the readers can
understand one mental model group and their perceptions
and behavior before moving on to the next one. In answer-
ing RQ1, the mental models are explained in the first para-
graph of each section that follows: §4.1, §4.1.1, §4.1.2,
§4.1.3, §4.2, §4.2.1, §4.2.2, §4.2.3, and $§4.3. In answering
RQ2, the perception and behavior towards clickbait and
warnings against it are presented in the subsequent para-
graphs in these sections.

4.1. Working mechanisms of clickbait (shortened as
Work MM)

We observed that 31.85% of participants defined clickbait
based on its working without mentioning its goals. These
participants tried to make sense of clickbait by explaining
how it enticed users but did not relate it to why it is used.
For instance, one participant commented,

Clickbait is where the headline says something interesting that
makes you want to click on it. Then once you do, the story is
either not what was advertised or it is a long story about
something else with only the slightest amount of relevance to
what you thought it would be.

Participants with Work MM have moderately high inter-
est and likelihood to click on the post (Figure 4). Further,
the participants perceive the post to be safe, indicating that
most of these participants may be unable to identify the

Participant Comment: Clickbait is generally an article with alheadline that draws people’s eyeballs inl

|cl|ck the link to read more.l

L— |nformation Sensationalization

How clickbait works?

using extreme or shocking |anguage.|The headline will

Decomposed Mental Models

Breaking down a mental model into its constitu-

enerally be hyperbolidand also phrased in

such a way as to|spark negative emotionslin the reader. This wi|||make it more likely that someone will

Mental Model: Sensationalization of information for increasing trafhc

Traffic Increment

What it achieves?

ent ideas or concepts (smaller mental models)

Figure 3. Decomposition of mental models into constituent concepts.
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Average ratings with standard devation (in a -3 to 3 scale) (Working of clickbait)
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Figure 4. Average ratings for the clickbait post along with the likelihood to click with the warning (working of clickbait mental model).
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Figure 5. Working mechanism of clickbait mental model.

post as clickbait. However, the two warning variations
decreased the likelihood of clicking on the post for Work
MM participants by more than two points (Figure 4). When
comparing the likelihood of the participants to click on the
post with and without the warnings, we observed that both
logical (W=852.5, p<.001) and emotional (W=1128.0,
p <.001) warning significantly reduce the participant’s likeli-
hood indicating that these warnings can be helpful against
clickbait.

Upon diving deeper, participants who understand click-
bait based on its working mechanisms found these warnings
above average in most ratings (Figure 5(a)). They found the
logical warning above average in terms of perspicuity, effi-
ciency, dependability, effectiveness, informativeness, and sat-
isfaction, which could explain the significant reduction in
the likelihood of clicking on the post. Some participants
with Work MM found the logical warning straightforward,
explaining above-average ratings for informativeness, perspi-
cuity, and efficiency. One participant said,

I think implementing the color red [in the overlay] is a wise
move. Additionally, I also appreciate the simplicity. Sometimes
less is more.

Similarly, the Work MM participants found the emotional
warning above average in perspicuity, efficiency, dependabil-
ity, effectiveness, and satisfaction (Figure 5(a)). Open-ended
responses support our results as some participants with
Work MM found the story conveyed in the warning mean-
ingful and transparent. One participant said,

I really liked the image of the woman on the laptop. It was very
clear what this was trying to convey. The keep scrolling button
was prominent and a different color, which made it stand out
more than the warning and the option to proceed. I also like
that the warning has a red background to grab my attention.

The Work MM participants found the emotional warning
significantly more attractive, dependable, and efficient than
the logical one (Figure 5(b)). Open-ended responses show
that some participants found the depiction of the emotional
story to be friendly and pleasant. One participant said,

I liked the character animation because they are colorful and
attention-getting.

The emotional stories further highlight the information
delivered through the characters that users can relate to,
which could be perceived as more reliable.

Upon diving deeper, we identified three decomposed
mental models under the sensemaking lens of how clickbait
works. We discuss each of these mental models in more
detail in §4.1.1, §4.1.2, and $4.1.3.

4.1.1. Information Sensationalization (shortened as
Sensation MM)

Information Sensationalization is the mental model where
participants believed clickbait worked by exaggerating either
the thumbnail or the headline. 52.63% of participants had
such a mental model. That may be standalone or in combin-
ation with other mental models. For instance, one partici-
pant commented,

Clickbait is a teaser post that entices you to click on the link.
Once you click on the link, you are most likely going to be
disappointed in the news story. It usually does not live up to the
tease.

Participants with Sensation MM are quite interested and
likely to click on clickbait without any warning (Figure 6).
They also think the post is safe to click on, as evident by
the high safety score. However, the likelihood scores
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Average ratings with standard devation (in a -3 to 3 scale) (Information Sensationalization)
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Figure 6. Average ratings for the clickbait post along with the likelihood to click with the warning (information sensationalization mental model).
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Figure 7. Information sensationalization mental model.

decreased considerably with the warnings, highlighting its
importance (Figure 6). The significance test between the
likelihood of clicking with and without the warnings
revealed that both the logical (W=3249.0, p<.001) and
emotional (W =4250.5, p<.001) warning significantly
reduced the participant’s likelihood to click on clickbait.

Sensation MM participants found the logical warning
above average in perspicuity, effectiveness, informativeness,
and satisfaction (Figure 7(a)). Similarly, they rated the emo-
tional warning above average in perspicuity, efficiency,
dependability, and satisfaction (Figure 7(a)).

These participants found the emotional warning signifi-
cantly more dependable and efficient (Figure 7(b)). Some
participants found the characters in the story relatable,
which increased their trust in the information provided by
these characters. One of them commented,

I liked that it was very personable and kind of fun with the
characters/graphics. It is more “warm” and interactive than just
a more mechanical/data-driven warning.

They also found the logical warning significantly more
effective and informative (Figure 7(b)). They perceived the
logical information in the warning as more valuable than a
story. Such a perception could also have led to increased
effectiveness of the warning. One participant commented,

I liked the explanations that were given as to why you should
not click on the link. They help to inform you of the possible
dangers that may be present.

4.1.2. Deceptive Presentation (shortened as

Deception MM)

The understanding of clickbait, where participants believed
in the involvement of some trickery, lying, or non-factual

information, was termed as Deceptive Presentation. 64.95%
of participants had such a mental model (standalone or in
combination). For instance, one participant commented
about the non-accurate information used in clickbait,

It refers to a headline or a picture that is not accurate to the
actual content of the link. It is luring you to click on the link
with false advertising.

Participants with Deception MM have moderately high
interest and likelihood to click on the post (Figure 8). These
participants perceived the post as safe to click on. However,
with the warnings, the likelihood of clicking on the post
decreased by more than two points (Figure 8). Further, we
observed that both logical (W =4148.0, p <.001) and emo-
tional (W=5293.5, p<.001) warnings significantly reduced
the participant’s likelihood to click on clickbait.

Participants with Deception MM found the logical warn-
ing above average in perspicuity, dependability, effectiveness,
informativeness, and satisfaction (Figure 9(a)). Similarly,
they rated the emotional one above average in perspicuity,
efficiency, dependability, effectiveness, and satisfaction
(Figure 9(a)).

The emotional warning was rated significantly more
dependable, efficient, understandable, and satisfactory than the
logical one (Figure 9(b)). Since these participants were aware
of the deception of clickbait, instead of providing just logical
information, the stories showing characters facing the conse-
quences could be more relatable, resulting in better perspicu-
ity, dependability, and satisfaction. One participant said,

I like the information given in the clouds above the figureheads;
it helps me to visualize what might happen to me if the link is
clicked.

They also found the logical warning significantly more
effective and informative than the emotional one
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Figure 8. Average ratings for the clickbait post along with the likelihood to click with the warning (deceptive presentation mental model).
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Figure 9. Deceptive presentation mental model.
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Figure 10. Average ratings for the clickbait post along with the likelihood to click with the warning (information camouflage mental model).

(Figure 9(b)). Like the Sensation MM participants, Deception
MM participants also found the logical information valuable
in informing their decision to avoid clickbait. One partici-
pant said,

I like that it is in your face; the information is right there and
easy enough to read and understand.

4.1.3. Information Camouflage (shortened as

Camouflage MM)

The mental model where participants thought clickbait
works by hiding the most critical information from the p
was termed as Information Camouflage. 9.14% of the partici-
pants had this mental model (standalone or in combin-
ation). For instance, one participant commented,

Clickbait is when an ad words things in a way that makes you
want to click to see more. So they initially give you little
information so that you want to click on the ad to find out
more information. And also so that maybe they can get a
commission off your click.

Participants with Camouflage MM have comparatively
lower interest and higher knowledge about the post. They
are also comparatively less likely to click on the post
(Figure 10) as they understood that clickbait is trying to
hide information. Further, these participants have lower

scores for the perceived safety of the post, indicating that a
larger portion of them may be aware that the post is click-
bait and can harm them. With the warnings, the likelihood
scores decreased even further (Figure 10). In fact, both
logical (W=110.0, p<.001) and emotional (W=118.0,
p<.001) warnings significantly reduced the participant’s
likelihood to click on clickbait.

Camouflage. MM participants found the logical warning
above average in perspicuity, effectiveness, informativeness,
and satisfaction (Figure 11(a)). Similarly, they rated the
emotional one above average in perspicuity, effectiveness,
and satisfaction (Figure 11(a)). We observed that the warn-
ing ratings are comparatively lower for these participants
than those with a different mental model. Since these partic-
ipants were already less likely to click on the post without
any warnings, they might perceive the warnings are not very
useful or practical in their cases. We can infer this from the
low likelihood of clicking on the post after seeing the warn-
ings despite poor scores across other parameters measuring
user experience.

When comparing the two warning variations, these par-
ticipants found the logical warning significantly more
informative than the emotional one (Figure 11(b)). Since
they know the hiding of information in clickbait, they may
have disliked depicting information through a story instead
of a logical list of information (a roundabout way instead of
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Figure 11. Information camouflage mental model.
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Figure 12. Average ratings for the clickbait post along with the likelihood to click with the warning (goal of clickbait mental model).

a direct listing). One participant describing the logical warn-
ing said,

I like that it clearly describes all the bad points of clickbait
articles.

4.2. Goal of clickbait (shortened as Goal MM)

We observed that 10.80% of participants defined clickbait
based on its goals without mentioning its working. These
participants tried to make sense of clickbait on why it is cre-
ated but did not relate it to how it may work. For instance,
one participant commented,

In my mind, clickbait’s purpose is to spread lots of the
advertisements through the websites. Then. steal user
information.

Participants with Goal MM have comparatively higher
interest and a higher likelihood to click on the post even
though they have a lower perception of safety (Figure 12).
Further, we see a lower knowledge about the post among
these participants. Here, logical and emotional warnings
decreased the likelihood of clicking on the post for by more
than two points (Figure 12). Moreover, both logical
(W=90.0, p<.001) and emotional (W=101.0, p<.001)
warnings significantly reduced the participants’ likelihood to
click on clickbait.

These participants rated both warnings above average in
most parameters (Figure 13(a)). The logical warning was
above average in perspicuity, efficiency, dependability, effect-
iveness, informativeness, and satisfaction. Similarly, the emo-
tional one was rated above average in attractiveness,
perspicuity, efficiency, dependability, effectiveness, inform-
ativeness, and satisfaction. There was no significant differ-
ence between the ratings for two warnings (Figure 13(b)).

We identified three mental models under the sensemak-
ing lens of what clickbait aims to achieve. We discuss each
of these mental models in more detail in §4.2.1, §4.2.2,
and §4.2.3.

4.2.1. Traffic Increment (shortened as Traffic MM)

The mental model where participants thought clickbait was
created to get more users to visit a website to generate traf-
fic was termed as Traffic Increment. 58.72% of the partici-
pants had this mental model. For instance, one participant
commented,

Clickbait is a form of content designed to gather clicks on the
search engine result pages. With clickbait, companies attempt to
generate traffic on their blogs or websites.

Participants with Traffic MM have high interest, low
knowledge about the post, and a moderately high likelihood
to click on the post (Figure 14). They also consider the post
safe, as evidenced by their high score for perceived safety.
Such scores could result from these participants considering
clickbait to be simply a tool to get traffic to the website. The
results indicate that these users must be informed about the
risks associated with clicking on the post. When the warn-
ings informed the participants, the likelihood scores
decreased by more than two points (Figure 14). Here, both
logical (W=3091.5, p<.001) and emotional (W =3331.5,
p <.001) warnings significantly reduced the participant’s
likelihood to click on the post.

Traffic MM participants found the logical warning above
average in perspicuity, efficiency, dependability, effective-
ness, informativeness, and satisfaction (Figure 15(a)).
Similarly, they rated the emotional one above average in
perspicuity, efficiency, dependability, effectiveness, and
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Figure 13. Goal of clickbait mental model.
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Figure 14. Average ratings for the clickbait post along with the likelihood to click with the warning (Traffic increment mental model).
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Figure 15. Traffic increment mental model.

satisfaction (Figure 15(a)). These participants also found the
emotional warning significantly more attractive and efficient
than the logical one (Figure 15(b)). One participant
mentioned,

The information is presented clearly and effectively in a visually
appealing way, making it very easy to understand what may
happen if were to proceed anyway.

4.2.2. Financial Benefit (shortened as Financial MM)
Participants with Financial Benefit mental model thought
that clickbait is a tool for advertisement and generating
income. 13.69% of the participants had such a mental
model. For instance, one participant commented,

It is when you have some enticing content in the title that
makes you want to click on the article. The intent of the creator
is to get you on their page that is full of ads so they can gain

views and make money. The article will be split up into
different pages or very long on one page with tons of ads to
scroll through.

Participants with Financial MM have high interest but
comparatively lower likelihood to «click on the post
(Figure 16). That may be due to participants’ higher know-
ledge about the post content, as observed in the ratings.
With the warnings, the likelihood scores decreased by more
than two points (Figure 16). The significance test revealed
that both logical (W=306.0, p<.001) and emotional
(W=308.5, p<.001) warnings reduced the participant’s
likelihood to click on clickbait.

These participants found the logical warning above average
in perspicuity, effectiveness, informativeness, and satisfaction
(Figure 17(a)). Similarly, they rated the emotional one above
average in perspicuity, efficiency, dependability, effectiveness,
informativeness, and satisfaction (Figure 17(a)). Participants
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Figure 16. Average ratings for the clickbait post along with the likelihood to click with the warning (Financial benefit mental model).
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Figure 17. Financial benefit mental model.

Warning Measures
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Figure 18. Average ratings for the clickbait post along with the likelihood to click with the warning (detrimental effect mental model).

with Financial MM found the emotional warning significantly
more attractive, dependable, and efficient (Figure 17(b)). One
participant commented,

The graphics are really cute and descriptive and they actually
tell you what can happen should you choose to click on the
clickbait article.

4.2.3. Detrimental Effect (shortened as Detriment MM)
Detrimental Effect is the mental model where participants
thought of clickbait as a tool to harm them by introducing
malicious software to their devices. 8.86% of the participants
had such a mental model. For instance, one participant
commented,

I think it’s when you like the subject matter and want to
explore, but it’s actually bait that takes you to a virus or some
kind of malware if you click on it.

These participants have high interest but comparatively
lower likelihood to click on the post (Figure 18). That may
be due to higher knowledge about the post and a lower per-
ception of safety about the associated link. With the warn-
ings, the likelihood scores decreased by more than two
points (Figure 18). Both logical (W=113.5, p<.001) and

emotional (W=116.5, p<.001) warnings significantly
reduced the participant’s likelihood to click on the post.

Participants with Detriment MM found the logical warn-
ing above average in perspicuity, effectiveness, and satisfac-
tion (Figure 19(a)). Similarly, they rated the emotional one
above average in perspicuity and satisfaction (Figure 19(a)).
Since our warnings convey harm that these users already
know about, they may have found the warnings to be less
valuable, explaining the lower scores for many parameters.
Moreover, there was no significant difference between the
emotional and logical warnings in any of the parameters
(Figure 19(b)).

4.3. Combined mental models (shortened as
Combined MM)

We observed that 57.34% of participants defined clickbait
based on its working and goals. For instance, one participant
commented about both the working and goal of clickbait in
explaining their understanding,

To me, the term clickbait refers to an article or video with a
misleading title and highly interesting title that entices people to
click on it to read/see more. It is usually a controversial or
popular topic, and the actual article or video is not about
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Figure 19. Detrimental effect mental model.
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Figure 20. Average ratings for the clickbait post along with the likelihood to click with the warning (combined (working and goal) mental model).
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Figure 21. Combined (working and goal) mental model.

whatever the title indicates. Basically, it’s a misleading title that
gets people to click because they’re interested for some reason,
but that’s not what they find when they get to the link.

Participants with Combined MM have comparatively
lower interest, lower likelihood to click, and higher know-
ledge about the post (Figure 20). Both logical and emotional
warnings further decreased the likelihood of clicking on the
post by more than two points (Figure 20). Significance tests
revealed that both logical (W =3757.5, p<.001) and emo-
tional (W=4010.0, p <.001) warnings reduced the partici-
pant’s likelihood to click on the post.

These participants found the logical warning above aver-
age in perspicuity, effectiveness, informativeness, and satis-
faction (Figure 21(a)). Similarly, the emotional warning was
rated above average in perspicuity, efficiency, dependability,

effectiveness, and satisfaction (Figure 21(a)). The partici-
pants found the emotional warning significantly more
attractive, dependable, understandable, and efficient
(Figure 21(b)). One participant said,

I like the cartoon aspect of it; it catches my attention. I like that
it tells me in a straightforward way that the post is clickbait.

Similarly, they found the logical warning significantly
better  regarding effectiveness and  informativeness
(Figure 21(b)). One participant mentioned,

The images were nice and informative. And the text below it
explained why.

For ease of viewing, we have also summarized the likeli-
hood of each mental model group to click on clickbait with
and without warning in Table 4.
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Table 4. Summary of the likelihood to click on clickbait with and without warning.

Without warning

Logical warning Emotional warning

Mental models Mean Std Mean Std Mean Std
Working of clickbait 1.53 1.58 —0.70 2.11 —0.61 2.1
Information sensationalization 147 1.51 —0.72 2.07 —0.56 2.06
Deceptive presentation 1.55 1.51 —0.70 2.09 —0.60 2.11
Information camouflage 0.90 1.82 —1.55 1.88 -1.15 2.11
Goal of clickbait 1.85 1.30 —0.36 2.24 —0.44 2.10
Traffic increment 1.60 1.44 —0.63 2.10 —0.55 2.07
Financial benefit 1.25 1.49 -1.16 1.89 —-1.07 1.94
Detrimental effect 131 1.50 —0.94 2.00 —-0.81 2.11
Combined (working + goal) 1.47 1.49 —-0.75 2.06 —-0.63 2.07

Note: The bold text presents the sense-making lenses and the not bold ones present the mental models within these lenses.

5. Discussion

Our findings highlight the mental models of clickbait and its
impact on users’ perceptions of clickbait and countermeas-
ures against it. In that section, we discuss the following: (1)
using logic and emotion in warnings in §5.1, (2) the theoret-
ical and practical implications of clickbait mental models on
understanding and enhancing user knowledge and designing
personalized interventions in §5.2, and (3) the necessity of
education and awareness of clickbait in §5.3. Further, we
highlight potential future works based on these implications
throughout the section.

5.1. Leveraging logic and emotion in warnings

In our findings, both the logical and emotional warnings
significantly reduced the likelihood of clicking on the post
for users of all mental models compared to when there was
no warning (see §4). Such a finding implies the importance
of supporting users to reach informed decisions echoing
prior works (Huang et al., 2015; Scott, 2021; Urakami et al.,
2022) indicating the efficacy of beyond clickbait identifica-
tion. While warnings from prior works informed users that
a post is clickbait, they did not help them understand what
clickbait is or why they should not click on it (Chakraborty
et al., 2016). However, users can perceive clickbait as harm-
less as its consequences are not readily visible (Vance et al,
2017) indicating a need for informative warnings. In that
regard, our findings show that logical and emotional warn-
ings have their set of strengths and weaknesses across men-
tal models. Our findings unveil the strength of emotional
warnings in attractiveness, dependability, and efficiency
across multiple mental models. Similarly, our study reveals
the strength of logical warnings in effectiveness and inform-
ativeness across users of different mental models.

However, between the logical and emotional warnings,
there was no significant difference in the likelihood of click-
ing on the post for any mental model. Such a lack of differ-
ence implies that even with their respective strengths and
weaknesses regarding user experience, both warnings can
effectively reduce the users’ likelihood of clicking on the
post. Further, our findings explain some of the potential rea-
sons behind these strengths and weaknesses of the warnings.
However, we urge future work to dive deeper to understand
how user mental models and the concepts of logic and emo-
tion influence the user experience in these parameters
through qualitative methods such as interviews or focus

group discussions (Baxter et al., 2015; Braun & Clarke,
2006).

5.2. Avenues for research using mental models

Our study provides the first look into the users’ mental
models of clickbait and contributes to understanding how
these mental models impact their perceptions and behavior
in the online setting. Here, our work aligns with the ideas of
mental model and system image (Norman, 2013, 2014). In
clickbait, attackers aim to obscure the system image, result-
ing in lack of clarification about its working and potential
consequences through interventions. For instance, most con-
sequences of clickbait are not visible, resulting in users not
learning about them even after interacting with clickbait in
the past. When the system image is obscured, Norman
(2013) reports that mental models suffer. In our study, par-
ticipants rarely had a comprehensive understanding of work-
ing of clickbait and its consequences to them (see §4). In
fact, only 8.86% of participants knew about some of the
consequences of clickbait in our study (see §4.2.3).
Therefore, understanding mental models contributes to our
understanding of the users’ existing knowledge on clickbait
and provides valuable insights in planning ways to enhance
their mental models for instilling safer online security
behavior.

In that regard, researchers and social media platforms
can play an important role. While our study provides the
first look into users’ mental models of clickbait, we urge
researchers to validate and add to the knowledge. In fact,
several iterations of future works on how mental models can
be enhanced (see §5.2.1) and how the knowledge about
mental models can be leverage into creation of effective
interventions are required (see §5.2.2). On the other hand,
social media platforms need to adopt a more active
approach on supporting users against clickbait. While these
platforms are intent on stopping clickbait evidenced by their
attempts at moderation (Gleicher, 2019; Roth & Harvey,
2018), they have rarely focused on supporting users.
However, due to existing problems in moderation (D.
Molina et al., 2021; Karande et al., 2021), users still encoun-
ter clickbait regularly. Therefore, in the short term, solutions
such as crowdsourcing or using interventions similar to
ones in our study that educate users about consequences of
clickbait can be effective. Nevertheless, we urge social media
platforms to take collaborative initiatives with clickbait



researchers to speed the production of viable mental model-
based interventions in the long term.

5.2.1. Enhancing mental models through augmentation
Our findings show that users with combined mental models
of working and goal of clickbait were less likely to click on
the post than users with a singular mental model (working
or goal only) (see $4.3, $§4.1, and $4.2). Regarding the
importance of these mental models, users who understand
clickbait in multiple modes (working and goal) are better
suited to deal with clickbait when there are no warnings.
However, these same users rated the two warning variations
poorly across most parameters for user experience and
usability (see $4.3). Since these users understand clickbait
using multiple modes, we believe they could have better
knowledge about clickbait. Such knowledge may include the
content of the warning, that is, the consequences of clicking
on clickbait. As these users may already know about the
warning content, we speculate that they could have found
the warnings less helpful, resulting in poor ratings for user
experience. Irrespective of the ratings, these users were more
inclined to avoid clickbait without any warnings.

Such a finding highlights the importance of augmenting
multiple mental models to create a more comprehensive
model that increases users’ capacity to identify and avoid
clickbait (Kaptein et al, 2015; Liu et al., 2016). Warnings
designed in our study to support users by increasing their
understanding of clickbait can provide the initial direction
for augmenting user mental models, resulting in safer
online behavior (Kaptein et al., 2015; Liu et al., 2016).
Based on these directions, we suggest researchers to focus
on designs and interventions that help augment mental
models in future (creating a complex and comprehensive
mental model by introducing multiple simpler mental mod-
els). However, we acknowledge augmentation may be only
one of many solutions to enhance mental models and urge
researchers to explore new and innovative ideas in these
directions.

5.2.2. Scopes of personalization

In designing mental model based interventions, our findings
show that the different mental models can influence users’
behaviors towards clickbait and the warnings against it (see
Table 4 and $§4). For instance, we can infer from our find-
ings that users who understand clickbait based on goal alone
are very likely to interact with clickbait compared to users
of other mental models and may need stricter measures in
the interventions. Even with warnings, these users are only
neutral regarding clickbait interaction—these differences in
clickbait interaction among user groups point towards a
need for personalized warnings. Moreover, across the find-
ings, users have different perceptions of the two warnings.
For instance, we can infer that the users with information
camouflage mental model prefer logical warnings (see
§4.1.3). Similarly, some mental model groups (e.g., financial
benefit, clickbait goal) have a slight preference for emotional
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warnings (see §4.2), and some (e.g., information sensational-
ization) have a mixed preference (see §4.1.1).

These findings support the narratives of prior works that
highlight the importance of personalizing warnings based on
users’ abilities and knowledge (Kaptein et al., 2015; Liu
et al., 2016). While our study focuses on logical and emo-
tional warnings conveying harm, there are many unexplored
techniques to change human behavior regarding clickbait
(Abraham & Michie, 2008; Michie et al, 2013). We urge
researchers to focus on these techniques to understand fur-
ther scopes of personalization based on the mental models
of the users. Further, we suggest future works to explore
various methods to translate the mental models of users into
effective interventions.

5.3. Need and plan for clickbait awareness and
education

The users of the three mental models, information camou-
flage (see $4.1.3), financial benefit (see §4.2.2), and detri-
mental effects (see $4.2.3), had the lowest likelihood of
clicking on the post without any warnings. These users also
had the lowest likelihood of clicking on the post after seeing
both the logical and the emotional warnings. However, these
three groups had the lowest number of users, indicating
that, like prior studies indicate (Geeng et al., 2020; Huang
et al., 2015; Pennycook et al., 2022; Scott, 2021; Urakami
et al.,, 2022), most users do not understand clickbait based
on hiding information, getting financial benefit from them,
or causing harm to them. These findings together point to a
need for warnings against clickbait while instilling awareness
and education among the users (Geeng et al., 2020; Huang
et al,, 2015; Pennycook et al., 2022; Urakami et al., 2022).

In achieving clickbait awareness and education, our find-
ings suggest the importance of information about these three
mental models since these users have the lowest likelihood
of interacting with clickbait. We recommend future warn-
ings and educational materials relating to clickbait to high-
light the hiding of information, financial benefits for bad
actors, and harm caused to users through clickbait.
However, we urge researchers to validate the effectiveness of
such warnings and materials before implementation. While
our warnings focused on warnings conveying harm, there is
still much scope to explore warnings and designs focused on
the remaining two mental models, which our findings point
to be effective against clickbait. Here, we urge the research-
ers to explore these directions and the social media plat-
forms to implement solutions that focus on supporting and
educating social media users. While these platforms have
mostly focused on moderation, supporting and educating
users can create a resilient community and can strengthen
the targets of social engineering attacks, humans.

5.4. Limitations and future work

Our study presents mental models of clickbait based on the
responses of 722 participants. However, mental models rep-
resent a person’s understanding of a concept and can be
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non-exhaustive. Therefore, the mental models presented in
the study should not be considered as exhaustive. In fact,
our goal is not to exhaustively identify the mental models of
clickbait but to contribute to the knowledge about users’
understanding of clickbait and its impact on their online
security behavior. Further, we believe user mental models
are to some extent shaped by their environment, implying
that mental models of users with different culture, norms,
and literacy can also be different. Recent HCI research (Al-
Ameen et al, 2021; Al-Ameen & Kocabas, 2020; Shahid
et al., 2022; Shrestha et al., 2023) supports such differences
and puts importance on looking beyond the Western con-
texts, where factors such as cultural background, literacy
rate, and economic condition could impact users’ percep-
tions and behavior. Therefore, we suggest future studies
involve participants from diverse geographic regions, includ-
ing developing countries, to understand differences in users’
mental models of clickbait and its impact on their percep-
tions and behavior towards clickbait and warnings against it.

In the online study, the warnings are presented in a
mock platform where the interaction with the warning is the
primary task. However, in social media, interaction with
warnings is usually a secondary task. Therefore, future stud-
ies should consider the implementation and study of these
warnings in a more realistic setting.

The non-significant results from the online study do not
imply that such a relationship does not exist. Instead, it is
only valid in the specified effect size and significance level.
Further, quantitative results provide generalizable findings
but can have gaps in making sense of some of the significant
results. To understand the reasons behind these significant
results, we suggest future works to conduct qualitative stud-
ies with users from different mental model groups identified
in our study.

6. Conclusion

Overall, our findings contribute to the knowledge about
users’ mental models of clickbait (RQ1), where we unveil
that users understand clickbait based on its working and
goal. Under each of these mental models, users made sense
of clickbait in diverse ways supporting the diverse nature of
mental models. However, these mental models by themselves
are rarely adequate to comprehend the dangers of clickbait
and a need for interventions against clickbait are apparent.
Our study evaluates two variations of such interventions
that aims to not only classify a post as clickbait but also
informs and educate users about clickbait and its conse-
quences (RQ2). Our findings reveal the diverse needs of the
user groups based on mental models and the scopes of per-
sonalization in these interventions. We conclude by high-
lighting the fact that mental models, in fact, have substantial
influence on users’ behavior towards clickbait and warnings
against it and recommend personalization of interventions
and augmentation of mental models to better prepare social
media users against clickbait.

Notes

1. https://www.eccouncil.org/cybersecurity-exchange/ethical-
hacking/understanding-preventing-social-engineering-
attacks/

2. https://www.eccouncil.org/cybersecurity-exchange/ethical-
hacking/understanding-preventing-social-engineering-
attacks/

3.  https://www.nngroup.com/articles/mental-models/

https://www.ueq-online.org/

5.  https://www.mturk.com/worker/help
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