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ABSTRACT

We study the problem of finding and listing k-cliques in an m-edge,
n-vertex graph, for constant k > 3. This is a fundamental problem
of both theoretical and practical importance.

Our first contribution is an algorithmic framework for finding
k-cliques that gives the first improvement in 19 years over the
old runtimes for 4 and 5-clique finding, as a function of m [Eisen-
brand and Grandoni, TCS’04]. With the current bounds on matrix
multiplication, our algorithms run in O(m!-%¢) and O(m?) time,
respectively, for 4-clique and 5-clique finding.

Our main contribution is an output-sensitive algorithm for list-
ing k-cliques, for any constant k > 3. We complement the algorithm
with tight lower bounds based on standard fine-grained assump-
tions. Previously, the only known conditionally optimal output-
sensitive algorithms were for the case of 3-cliques given by Bjork-
lund, Pagh, Vassilevska W. and Zwick [ICALP’14]. If the matrix
multiplication exponent w is 2, and if the number of k-cliques ¢ is
large enough, the running time of our algorithms is

s 12 2 -2
O(mm{mHt k(k-2) nk-1t k(k*”}),

and this is tight under the Exact-k-Clique Hypothesis. This running
time naturally extends the running time obtained by Bjérklund,
Pagh, Vassilevska W. and Zwick for k = 3.

Our framework is very general in that it gives k-clique listing
algorithms whose running times can be measured in terms of the
number of f-cliques Ay in the graph for any 1 < ¢ < k. This
generalizes the typical parameterization in terms of n (the number
of 1-cliques) and m (the number of 2-cliques).

If w is 2, and if the size of the output, Ag, is sufficiently large,
then for every ¢ < k, the running time of our algorithm for listing
k-cliques is

A==
t(k—¢ —{
o (Aé, A ) :
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We also show that this runtime is optimal for all 1 < ¢ < k under
the Exact k-Clique hypothesis.
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1 INTRODUCTION

Finding, counting and listing cliques in graphs are fundamental
tasks with numerous applications. In any type of network (social,
biological, financial, web, maps, etc.) clique listing is used to find
patterns such as communities, spam-link farms, motifs, correlated
genes and more (see [17, 32] and the many citations within).

As finding a clique of maximum size has long been known to be
NP-hard [23], the focus in numerous practical works (see [14, 15,
17, 25, 30-34]) is on listing cliques of small size such as triangles.

More generally, in an n-node m-edge graph, for a constant k > 3
(independent of n and m), we want to find, count or list the k-
cliques in G. Chiba and Nishizeki [14] presented an algorithm that
for any constant k > 3 can list all k-cliques in a graph in O(mak~2)
time, where & < O(+/m) is the arboricity of the given graph. This
algorithm is among the most efficient clique-listing approaches in
practice (see e.g. [17] and the references within).

Purely in terms of m, Chiba and Nishizeki’s algorithm runs in
O(mk/ 2} time. Since O(mk/ 2 is also the maximum number of k-
cliques in an m-edge graph, this algorithm is optimal, as long as the
graph has ©(m*/2) cliques (e.g. when the graph itself is a clique).
However, when the graph has t k-cliques, where ¢ is o(m*/2), the
optimality argument no longer works. In fact, it has been known
for almost 40 years [28] that when ¢ = 1, a much faster runtime is
possible using fast matrix multiplication.

This motivates the study of output-sensitive algorithms for
k-clique listing: algorithms whose running time depends on the
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number of k-cliques in the output. An even more desirable version
of an output-sensitive algorithm is one that can also take as input
some parameter ¢, and can list up to ¢ k-cliques in the graph. When
t is much smaller than the number of k-cliques in the graph, such
an algorithm could potentially be more efficient. These two ver-
sions are actually runtime-equivalent up to logarithmic factors for
most natural running times (we provide a proof in Section 2 for
completeness). We thus use these two notions interchangeably.

Bjorklund, Pagh, Vassilevska W. and Zwick [9] designed such
output-sensitive algorithms for triangle listing with runtime O (n® +
n%tﬂ;—f) ) and O(mﬁ +m5(:j+11) poit )1, where w < 2.372 [18,
38] is the exponent of matrix multiplication and t is the number
of triangles listed. If » = 2, the runtimes simplify to O(n? + nt?/3)
and O(m*/® + mt!/3), and these are shown to be conditionally
optimal for any t = Q(n'?®) and t = Q(m) respectively under
the popular 3SUM hypothesis [24, 29] and the even more believable
Exact Triangle hypothesis [37]. There have also been many recent
works focusing on output-sensitive cycle-listing algorithms. The
works of [4, 22] show O(min{n®+t, m4/3+t}) algorithms for listing ¢
4-cycles, and the work of [21] shows O(n? +t) algorithm for listing
t 6-cycles. Moreover, matching conditional lower bounds for 4-
cycle listing were shown under the 3SUM hypothesis [3, 22], which
was subsequently strengthened to hold under the Exact Triangle
hypothesis [13].

While the output-sensitive questions for triangle listing and 4-
cycle listing are is well-understood by now, no similar conditionally
optimal results are known for k-clique listing when k > 4.

QUESTION 1. What is the best output-sensitive algorithm for k-
clique listing fork > 37

When analyzing algorithms, researchers look at a variety of
parameters to understand performance: the size of the input (typ-
ically n and m for graph problems), the size of the output (the
number of k-cliques), and other natural parameters of the input
(e.g. the arboricity, as in [14]). In this work, we study clique-listing
algorithms parameterized by Ay, the number of ¢-cliques in the
graph for ¢ < k.

To motivate this, let us consider the first non-trivial algorithm
for k-clique finding by Nesetril and Poljak [28]. For simplicity,
assume that k is divisible by 3. First, the algorithm enumerates
all k/3-cliques in the input graph G, and forms a new graph H
whose nodes represent the k/3-cliques of G and whose edges con-
nect two k/3-cliques that together form a 2k/3-clique. The trian-
gles of H correspond to k-cliques in G, and so Nesetril and Pol-
jak reduce k-clique finding, counting and listing in G to finding,
counting and listing (respectively) of triangles in H?. As there are
O(nk/3) k/ 3-cliques in G, and since triangle finding or counting
in N-node graphs can be done in O(N®) time [20], [28] gave an
O(n®*/3) time algorithm for k-clique finding or counting in n-node
graphs. Eisenbrand and Grandoni [19] extended Nesetril and Pol-
jak’s reduction to obtain a k-clique runtime of O(n'B (k)) where
B(k) = w([k/3],[(k —1)/3], Lk/3]), and w(a, b, ¢) is the exponent
of multiplying an n® X n? matrix by an n? x n¢ matrix. As the

1We use O to hide polylog factors.
2Note the reduction also works for counting and listing because every k-clique is

represented by exactly (k/3 k’% k/3) triangles.
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runtime of k-clique detection has remained unchallenged for sev-
eral decades, the hypothesis that these algorithms are optimal has
been used to provide conditional lower bounds in several works
(e.g. [1, 8, 12]). Throughout the paper, we consider the word-RAM
model of computation with O(log n) bit words.

HyproTtHEsIs 1.1 (k-CLiQUE HYPOTHESIS). On a word-RAM model
with O(log n) bit words, detecting a k-clique in an n-node graph re-
quires P K) =) time where f(k) = w([k/3], [(k — 1)/3], Lk/3]).

Now, suppose G has a small number q of k/3-cliques and suppose
we can list these k/3-cliques quickly, then Nesetril and Poljak’s
algorithm would run in only O(g®) additional time which can be
much faster than O(n®k/3).

More generally, if a graph has a small number Ay of ¢-cliques for
¢ < k, a simple generalization of Ne3etril and Poljak’s reduction
would reduce k-clique to k/¢-clique in a graph with A, nodes (as-
suming k is divisible by ¢ for simplicity). If one can list the £-cliques
fast, then k-clique finding, listing and detection can all be done
faster in graphs with small A.

In other words, for k-clique problems, the number of ¢-cliques Ay,
where ¢ < k is arguably the most natural parameter. The usual input
parameters n and m can be viewed as the special cases A1 and As.
We are not the first to suggest this natural parameterization of the
input. In fact, small A, values have been exploited to obtain faster
k-clique algorithms in experimental algorithmics: e.g., [30] and [16]
count k-cliques faster in graphs with a small number of triangles.
Motivated by these practical results, we are the first to consider the
following question within theoretical computer science:

QUESTION 2. Can we get a general conditionally optimal algo-
rithms for output-sensitive k-clique listing in terms of the number Ay
of t-cliques for any ¢ < k?

1.1 Our Contributions

We present a systematic study of clique finding and listing, and
provide answers to both Questions 1 and 2. We give the first output-
sensitive algorithms for listing k-cliques for k > 4. We also give the
first general algorithms for detecting and listing k-cliques in terms
of the number of ¢-cliques, and the first fine-grained lower bounds
for the listing problem for general k. Our lower bounds show that
our algorithms are tight for a non-trivial range of the number of
k-cliques to output. We summarize our contributions in Table 1.
(k, £)-Clique-Detection and (k, £)-Clique-Listing refer to detecting
and listing k-cliques respectively given a list of all ¢-cliques. Here,
t is the number of k-cliques we are asked to list.

Improved 4 and 5-clique detection in sparse graphs. We provide
a general algorithmic framework for detecting cliques. As special
cases of the framework, we give the first improvement over the
the runtime of Eisenbrand and Grandoni [19] for 4 and 5-clique
detection in sparse graphs (we show this in Examples 3.3 and 3.4 in
Section 3.2).

THEOREM 1.2. There is an O(m'-%>") time algorithm for 4-clique
detection and an O(m?%7) time algorithm for 5-clique detection in
m-edge graphs.

In comparison, the runtimes of the algorithms of [19] in terms of
the current bounds for square and rectangular matrix multiplication
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Table 1: Summary of our contributions. (k, £)-Clique-Detection and (k, £)-Clique-Listing refer to detecting and listing k-cliques
respectively given a list of all ¢-cliques. Here, t is the number of k-cliques we are asked to list.

Results References
. New (k, £)-Clique-Detection framework Section 3
Detection
Improved (4, 2)-Clique-Detection and (5, 2)-Clique-Detection Theorem 1.2

Lower bounds

Conditional lower bounds for (k, £)-Clique-Listing

Theorems 1.4, 1.10

Listing

[38] were O(m!-%%8) and O(m?9%) for 4 and 5-clique detection
respectively.

Lower bounds for k-clique listing. Prior works [24, 29, 37] give
fine-grained lower bounds for listing triangles in an n-node, m-edge
graph: triangle-listing requires n1=0()2/3 time in n-node graphs,
and requires ml=o(W1/3 in m-edge graphs time, under standard
fine-grained hypotheses. The lower bounds imply tightness of the
known algorithms [9] if ¢ is large enough: t = Q(n!) or t = Q(m)
respectively.

The lower bounds of [24, 29] are under the 3SUM hypothesis.
Extending these to lower bounds for k-clique listing seems difficult.
Instead we focus on the approach of [37] who showed hardness
under the Exact-Triangle hypothesis which states that finding a
triangle of weight sum 0 in an n-node edge-weighted graph re-
quires n°~°()) time in the word-RAM model. The Exact-Triangle
hypothesis is one of the most believable hypotheses in fine-grained
complexity, as it is implied by both the 3SUM hypothesis and the
APSP hypothesis (see [36]).

A natural generalization of the Exact-Triangle hypothesis is the
Exact-k-Clique hypothesis (which coincides with the Exact-Triangle
hypothesis for k = 3):

HypoTHESIs 1.3 (EXAcT-k-CLIQUE HYPOTHESIS). For a constant
k > 3, let Exact-k-Clique be the problem that given an n-node
graph with edge weights in {-n'%% ___ n19k} 4ok to determine
whether the graph contains a k-clique whose edges sum to 0. Then,
Exact-k-Clique requires nk=0() time, on the word-RAM model of

computation with O(log n) bit words.

The Exact-k-Clique hypothesis is among the popular hardness
hypotheses in fine-grained complexity. Most recently, it has been
used to give hardness for the Orthogonal Vectors problem in mod-
erate dimensions [2] and join queries in databases [10]. Moreover,
due to known reductions (see e.g. [36]), the Exact-k-Clique hypoth-
esis is at least as believable as the Max-Weight-k-Clique hypothesis
which is used in many previous papers (e.g. [5, 7, 8, 11, 27]).

Under the Exact-k-Clique hypothesis we prove lower bounds for
k-clique listing for all k > 3. These are the first lower bounds for
output-sensitive clique listing for k > 4.

Optimal algorithms for (4, 1) and (5, 1)-Clique-Listing
Nearly-everywhere optimal algorithms for (4, ¢), (5, £)-Clique-Listing
Optimal (k, £)-Clique-Listing algorithms for large ¢
Generalized (k, £)-Clique-Listing algorithm for all ¢
Refined analysis for (6, 1)-Clique-Listing
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Theorems 1.5, 1.6
Theorems 1.7, 1.8
Theorems 1.9, 1.11

Section 5

full version

THEOREM 1.4. Foranyk > 3, andy € [0, k], listing t k-cliques in
a graph with n vertices, and in a graph with m nodes requires

2
L i)

)1—0(1) 2 )1—0(1)

2 12
(nk—lt and (mk—Zt k(k-2)

time respectively under the Exact-k-Clique hypothesis.

For k = 3 this is the same lower bound as previously proven
[24, 29, 37]. Shortly, we will present algorithms that match our
lower bound for all k, m, n and for large t if w = 2, implying that
our lower bound is tight. This is in fact the first output-sensitive
lower bound for k-clique listing problems for k > 4, and the first
such lower bound for any graph pattern of size at least 5.

Optimal algorithms for 4 and 5-clique listing. For the special
cases of k = 4, 5, we give algorithms parametrized by the number
of vertices n and number of k-cliques ¢ which are conditionally
optimal if w = 2 in the full version.

Similar to [9], we state our runtimes in terms of . In our anal-
ysis, we compute rectangular matrix multiplication by truncating
it to multiple instances of square matrix multiplication. If one is
interested in better numerical values, one could instead use the
best upper bound on rectangular matrix multiplication [38] in these
steps.

THEOREM 1.5. Given a graph on n nodes, one can list t 4-cliques in

(0]

4(w—-1)(20—-3) 1— (-1)(20—-3)

Ol T T szt w2 —5c0+12

n

time. If o = 2, the runtime is O(n3 + n?/315/6),

Recall that the 4-Clique hypothesis, which is a special case of
Hypothesis 1.1 when k = 4, gives a lower bound of n3=0W) if o = 2.
Moreover, Theorem 1.4 gives a lower bound of (n?/345/6)1-0(1)
Therefore, this 4-clique listing algorithm is indeed conditionally
optimal.

THEOREM 1.6. Given a graph on n nodes, one can list t 5-cliques in

(@]

5(cw—1) (2w—3) (3cw—5) 1_(0)71)(2(073)(3&)75)
4+ n 8-4Tw+l6wl-w3 t 48—47cw0+16002 -3

nw+2

time. If © = 2, the runtime is (~)(n4 + n1/2t9/1o)'

Recall that the 5-Clique hypothesis from Hypothesis 1.1 gives

4-0(1)

us a lower bound of n if w = 2. Moreover, Theorem 1.4 gives
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alower bound of (n!/2¢%/19)1=0(1) Therefore, this 5-clique listing
algorithm is also conditionally optimal.

Nearly-everywhere optimal algorithms for 4 and 5-clique listing in
sparse graphs. In the case of sparse graphs, we obtain conditionally
optimal runtimes for 4 and 5-clique listing for almost all values of
t if @ = 2. The runtimes are stated in the following theorems and
are pictorially depicted in Figure 1.

THEOREM 1.7. Ifw = 2, one can list t 4-cliques in a graph withm
edges in time

O(m3/?) ift <m®4,
O(mt?/%) ifm®* <t <m'7,
é(ml/2t3/4) ift > mlo/7
This algorithm matches the lower bound in Hypothesis 1.1 when

t < m5/4, and it matches our lower bound of Theorem 1.4 when
t > mlo/7,

THEOREM 1.8. Ifw = 2, one can list t 5-cliques in a graph with m
edges in time

O(m?) ift <m0,
O(m7/18410/18) 1910 < ¢ < py55/28
O(m1/3t13/15) ift > m55/28.

This algorithm matches the runtime of the lower bound in Hy-
pothesis 1.1 when t < m19/19 and it matches our lower bound from
Theorem 1.4 when t > m>%/28.

We prove Theorem 1.7 and Theorem 1.8 are proved in the full

version of the paper.

Optimal algorithms for listing many k-cliques. More generally,
we consider the problem of listing k-cliques for k > 3. For instance,
consider the problem of listing 6-cliques in sparse graphs with m
edges. If we adapt the existing approach for k-clique detection [19,
28] and directly reduce it to triangle listing in a graph with m
nodes and then use [9], we get an O(m? + mt2/3) runtime when
® = 2. In comparison, the lower bound from Theorem 1.10 is
(m!/4¢11/12)1=0(1) WWhen ¢ is close to maximum (as t — O(m3)),
the O(m? + mt?/3) runtime is polynomially higher than the lower
bound. Therefore, we cannot only rely on such reductions.

Nevertheless, we give a conditionally tight algorithm for graphs
with many k-cliques, provided that w = 2 for sufficiently large
number of cliques. In particular, the runtime of the algorithm in
the theorem below matches the lower bound of Theorem 1.4.

THEOREM 1.9 (INFORMAL). If w = 2, there is an algorithm for
k-clique listing which runs in time

2 2
1- -ty

1
RE-D | mF— ¢

~ 2
0 (min {77t
when t is large.
We give more explicit bounds on t and the runtimes in terms
of w in Sections 4.2 and 4.3. In other words, we have an algorithm

which match the lower bound in Theorem 1.4 for graphs with
many k-cliques.
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General listing algorithm for all t. In Section 5, we give a general
black-box approach (by non-trivially adapting previous reductions
[19, 28]) that uses our (conditionally) optimal algorithm for a large
number of k-cliques ¢ to obtain a fast algorithm that works for
all t. The main advantage of this approach is its simplicity and
generality. In particular, we obtain an intuitive and simple analysis
of the runtime for all k, t. In Section 5, we show a comparison of
our lower bounds and the runtime of our general algorithm in some
examples. We illustrate the runtime of the general algorithm for
some specific cases in Figure 2.

Improved algorithm for 6-clique listing. We note that our generic
algorithm trades simplicity for optimality, and it is not always the
best algorithm one can obtain for fixed k. In the full version of
the paper, we give a more refined algorithm for 6-clique listing
in terms of n and t if ® = 2 to illustrate how one might obtain a
tighter runtime bound for specific k. In Figure 3, we compare our
“general” bound, our best bound and our lower bounds to illustrate
the improvement in the algorithm. However, since the number of
terms and parameters in the runtime increases significantly with k,
we do not do this refined analysis for all k.

Listing cliques from smaller cliques. In fact, our frameworks are
much more general and it extends to the problems of finding and
listing k-cliques given a list of all £-cliques in the graph, for ¢ > 1.
We use the notation A, to denote the number of f-cliques in the
graph.

Let (k,?)-Clique-Detection be the problem of detecting a k-
clique in a graph G, given the list of all ¢-cliques in the graph
for some ¢ € {1,...,k — 1}. Our algorithmic framework in fact
applies to the general problem of (k, £)-Clique-Detection for any
k > 3,1 < ¢ < k. We note that while we only mention k-clique
detection, we can use well-known techniques to also find k-cliques
in the same runtime up to a log factor (see Section 2.2). Moreover,
our algorithm can also be used to count the number of cliques with
the same runtime.

In Table 2, we present our runtimes for (k, £)-Clique-Detection
for small values of k and ¢ in terms of the current value of w. For
¢ = 1, we captures the best known k-clique detection algorithm and
hence matches Hypothesis 1.1. Although our general framework is
simple, it is actually quite powerful, and allows us to obtain the first
improvement in almost 20 years over the runtime of Eisenbrand
and Grandoni [19], as discussed in Theorem 1.2.

Let (k, £)-Clique-Listing be the problem of listing all k-cliques
in a graph G, given all the ¢-cliques of G. Equivalently, it is the
problem of listing ¢ k-cliques in a graph given all the ¢-cliques,
where ¢ is an input to the problem (see a proof in Section 2).

Under the Exact-k-Clique hypothesis we prove the following
lower bound for (k, £)-Clique-Listing for all k > 3,1 < ¢ < k. In
fact, Theorem 1.4 is a special case of this theorem.

THEOREM 1.10. For any k > 3,1 < ¢ < k, andy € [0,k/¢],
(k, £)-Clique-Listing in a graph with A, given {-cliques and t
@(A?) k-cliques requires

)1—0(1)

time under the Exact-k-Clique hypothesis.

_2 2
(A;(k—l’) tl_m
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(4,2)-Clique-Listing (5,2)-Clique-Listing
200 — Our algorithm 251 — Our algorithm
1.94 === Lower bound 9.4{ —=== Lower bound
---- Best detection time ---- Best detection time
= 181 523
f=4 [=
2 1.7 299
o L s 2
& &
W 1.6 w21
1.5 ! 2.0 1
I, ’
0.0 05 10 15 20 00 05 10 15 20 25
log,,, ¢ log,,, t

Figure 1: Upper and lower bounds for 4 and 5-cliques in graphs with m edges, if ® = 2. Here, r is such that one can list ¢
4-cliques or 5-cliques respectively, in O(m”) time. The blue line corresponds to our upper bound from Theorems 1.7 and 1.8, the
dashed red line denotes our lower bound from Theorem 1.10, and the dashed black line corresponds to the lower bound from
Hypothesis 1.1. The shaded region highlights the portions of the algorithms which are not conditionally optimal.

Listing 36-cliques in n-node graphs Listing 51-cliques in m-edge graphs
36
—— General Algorithm —— General Algorithm
MY = Lower bound LR Lower bound
=~ 321 =~
€ =
2 5 2
2 8
x X 20
w = i
26
18
24
0 5 10 15 20 25 -‘i‘“ 3! 0 5 10 15 20 25
log, t log,,, t

Sn Sm ¢

Figure 2: Upper and lower bounds listing 36-cliques in n-node graphs, and 51-cliques in m-edge graphs if « = 2. Here, the
exponent r is such that one can list ¢ 36-cliques or 51-cliques respectively, in O(n”) and O(m’) time respectively. The blue line
corresponds to our upper bound from the general listing algorithm, and the dashed red line denotes the lower bounds from
Hypothesis 1.1 and Theorem 1.4.

Listing 6-cliques in n node graphs

G'O(_J —— Our algorithm
5.751 —— General algorithm
5.501 ==-- Lower bound

= 5.25

f=4

g 5.00

S

2 4.7

i}
4.50
4.25
4.00 .

0 1 2 3 4 5 6

log, t
Figure 3: Upper and lower bounds for listing 6-cliques in n-node graphs if v = 2. Here, r is such that one can list ¢ 6-cliques in
O(n") time. The blue line corresponds to the upper bound of our general listing algorithm, the black line corresponds to the
upper bound of our refined algorithm (deferred to the full version of the paper), and the dashed red line denotes lower bound
from Theorem 1.4 and Hypothesis 1.1.

We give an overview of the proof in 1.2, and defer the full proof THEOREM 1.11 (INFORMAL). If w = 2, there exists an algorithm for
to the full version of the paper. (k, £)-Clique-Listing which runs in time

Moreover, we give a conditionally tight algorithm for graphs 2 gz

. . . . ] S PEn) Kk=0)
with many k-cliques, provided that w = 2. In particular, the runtime o (A[ Ay )
of the algorithm in the theorem below matches the lower bound of K2k
-2k-1

Theorem 1.10. for Ag > A’(fk" where yi , = W.

Theorem 1.9 is a special case of this theorem.
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1.2 Our Techniques

In this section, we highlight our main techniques used in the algo-
rithms and lower bounds.

Detection algorithms. The previous algorithms for k-clique de-
tection in n-node graphs [19, 28] can be viewed as reductions to tri-
angle detection, as mentioned earlier. Here is how they work when
k is not necessarily divisible by 3. For some integers a, b, c € [1, k]
where a+b+c = k, the algorithm creates a tripartite graph on node
parts A, B, C with n?, nb, n¢ nodes respectively, which represent
tuples of a, b, c nodes respectively. It also suffices to keep only the
tuples of nodes that form a clique in the original graph. For every
node (uy,...,uy) € A and every node (vy,...,05) € B, the algo-
rithm adds an edge between them if and only if us, ..., ug, v1,...,0p
form an (a + b)-clique in the original graph. It similarly adds edges
between B, C and between A, C. It is not difficult to see that there is
a triangle in the new graph if and only if there is a k-clique in the
original graph, so we can simply detect triangles by multiplying an
|A] X |B| matrix with a |B| X |C| matrix.

We generalize this approach to k-clique detection in terms of
the number of ¢-cliques for ¢ < k.

Suppose we are given a list of all #-cliques in the graph, and
we want to find a k-clique. Let a, b, ¢ € [1, k] be as before where
a+b+c =k Let A B, and C, respectively, be the sets of a-, b-
and c-cliques in the graph. We would like to bound their sizes in
terms of Ag. Let us focus on bounding |Al; bounding |B|, |C| is done
similarly.

For a > ¢, a (probably folklore) bound shows that A, < O(A?/ [)
(we also provide a proof for completeness in Section 2).

For a < ¢, we set a parameter A and consider two types of a-
cliques: “low-degree" ones that are contained in < A ¢-cliques, and
“high-degree” ones that are contained in > A ¢-cliques. There are at
most O(A¢/A) high-degree a-cliques.

Consider a low-degree a-clique K and its neighborhood consist-
ing of the nodes adjacent to all nodes of K. We can recurse on the
neighborhood: find a (k — a)-clique, given the list of (£ — a)-cliques
formed by excluding K from all £-cliques that contain K. We can
bound the recursion runtime using the fact that K has low degree.
Since we have handled all low-degree a-cliques, we can set A to
be only the O(A¢/A) high-degree a-cliques. Similarly, we can get
bounds on |B| and |C]|.

Finally, following previous k-clique detection algorithms [19, 28],
we perform a rectangular matrix multiplication between an |A| X | B|
matrix and a |B| X |C| matrix. By analyzing the recursive steps and
setting parameters appropriately, we obtain our detection runtimes.
As we show in Examples 3.3 and 3.4, our recursion and its analysis
are more careful than in prior work, allowing us to obtain improved
runtimes for 4 and 5-clique detection.

We give some explicit examples of this algorithm in Section 3.2.
We also analyze the asymptotic efficiency of this algorithm in the
full version.

Lower bounds for listing. We obtain our lower bound in Theo-
rem 1.10 for listing from the Exact-k-Clique hypothesis. Our lower
bound technique can be seen as a generalization of the reduction
from Exact Triangle to triangle listing problems in [37].
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We note that there is also a different generalization of the tech-
nique of [37] that shows a conditional lower bound for the k-Set-
Intersection problem [10]. We briefly describe the problem. At a
very high level, the lower bound of [10] applies to the following
hypergraph problem: the nodes are partitioned into k + 1 parts:
Wi, ..., Vi (these correspond to the sets) and U (this corresponds to
the universe). There are hyperedges among the nodes in V3, ..., Vi
(corresponding to k-set-intersection queries) and there are edges
between U and V; for i € [k] (corresponding to elements belong-
ing to each set). Given this hypergraph, the problem asks for each
hyperedge, whether its nodes share a common neighbor in U (i.e.,
whether the sets intersect). As the lower bound of [10] is for a prob-
lem in a hypergraph with hyperedges of cardinality > 2, it does not
directly apply to our applications. Hypergraph problems are gener-
ally harder than their graph counterparts (see e.g. [27]), and there
is no easy way to convert a hardness proof for hypergraphs into
one for graphs without increasing the instance size significantly.

Now, we describe the high-level ideas of our reduction. Without
loss of generality, we can assume the input instance of Exact-k-
Clique is a k-partite graph on nodes V; U - - - U Vi, where each V;
contains n nodes. At a high level, we first hash the edge weights so
that they behave random enough. For simplicity, we assume all edge
weights are independently uniformly at random from [—nk, nk] in
this overview (we deal with the randomness properly in our proof).
Then we split [—nk, nk] equally into s contiguous intervals, each
of size O(n*/s) for some parameter s. We then enumerate com-
binations of intervals (L; j)1<i<j<k, and consider the subgraph
where we only keep edges between V; and V; whose weight is in
L; j. Note that a subgraph cannot contain a k-clique of weight 0
if0 ¢ X1<i<j<k Lij (We denote the sum of two intervals as the
sumset of them). Therefore, we only need to consider combinations
of intervals where 0 € ¥ <;<j<k Li j- If we choose the first (Izc) -1
intervals (Lij)1<i<j<k,(i,j)#(k-1k)> the final interval must inter-
sect — Zl$i<j$k,(i,j)-7t(k71,k) Lij, which has size O(%) Therefore,
there are only O(1) choices for the final interval, and the total num-
ber of combinations of intervals we need to consider is O(s(g)_l).

For each combination of intervals, we form the subgraph only
containing edges with weights in the intervals, and we list all the
k-cliques in this subgraph. The expected number of ¢-cliques in
the subgraph is O(n*/ s(g)) and the expected number of k-cliques is

o(nk/ s({;)). For simplicity, we assume these upper bounds always
hold in this overview (instead of only holding in expectation). Also,
we can list all the £-cliques in the subgraphs efficiently, i.e., in nearly
linear time in their number, which is faster than n* when s is small
enough.

2 2 1-¢
Then suppose we have an O (A;(k’f) ! k('«t’)) time al-

gorithm for listing all k-cliques in a graph with ¢ k-cliques and
with a given list of Ay £-cliques. We can list all k-cliques in all the
subgraphs in time

6] (s(lﬁ)—l ((nf/s(g))ﬁ (nk/s(;;))1_k(k2_”)1—g)

o[ (07),
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which is O(n¥~¢") time for ¢ > 0 for sufficiently small s, and
violates the Exact-k-Clique hypothesis.

Listing algorithms for graphs with a large number t of k-cliques.
We describe our optimal algorithm for (k, £)-Clique-Listing in Theo-
rem 1.11, for all £ < k and large enough t. We give the full algorithm
in Section 4. The framework works for all values of ¢, but the run-
time is conditionally optimal only for large t. We will later explain
how to improve upon the framework for small .

As a first step, we obtain output-sensitive algorithms for k-clique
listing in terms of n (£ = 1). We then use these algorithms in a black-
box way for ¢ > 2.

Bjorklund, Pagh, Vassilevska W. and Zwick [9] gave an algorithm
for triangle listing using a dense-sparse paradigm. We generalize
this algorithm to k > 4. Let ¢ be the number of k-cliques in the
graph which we want to list.

e Dense algorithm: When the input graph has many edges,
we use sampling and rectangular matrix multiplication to
find all the edges that occur in at most A k-cliques, for some
parameter A. We then list all k-cliques incident to such edges,
and can then delete these edges to obtain a graph with at
most O(t/A) edges. We then call the algorithm for sparse
graphs.

e Sparse algorithm: When the input graph has few edges,
we list all k-cliques incident to nodes with degree at most x
by listing (k — 1)-cliques in their neighborhoods, for some
parameter x. We are then left with a graph with at most
O(m/x) nodes, at which point we call the dense algorithm.

The key change from the framework of [9] is in the sparse
algorithm. There, [9] uses brute-force to list triangles through
low-degree nodes. We on the other hand, recursively use (k —
1,1)-Clique-Listing algorithms to list the (k — 1)-cliques in the
neighborhoods of low-degree nodes. This makes our algorithm
efficient, but also complicates the analysis significantly.

For ¢ > 2, we exploit recursion even more: we recursively use
algorithms for both k-clique listing in terms of nodes, and (k — 1)-
clique listing in terms of (£ — 1)-cliques. At a high level, we first
find all nodes that are contained in at most y ¢-cliques, for some
parameter y. Then, in the neighborhoods of such nodes, we can
find all (k — 1)-cliques based on the list of all (£ — 1)-cliques in the
neighborhood. We can then delete all the low-degree nodes. The
resulting graph now only has O(A,/y) nodes. Now, we can call the
k-clique listing algorithm in terms of n.

Because of the extra recursion, the analysis gets more compli-
cated, but we are able to keep the algorithms relatively simple. Thus
we get the best of both worlds: simplicity and optimality (at least
for large t).

The reason why our (k, 1)-Clique-Listing algorithm is only op-
timal for large t is that our dense algorithm has an inherent cost
of Q(n*~1) due to the rectangular matrix multiplication that we
use. This bottleneck extends to (k, £)-Clique-Listing for all £ as well
since all of these algorithms call (k, 1)-Clique-Listing.

Generalizing the listing algorithm to all values of t. In Section 5,
we explain how to improve upon our listing framework above when
t is smaller. While our general runtime analysis for arbitrary k, t and
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¢ quickly gets complicated, here we will focus on a small example,
to give intuition.

Let us consider the example of 6-clique listing in an n-node graph
G assuming @ = 2. The algorithm in Theorem 1.11 has runtime
O~(n% t%) only when ¢ > i , and otherwise runs in O(n®) time>
which is worse than the 6-clique detection runtime O(n?).

We improve the runtime for ¢ smaller than the threshold of

nttii by instead following the techniques of [19, 28]. We create
a new graph G’ whose nodes correspond to the pairs of nodes of
the original graph G, i.e. the new graph has n? nodes. We then
add an edge between two nodes (a, b) and (c, d) if (a, b, ¢, d) forms
a 4-clique in the original graph. Now, we run the triangle listing
algorithm (in [9] or Theorem 1.11) in the new graph. This has
runtime é(n2t2/3) when t > (n®)!® = n3. This also allows us
to obtain an algorithm for all ¢ < n3, running in time O(n*), the
6-clique detection runtime, which is tight under Hypothesis 1.1.

The corresponding runtime is depicted in blue in Figure 3.

More generally, for larger k, we create a new graph where the
nodes represent {’-cliques in the original graph. Then, we list
[k/]-cliques in the new graph. The best £’ varies for different ¢,
and this gives us the trade-offs as seen in Figure 2.

Roughly speaking, the algorithm can be viewed as using different
dimensions of rectangular matrix multiplication depending on the
value of t. For example, in the case of k = 6, the algorithm for large
t > n* T uses O(2) matrix multiplications of size roughly n x n*/A
by n*/A x n for some parameter A > 1, and this requires at least
Q(n’) time. Forn® < t < n4+%, the algorithm uses O(p) matrix
multiplications of size n? X n?/p by n®/p x n? for some parameter
p > 1, which requires at least Q(n*) time.

1.3 Organization

In Section 2, we give necessary definitions and standard algorithms.
In Section 3, we show our framework for detecting cliques. In
Section 4, we show our optimal algorithm for clique listing in graphs
with many k-cliques, and we extend this algorithm to graphs with
fewer k-cliques in Section 5. We defer the proof of our lower bound
in Theorem 1.10, as well as our more efficient algorithm for 6-clique
listing in Figure 3 to the full version of the paper.

2 PRELIMINARIES

Notation. Throughout this paper, we denote the number of nodes
in a graph by n, the number of edges by m, and the number of ¢-
cliques by A,. For an ¢’-clique K for some 1 < ¢’ < ¢, we use Ay(K)
to denote the number of ¢-cliques containing K. For the special
case of £ = 2, we use deg(v) := A2(v). For integer k, we use Kj to
denote a k-clique.

For a nonnegative integer n, we use [n] to denote {1,2,...,n}.

Matrix multiplication. We use w < 2.372 to denote the matrix
multiplication exponent [18, 38]. For any constants a,b,c > 0,
we use w(a, b, ¢) to denote the exponent of multiplying an n% x nb
matrix by an nP xn® matrix. The current best bounds for rectangular

matrix multiplication are given by [38].

3Clearly, when ¢ is smaller, the runtime can only be smaller or equal, so for any

4+ 13 . . . Lox 2413 14 5
t < n”" 14, the runtime of this algorithm is O(n5 (n"" 14 )15 ) = O(n’) when w = 2.
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We denote by MM(A, B, C) the runtime of multiplying an A X B
by a BXC matrix. If A < B < C, we can loosely bound MM (A, B, C)
in terms of w as follows:

BC
MM(A,B,C) < 0(A® - = | = 0(A“"2BC).
AZ

This bound is obtained by splitting the matrix multiplication into
% . % instances of square matrix multiplication of size A, and it is
in general weaker than the bound in [26].

2.1 Problem Definitions
Now, we define the main clique problems that we consider in this
paper.

DEFINITION 2.1 ((k, £)-Clique-Detection). Given a graph G =
(V,E) and the list L of all £-cliques in G, decide whether G contains
a k-clique.

DerINITION 2.2 (K, £)-Clique-Listing). GivenagraphG = (V,E)
and the list L of all ¢-cliques in G, list all k-cliques in G.

In (k, £)-Clique-Listing, we use t to denote the total number of
k-cliques in the graph. However, as we will show in Section 2.2, we
can equivalently (up to O(1) factor) use ¢ to denote the number of
k-cliques we wish to list.

2.2 Basic Clique Listing Algorithms

Next, we give some standard algorithms and reductions. We defer
the proofs from this section to the full version of the paper.

LEmMMA 2.3. Suppose (k, £)-Clique-Detection can be solved in time
D(A¢). Then, given the list of all £-cliques in a graph, one can find a
k-cligue in O(D(Ay¢)) time.

LEmMA 2.4. (k,£)-Clique-Listing can be solved in time O(A];/[).

The proof of Lemma 2.4 also implies that the number of k-cliques
in a graph with A, ¢-cliques is O(AI;/[).

LEMMA 2.5. Fix1 < ¢ < k. Suppose there is a T(A¢, x) time algo-
rithm for (k, £)-Clique-Listing where the total number of k-cliques is
O(AY). Then for any x” < x, (k, £)-Clique-Listing on graphs where
the total number of k-cliques is @(A’(f/) can be solved in O(T(Ag, x))
time.

Let f(Ag, t) be the runtime of (k, £)-Clique-Listing when the
graph has (an unknown number of) ¢ cliques in total, and let g(Ag, t)
be the runtime of listing min{Ay, ¢} distinct k-cliques, given the list
of all £-cliques in the graph and a specified t as input. We assume
FIOD),01) = O(F(Ae,1)) and g(O(Ar), O(1) = Olg(Ar,1)).
This is true for all of our algorithms as well as any algorithm that
has at most a polynomial dependence on A; and ¢.

The following lemma shows that f (A, t) = @(g(Af, t)). There-
fore, we use both of these two notions interchangeably for the
definition of (k, £)-Clique-Listing. In particular, given an instance
of (k,?)-Clique-Listing with an unknown number of k-cliques,
the proof of Lemma 2.6 allows us to assume that we know an
2-approximation of Ay, with only O(1) loss in the running time.

LEMMA 2.6. f(Ag, 1) = O(g(Ap, t)).
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[9] gave similar reductions from listing a specified number of ¢
triangles to listing all A3 triangles in n-node or m-edge graphs. Their
reduction is more efficient than ours when ¢ is much smaller than
As. However, their reduction requires an algorithm for counting
the number of triangles. We instead provide a black box reduction
that does not rely on counting, that works for arbitrary k, ¢, and is
more self-contained and efficient enough for our purpose.

3 DETECTING CLIQUES

In this section, we first give our (k, £)-Clique-Detection algorithm,
and then analyze its running time in some interesting cases.

We use g(k, f) to denote our algorithm’s running time expo-
nent on the number of ¢-cliques of (k, £)-Clique-Detection, i.e., our

algorithm for (k, £)-Clique-Detection runs in é(A?(k’[)) time.

3.1 General Detection Framework

Now we describe a generic algorithm for (k, £)-Clique-Detection
for k > 3 (for k = 2, we trivially list all edges in the graph, so
g(2,1) = 2) in Algorithm 1.

The correctness of this algorithm is immediate. We also remark
that the algorithm can be used to count the number of k-cliques,
by replacing all the recursive calls with the counting version of the
algorithm, using the matrix multiplication to count the number of
k-cliques in the remaining graph, and properly summing up and
scaling the numbers. Clearly, the counting version of the algorithm
will have the same running time.

3.2 Examples

Let us give some explicit examples to illustrate the algorithm.

(k, 1)-Clique-Detection. The simplest example of our algorithm
is (k, 1)-Clique-Detection for k > 3. Let |k/3] < ¢ < b <a <
[k/3] be integers such that a+b+c = k, which is one of the possible
choices of a, b, ¢ for the algorithm. Note that ¢ = |k/3],b = [(k —
1)/31,a = [k/3]. Since a, b, ¢ > ¢ = 1, the algorithm would choose
to use Lemma 2.4 to bound the number of cliques of sizes a, b, ¢ as
n? nb n° respectively. Thus, the running time of the algorithm is

O(n@(@b.e)y = o(nfk)), matching the previous running time [19].

(k, £)-Clique-Detection for £ < | k/3]. Similar as above, let ¢ =
Lk/3],b = [(k —1)/3],a = [k/3] and the algorithm would choose
to use Lemma 2.4 to bound the number of cliques of sizes a, b, c.

Thus, the running time of the algorithm is O(A?)(a/f’b/[’c/[)) <

O~(A?)(“c/ﬂ’r(k_l)/ﬂ’tk/“)/[). This running time is optimal bar-
ring improvements for (k, 1)-Clique-Detection:
ProPOSITION 3.1. Fix any positive integersk > 3 and t < |k/3],
and let
B(k) = o([k/31, [(k = 1)/3], Lk/3]).
If (k, 1)-Clique-Detection requires n(¥)=0() time, then we have
that (k, £)-Clique-Detection requires Af“c)/[_o(l) time.

Proor. Suppose for contradiction that (k, £)-Clique-Detection
has an O(Af(k)/[_e) time algorithm A for some ¢ > 0. Then given a
(k, 1)-Clique-Detection instance, we can first use Lemma 2.4 to list
all £-cliques in O(n) time, and the number of ¢-cliques is bounded
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Algorithm 1 Generic (k, £)-Clique-Detection algorithm.

Input: Graph G = (V, E) and the list L of all ¢-cliques.

Output: Output YEs if G contains a k-cliques, and No otherwise.

The Algorithm:

e Let integers k > a > b > ¢ > 1 be such that k = a + b + ¢ (the algorithm chooses a, b, ¢ optimally). Then goal is then to bound the

number of d-cliques for d € {a, b, c}.

— Ifd > ¢, we can use Lemma 2.4 to upper bound the number of d-cliques with S; = é(A?/[), and add these d-cliques to a list L in the

same time.

- If d < ¢, for every d-clique K with A¢(K) < A?d (for some parameter x; € [0, 1] to be chosen), we check if K is in a k-clique by
recursively running (k — d, £ — d)-Clique-Detection in its neighbourhood. Then, let L; denote the set of remaining d-cliques. Then,

Sq = 1Lgl = ®(A£1,_xd). The running time of this step is

Ae(K) - A}

of S mdstkdra sl Y
K:d-clique K:d-clique
Ag(K) <A Ag(K) <A

xq(g(k—d,t-d)-1) 14x4(g(k—d,t-d)-1)

sé(At,

).

e Finally, we conduct a usual matrix multiplication of dimensions S;, S, S¢ in time MM(Sg, S, S¢) as follows. If we find a k-clique, output

YES, otherwise we output No.

- Create a matrix X whose rows are indexed by a-cliques in L, and columns are indexed by b-cliques in Lj. Set A[Kg, Kp] = 1 if the

nodes of K; and Kj, form an (a + b)-clique, and 0 otherwise.
— Create a matrix Y whose rows are indexed by b-cliques in L; and columns are indexed by c-cliques in L, and set the entries similarly.
— Compute Z = XY. For each pair of remaining a-clique K, and c-clique K, that form an (a + ¢)-clique, check if Z[K,, K] > 0. If such

an entry exists, output YEs. Otherwise, output No.

Table 2: Our (k, £)-Clique-Detection exponent for various values of k,  with the best current bound on v and rectangular matrix
multiplication [38]. See also [35] for a way to bound w(a, b, c) for arbitrary a, b, c > 0 from values of w(1, x,1). The (k, ¢£)th entry
corresponds to the exponent ¢ such that the runtime to detect a k-clique is O(A]) , where A is the number of ¢-cliques.

¢ k 3 4 5 6 7 8 9 10 11 12
1 2.372 | 3.251 | 4.086 | 4.744 | 5.590 | 6.397 | 7.115 | 7.952 | 8.745 | 9.487
2 1.407 | 1.657 | 2.057 | 2.372 | 2.795 | 3.199 | 3.558 | 3.976 | 4.373 | 4.744
3 - 1.248 | 1.422 | 1.668 | 1.918 | 2.149 | 2.372 | 2.651 | 2.915 | 3.163
4 - - 1.174 | 1.298 | 1.487 | 1.657 | 1.840 | 2.028 | 2.205 | 2.372
5 - - - 1.130 | 1.232 | 1.377 | 1.503 | 1.660 | 1.811 | 1.953

by O(nf). Then we can use A to solve the (k, 1)-Clique-Detection
instance in O((nf)#(k)/t=¢) = nf(K)=¢l {ime, a contradiction. O

ExaMPLE 3.2 ((3,2)-Clique-Detection). In this case, the algo-
rithm can only choose a = b = ¢ = 1, and it would naturally
choose x; = x3 = x¢. The time it takes to bound the number of
1-cliques (nodes) is O(A;rx“(g(z’l)_l)) = O(m!*¥a). Then we have
Sa,Sp, Se < ©(m!~*). Thus, the running time for the matrix mul-
tiplication of dimensions Sg, Sp, S¢ is é(m(l_xﬂ)‘“ ). Overall, the
running time is é(m«zﬁ) by setting x4 = “a))—;ll This is essentially
Alon, Yuster and Zwick [6]’s triangle detection algorithm for sparse
graphs.

ExaMpLE 3.3 ((4, 2)-Clique-Detection). In this case, the algo-
rithm can only choose a = 2,b = ¢ = 1, and it would naturally
choose xj, = x¢. The algorithm uses Lemma 2.4 to (trivially) bound
the number of edges as m. The time it takes to bound the number

of nodes is O(A;Hb(g(m)_l)) = O(m**(©=1) Then we have
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Sq < ©(m), Sp, Se < O©(m!~**). Thus, the running time for the ma-
trix multiplication of dimensions Sg, Sp, Sc is O(m®@(L1-xp.1-xp) )
The algorithm chooses x3, so that 1+xp(w—1) = w(1,1—xp, 1 —xp).
If we simply bound w(1,1 — xp,1 — x3) by x + w(1 — x3), we
can get g(4,2) < wT“ by setting x; = % For the current best
bound of square and rectangular matrix multiplication [38], we can
set xp = 0.478 to get an upper bound g(4,2) < 1.657. This is an
improvement over the previous best algorithm of Eisenbrand and
Grandoni [19], which runs in O(m!-%8) time. The key difference be-
tween our algorithm and [19]’s algorithm is that, after they perform
a similar first stage, they recursively call a (4, 1)-Clique-Detection
algorithm on graphs with S; nodes, losing the information that
the graph has S, = m edges to begin with. We instead utilize this
information with rectangular matrix multiplication to get a better
running time.

ExampLE 3.4 ((5, 2)-Clique-Detection). In this case, let the algo-
rithm choose a = b = 2,¢ = 1 (the choice a = 3,b = ¢ = 1 gives a
worse bound). The algorithm uses Lemma 2.4 to (trivially) bound



STOC ’24, June 24-28, 2024, Vancouver, BC, Canada

the number of edges as m. The time it takes to bound the number of
nodes is O(A;+XC(9(4’1)_1)) = O(m!**e(@(121)=1)) Then we have
Sa,Sp < ©(m),Se < ©(m!'~*¢). Thus, the running time for the ma-
trix multiplication of dimensions Sg, Sp, Sc is é(m”(l’l’l_xC) ). The
algorithm chooses x. so that 1+x.(w(1,2,1)—1) = 0(1,1, 1—xc). If
we simply bound w(1,2,1) by w+1and w(1,1,1—x¢) by 2x. + (1 -
Xc)w, we can get g(5,2) < “’TJ'Z by setting x. = % For the current
best bound of rectangular matrix multiplication [38], we can set
Xc = 0.469 to get an upper bound ¢(5,2) < 2.057. This is an im-
provement over the previous best known algorithm of Eisenbrand
and Grandoni [19], which runs in O(m?%%) time.

ExAMPLE 3.5 (MORE SMALL ExaMPLES). See Tables 2 for more
examples of the running times of our algorithm. These running
times were obtained by finding the optimal values of a, b, c using
dynamic programming.

From previous examples, one might wonder whether the algo-
rithm always sets a, b, ¢ as close to k/3 as possible. The following
example shows that it is not the case (for o = 2).

In (8, 4)-Clique-Detection, if the algorithm chooses a = 4,b =
¢ = 2, then the running time is

o (Ai+Xb(g(6,2)—1) 4 Ai+xc(9(6,2)—1) + AZJ(Ll*xh,l*xc)) .

3/2)

By setting x; = x¢ = % this running time is bounded by é(A4

when w = 2 (See Table 2 for the value of g(6,2) when w = 2).
However, if the algorithm chooses a more balanced choice a =
b = 3, c = 2, then the running time is

O (Ao D | pler(as-D

+Ai+xc(g(6,2)—1) + Af(l—xa,l—xh,lfxc)) .

(S

One optimal way to set the parameters when w = 2 is x, = x, =

and x; = % which only gives an O(Ai/ 5) running time when w = 2
(See Table 2 for the values of g(5,1) and g(6, 2) when o = 2).

We provide more analyses for Algorithm 1 in the full version of
the paper.

4 OPTIMAL LISTING ALGORITHMS FOR
GRAPHS WITH MANY k-CLIQUES

In this section, we give a (k, 1)-Clique-Listing algorithm that is
optimal for graphs with many k-cliques under Hypothesis 1.3. This
algorithm can be seen as a generalization of the densifying and
sparsifying paradigm of [9].

We then show how we can extend this algorithm to obtain the
conditionally optimal algorithms for all (k, £)-Clique-Listing for
graphs with many k-cliques.

4.1 Algorithm
First, we describe the algorithm for (k, 1)-Clique-Listing in Algo-
rithm 2.

In the Dense algorithm, we use matrix multiplication to enumer-
ate all k-cliques containing light edges, i.e. edges that are part of
very few k-cliques. These edges are then removed to result in a
sparse graph with only edges that are part of many k-cliques.
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In the Sparse algorithm, we enumerate all k-cliques containing
low-degree nodes by recursively listing all (k — 1)-cliques in their
neighborhoods, and delete all such nodes. Deleting these nodes re-
sults in a dense graph with only high degree nodes. While one could
brute-force the (k—1)-cliques in the neighborhoods, our key insight
is that we can instead recursively use a (k — 1, 1)-Clique-Listing
algorithm to be more efficient. We defer the correctness of Algo-
rithm 2.

(k, £)-Clique-Listing when £ > 2. To generalize this algorithm
to (k, £)-Clique-Listing for £ > 2, we recursively use (k — 1,¢ —
1)-Clique-Listing to reduce the problem to (k, 1)-Clique-Listing.
At a high level, the algorithm considers all nodes v in fewer than
x £-cliques and recursively calls (k — 1,¢ — 1)-Clique-Listing to
list all k-cliques containing v. See Algorithm 3. The correctness of
Algorithm 3 is deferred to the full version.

4.2 Analysis for (k, 1)-Clique-Listing
For k > 2, define

k
=k [(5-2)+ (- 20) (1)
j=2
k-1
= 3-0) P+ ) (3-0) "y, )

Jj=2

THEOREM 4.1. Let ag = xp/yy. For any k > 2 and large t > n¥*
where

{o ifk =2

Ykz 3— . b
k(1-E2) k=3
1- %

there exists an algorithm that lists all t k-cliques in time O(n® 1~ % ).

k(k-1)
2

If w = 2, we have that x; = k and yy. = , therefore giving a

. P T pup— . k-1- 52—
runtime of O(n¥-1t k%=1 fort > n K-k-2,

We defer the analysis to the full version of the paper.

4.3 Analysis for (k, £)-Clique-Listing for ¢ > 2

We have shown an algorithm for (k, 1)-Clique-Listing that is con-
ditionally optimal when Ay > n¥*. Now, we use this to show that
there exists a (k, £)-Clique-Listing algorithm for all ¢ that is con-
ditionally optimal for Ay > n¥%¢, for some 0 < yj p < % First, we
define the following variable

!
Zk,e = Xk Z
i=0

where x; and y; are just as defined in (1) and (2). From this
definition, the following identity is immediate.

k=t yr-

k—i—l.Xk,i

Cramm 4.2. Fort > 2 andk > €,z = %zk_u_l + %yk.

THEOREM 4.3. Fix any constant integers k —1 > ¢ > 1. Let
¢ = Xi/zkp. Then, there exists some y, = (1 — g p)k/t for
ek¢ > 0 such that for large t > n¥* there exists an algorithm that

. . . . R NN Qg 1— take
lists all t k-cliques given the ¢-cliques in time O(A,™"t"~ "% ).
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Algorithm 2 (k, 1)-Clique-Listing Algorithm for large t > n¥*, where y; is defined in Theorem 4.1

Dense(G := (V,E),n, t):

e Input: Graph G = (V, E) with |V| < n and at most ¢ k-cliques.

e Output: List of k-cliques in G.
e The Algorithm:
(1) If n < k, it returns no k-cliques.

(2) Choose a parameter A. Let an edge be A-light if it is in fewer than A k-cliques.
(3) Use the algorithm in Lemma 2.4 to obtain a list L of all (k — 2)-cliques (there are at most n*=2 such cliques).

(4) Initialize an empty list T.
(5) Repeat the following O(Alogn) times:
— Sample a subset L’ of L of size |L|/A.

- Construct adjacency matrices A and A where the rows are indexed by V and columns are indexed by L’.

Let A[o,C] = 1 if node o is distinct from and adjacent to every node in the (k — 1)-clique C, and set A[v,C] = 0 otherwise.
Let Alo,C] = A[v,C] - C, i.e. column C contains entries 0 or C.

- Compute B=A-AT andB=A- ZT. This takes O(MM(n, |L’|, n)) time.
— For every edge (u,v) € E that is A-light, if B[u,v] = 1, add (u, v, B[u,v]) to T.

(6) Output T.

(7) Delete all A-light edges from E to obtain E’ (all A-light edges are found in Step 5 w.h.p.).

(8) Call Sparse(G’ := (V,E'), (5)t/A,1).
Sparse(G := (V,E),m, t):

e Input: Graph G = (V, E) with |E| < m and at most ¢ k-cliques.

e Output: List of k-cliques in G.

e The Algorithm:
1) Ifm< (g) it returns no k-cliques.
(2) Choose a parameter x.

(3) Find all nodes such that deg(v) < x, and call the (k — 1, 1)-Clique-Listing algorithm in the neighbourhoods of all such nodes with

n’ = deg(v).
(4) Delete all nodes in V of degree less than x to obtain set V”.
(5) CallDense(G’ := (V/,EN (V' xV’)),2m/x,1)

Algorithm 3 (k, £)-Clique-Listing Algorithm for large t > n¥*¢, where yy. , is defined in Theorem 4.3

Input: A graph G and a list L of all ¢-cliques.
Output: All k-cliques in the graph.
The Algorithm:
(1) Call a node v light if A¢(v) < x, for some parameter x.

(2) For all light nodes, call (k — 1, — 1)-Clique-Listing in the neighbourhoods to find all k-cliques incident to x.

(3) Delete all light nodes and incident edges from G.

(4) Call the (k, 1)-Clique-Listing algorithm Dense(G’ := (V’,E’), £A¢/x, t) (from Algorithm 2).

Ifw =2, we havexy =k and z. ; = k((g_[)

2
k&k-0)) for allt > n¥Ykt, where

2
O[T~

_ k(k*-2k-1)

Vet = b2 —k—t-1)

We defer the analysis to the full version of the paper.

5 EXTENDING THE ALGORITHM TO GRAPHS
WITH FEWER k-CLIQUES

In this section, we show how to apply our algorithm in Section 4
which only works for very large ¢ (or rather, does not have improved
runtime for smaller t) to other ranges of t as well, via black-box
reductions. In the full version, we will also give some examples to
show how to use Theorem 5.1.

, giving a runtime of
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THEOREM 5.1. Suppose for every 1 < ¢ < k, (k, £)-Clique-Listing
- Loy,
can be solved in O(A?k’{ tlfT[) time whent > A?k’[. Then for every

1<t<kandl <s <k where[X] # [£], (k, £)-Clique-Listing
can be solved in

. 3|’£~| Ak’ o 1 [’”‘k,’,l’

J(E

(1 1 )Yk’,t’

, wherek’ = [%1 andt’ = |'§'|

S
: t
time fort > (A[
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