OPEN ACCESS

10P Publishing Modelling and Simulation in Materials Science and Engineering

Modelling Simul. Mater. Sci. Eng. 32 (2024) 045011 (23pp) https://doi.org/10.1088/1361-651X/ad38d1

Phase-field modeling of
stored-energy-driven grain growth with
intra-granular variation in dislocation
density

Guanglong Huang' ©, Alexander Mensah' ©,

Marcel Chlupsa'®, Zachary Croft’®, Liang Qi'©®,
Ashwin J Shahani' ® and Katsuyo Thornton'*

! Department of Materials Science and Engineering, University of Michigan,
Ann Arbor, MI 48109, United States of America

2 Applied Physics Program, University of Michigan, Ann Arbor, MI 48109,

United States of America

E-mail: kthorn @umich.edu

Received 21 January 2024; revised 20 March 2024

Accepted for publication 28 March 2024 @
Published 16 April 2024

CrossMark
Abstract

We present a phase-field (PF) model to simulate the microstructure evolution
occurring in polycrystalline materials with a variation in the intra-granular
dislocation density. The model accounts for two mechanisms that lead to the
grain boundary migration: the driving force due to capillarity and that due to the
stored energy arising from a spatially varying dislocation density. In addition
to the order parameters that distinguish regions occupied by different grains,
we introduce dislocation density fields that describe spatial variation of the dis-
location density. We assume that the dislocation density decays as a function of
the distance the grain boundary has migrated. To demonstrate and parameterize
the model, we simulate microstructure evolution in two dimensions, for which
the initial microstructure is based on real-time experimental data. Additionally,
we applied the model to study the effect of a cyclic heat treatment (CHT) on
the microstructure evolution. Specifically, we simulated stored-energy-driven
grain growth during three thermal cycles, as well as grain growth without
stored energy that serves as a baseline for comparison. We showed that the
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microstructure evolution proceeded much faster when the stored energy was
considered. A non-self-similar evolution was observed in this case, while a
nearly self-similar evolution was found when the microstructure evolution is
driven solely by capillarity. These results suggest a possible mechanism for
the initiation of abnormal grain growth during CHT. Finally, we demonstrate
an integrated experimental-computational workflow that utilizes the experi-
mental measurements to inform the PF model and its parameterization, which
provides a foundation for the development of future simulation tools capable
of quantitative prediction of microstructure evolution during non-isothermal
heat treatment.

Supplementary material for this article is available online

Keywords: phase-field model, stored-energy-driven grain growth,
dislocation density, cyclic heat treatment

1. Introduction

Polycrystalline materials are composed of an ensemble of grains with different crystallo-
graphic orientations, separated by grain boundaries. Since these boundaries possess excess
energy, their reduction drives larger grains to grow and smaller grains to contract and even-
tually disappear during annealing. This phenomenon is referred to as normal grain growth
(NGG). In NGG, after sufficient evolution, a self-similar state can be reached in which the
scaled distribution of grain sizes remains unchanged [1, 2]. In some situations, however, a few
grains grow exceptionally faster than others, leading to a non-self-similar grain-size distribu-
tion (GSD) [1, 3]. This phenomenon is referred to as abnormal grain growth (AGG). While
AGG can be detrimental to materials properties in some situations [4, 5], it has been found to
be useful in some applications, such as the fabrication of large-grained Fe—Si electrical steels
with low core loss [6] and superior magnetic properties [7], and the production of Fe-based
shape memory alloys with superior pseudoelastic properties [8]. Therefore, many studies have
been conducted to identify its origin. For example, AGG was reported to occur within materials
with a strong texture component [9-11] developed during recrystallization. Due to the pres-
ence of such texture, most of the grain boundaries have a low misorientation and thus possess
a low grain boundary energy, leading to a small driving force for grain boundary migration to
occur between these grains [1]. A few grains, however, may contain a different texture, which
results in high-energy grain boundaries. These boundaries tend to migrate much faster than the
other ones, leading to AGG [1]. Additionally, in two-phase systems, the second-phase particles
are proposed to exert a pinning pressure on the grains in the matrix phase [12]. As a result,
when the average grain size reaches a certain limit, which depends on the number and size
of the second-phase particles, only those grains that are significantly larger than the average
grain size can grow [2], resulting in the phenomenon of AGG.

In addition to the theories mentioned above, Omori et al [13] proposed that the subgrain
structures formed within the preexisting grains in the process of cyclic heat treatment (CHT)
play an important role in driving AGG. They first annealed a shape memory alloy of com-
position Cuy; gAl;7Mny 4 at a high temperature (at which only body-centered-cubic (BCC) 8
phase exists at equilibrium) and then repeatedly cooled and heated the sample to below and
above the face-centered-cubic (FCC) a solvus temperature, during which they observed AGG.
Kusama et al [14] further developed the annealing schedule and showed that large single crys-
tals can be produced under multiple cycles of the heat treatment. Omori et al [13] postulated
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that the recurrent precipitation and dissolution of « phases within the § matrix during the
non-isothermal annealing resulted in the loss of coherency of a—{ interfaces, leading to the
generation of dislocations within the sample. Consequently, subgrain structures form, which
remain after precipitates dissolve. Omori et al [15] and Kusama et al [14] calculated the energy
of subgrain boundaries to estimate the additional driving force for AGG upon CHT.

Higgins et al [16] interpreted this additional energy as the strain energy stored as disloca-
tions, acommon term that describes the driving force for recrystallization [17]. They postulated
that the stored energy introduced within the grains via the formation of dislocations during the
process of non-isothermal annealing would give rise to a driving force for the grains with
lower stored energy to consume grains with higher stored energy, leading to the reduction of
the total energy. They justified their hypothesis by performing real-time x-ray imaging exper-
iments during CHT and showing that the grains in a Cu—Al-Mn sample with high dislocation
density were consumed by those with low dislocation density. After ruling out the effects from
texture and particle pinning, they proposed the stored energy due to the presence of disloca-
tion is the primary mechanism for AGG during CHT of the Cu—Al-Mn alloy. Since the stored
energy implicitly accounts for the energy associated with subgrain boundaries, as well as the
lack thereof in the low-misorientation regions where subgrains are not identified, it provides
a more general measure of the driving force relevant to CHT. We follow this approach herein
to further evaluate the effect of this additional driving force on grain growth microstructures.

To work in concert with the experimental characterization tools to provide an in-depth
understanding of how the combined effects of grain boundary energy and the stored energy
impact the microstructure evolution within a sample undergoing CHT, a computational model
that considers both driving forces is necessary. Phase-field (PF) models are commonly utilized
to simulate microstructure evolution [18-20], such as solidification [21-24], recrystallization
[25, 26], and chemical reaction [27-29]. In a PF model, the thermodynamics for the material
system being modeled is incorporated into the free energy functional that is used to compute
the driving force for evolution, and the microstructure is described by field variables (often
referred to as order parameters) that can be conserved or non-conserved over the domain. For
the study of grain growth [30-32], order parameters are employed to indicate the volume occu-
pied by individual grains as well as the boundaries between these grains. A few PF models have
been developed to study the influence of anisotropy in grain boundary energy [33], anisotropy
in grain boundary mobility [34, 35], and second-phase particles [36] on the dynamics of AGG.
Higgins et al presented a PF model [16] that extended recrystallization models developed by
Moelans et al [37] and Gentry and Thornton [25] to account for the contribution of stored
energy as the driving force for grain boundary migration. Their simulations showed that the
additional driving force allows for the grains with a low dislocation density to consume the
grains with a high dislocation density. This model assumes that each grain possesses a spa-
tially uniform dislocation density, and that the region traversed by a grain boundary inherits
the dislocation density value of the grain that grows into this region. However, recent imaging
experiments (detailed in section 2) suggest that the dislocation density is inhomogeneous even
within an individual grain and that the traversed region appears to have a reduced dislocation
density, resulting in a variation in the intra-granular dislocation density. In order to capture the
effects of these features on microstructure evolution undergoing CHT, it is necessary to extend
the PF model presented by Higgins et al [16].

In this work, we introduce a PF model to simulate the evolution of microstructure with
variation in the intra-granular dislocation density and show how synchrotron high-energy x-
ray diffraction microscopy (HEDM) data of a sample undergoing CHT can inform this model.
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We first demonstrate that the proposed PF model yields results that closely resemble the exper-
imental data, and then we apply the model to simulate the microstructure evolution on a larger
scale to examine the effect of CHT.

2. Real-time experimental study of microstructure evolution in Cu—Al-Mn

We performed a single cycle of heat treatment on a cylindrical Cu;; ¢Al;7Mny; 4 alloy, fol-
lowing the protocol given in [13, 14]. HEDM experiments were conducted on this material at
the 1-ID beamline of the Advanced Photon Source at Argonne National Laboratory, using a
new infrared furnace described in [16]. The cylindrical samples were vertically mounted on
the rotation stage and rotated about an axis parallel to gravity, which is orthogonal to the plane
defined by the line focused beam. In a near-field geometry [38], the detector captured 720 dif-
fraction images (0.25° intervals spanning 180°) for each quasi-two-dimensional (2D) ‘slice’
of the sample, where slices were separated by 7 pm in the first two states and 14 pum in the
third, along the axis of rotation. Data were collected at sample-to-detector distances of 10 mm
and 12 mm. The schedule for dynamic annealing is shown in figure 1.

The first acquisition (S;) was performed at room temperature on a fully recrystallized
sample of the BCC-/ phase, before any annealing was conducted to promote grain growth.
Diffraction patterns from in-sifu far-field HEDM were used to monitor the microstructure
evolution upon annealing in real time, such that the sample was air quenched when the FCC-«
(second-phase particles) spot intensities stopped increasing. The second acquisition (S,) was
performed on this particle-rich state. The annealing process then resumed with a fast ramp
up to the previous temperature followed by a slower ramp toward and exceeding the FCC-a
solvus temperature. After the FCC-« rings disappeared in the far-field HEDM images, the
sample was air quenched. The third acquisition (S3) was performed on the particle-depleted
state. The set of three acquisitions (S; — S> — S3) represents one cycle of heat treatment.
After the experiment, the diffraction images were reconstructed in 2D via the forward model
[39, 40] based HEXOMAP [16] and analyzed via PolyProc [41].

To demonstrate the integrated experimental-computational workflow, we utilize the recon-
structed microstructure and dislocation density obtained in the experiments to inform our PF
model. While the simulation should ideally be done in three dimensions, in this work, we chose
to conduct 2D simulations, which are computationally efficient and sufficient for demonstrat-
ing the integrated workflow. Even though matching the experimental and computational res-
ults is not our primary focus, we find that simulation predictions agree qualitatively with the
experimentally observed evolution, as we discuss later.

We employ the grain and dislocation density maps within a 2D slice of the sample at states
S1 and S5, as shown in figure 2. This particular slice is selected since it includes an apparently
confined region (i.e. the outer boundaries of this region are nearly static throughout the exper-
iment). By considering this confined region, which consists of several grains in the S state,
indicated by a black contour in figure 2(a) (S;) and (b) (S>), we reduce the cost of the simu-
lations while allowing for a comparison between experiments and simulations. Additionally,
it appears that only few new grains emerge from state S; to S, (by comparing figures 2(a)
and (b)), indicating that the microstructure evolution along the dimension perpendicular to
the slice plane does not greatly influence the microstructure evolution within this slice. By
comparing figures 2(c) and (d), it is also clear that the grain G is consuming the surrounding
grains and is the only grain that remains at state S,. The dislocation density of the confined
region at S| (see figure 2(e)) is relatively uniform, which is expected since the sample has
not yet been dynamically annealed. As the sample is progressively heated from S; to S, the
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Figure 1. Schematic of dynamic annealing schedule in the interrupted in-situ HEDM
experiment. The axes are not to scale. The data acquisitions are indicated by blue star;

the red solid lines indicate heating, while the blue dash lines indicate cooling. The a-
solvus temperature is indicated by the black dash line.

dislocations are formed within each grain with a different density, which could be attributed
to the difference in the density of second-phase particles precipitated during annealing [16].
As noted previously, differences in dislocation density provide a driving force for the grains
with a lower dislocation density to consume those grains with a higher dislocation density.
Figure 2(f) shows the dislocation density of the confined region at state S,. It can be observed
that the dislocation density is higher within the region initially occupied by G, as compared
to the surrounding area, which suggests that the dislocation density in the region traversed by
the grain boundary is reduced.

To examine the effect of CHT on the microstructure evolution, it is necessary to track the
change of the GSD over time, which requires a sufficiently large number of grains for mean-
ingful statistics throughout the simulation. Since state S; contains a large number of grains
and corresponds to the starting point of the heat treatment cycle in the experiment, we use
the GSD in state S; (evaluated from the entire volume; see figure 3(a)) to initialize a micro-
structure for the large-scale simulations. Likewise, the GSDs for states S, and S5 are shown
in figures 3(b) and (c), respectively. Given the fact that the average grain radius for the entire
three-dimensional (3D) volume increases by ~40% from state S; to S3 in the experiment, we

set this percentage of increase in the average grain radius as the stopping criteria in our simu-
lation of one heat treatment cycle.

3. Methods

3.1. Individual dislocation density field

To account for the variation in intra-granular dislocation densities observed in the HEDM
experiments, we introduce an individual dislocation density field, p;, for each grain i, which
stores not only the initial dislocation density value for that grain but also what the dislocation
density value would be if the grain boundary of the grain were to reach that position. While the
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Figure 2. Grain and dislocation density maps for a selected cross-sectional slice of the
cylindrical sample, measured at state S; (left column) and S, (right column). (a), (b)
Grain maps at state S| and S, respectively. An apparently confined region is indicated
by a black contour. Each grain is indicated by a unique, random color. The same color
is assigned to the same grain appearing in both states. (c), (d) Magnified view of the
grain map for the confined region at state S; and S, respectively. Grain G| consumes
the surrounding grains from state S; to S,, respectively. (e), (f) Dislocation density field
within the confined region at state S; and S, respectively.
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Figure 3. Grain size distribution for the entire volume of (a) state Sy, (b) state S, and (¢)
state S3 determined from the HEDM data. The grain size is evaluated as the equivalent
radius, assuming a circular shape of the grain.
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exact mechanism by which the reduction in the dislocation density occurs has yet to be invest-
igated, there are multiple mechanisms that would lead to an elimination of dislocations as a
grain boundary migrates, including annihilation of dislocation pairs and absorption of dislo-
cations onto grain boundaries [42, 43]. The enhancement of the rate by which these processes
occur (vs. recovery in the bulk, which appears to be slow on the time scale of the experiment) is
expected from the fact that grain boundary migration requires atomic rearrangements and con-
sequently changes the strain fields. Below, we derive a model for dislocation density evolution
that accounts for such a process, which is used to define p;.

Mathematically, it is reasonable to assume that the dislocation density is reduced at a rate,
%’, that is proportional to how many dislocations per unit volume exist at the grain boundary
position as the grain boundary migrates:

dp P

L__F 1

ax L ey
where x is the distance traversed by the grain boundary and the inverse of /, provides the rate
constant for the decay. This differential equation can be solved analytically, yielding

X
P = Pgb€Xp (—l>, 2

where pgy, is the dislocation density just behind the initial grain boundary and the constant /,
can now be identified as the length scale at which the dislocation density decays by a factor
of e in the wake of the migrating grain boundary. We assume that grain boundaries migrate in
their normal direction, which is a simplifying assumption, and therefore the value of x can be
determined from a signed distance function using the level-set method (detailed in section S1
of the supplementary material).

We now describe how this model is implemented. As in figure 2, we denote the grain with
index i as G;. For each grain G;, we employ a time- and position-dependent order parameter
field n; (r, 1) to track its evolution. The value of 7; (r,7) is 1 within the grain, 0 outside the grain,
and varies smoothly from 1 to 0 across its interface. In this work, we omit the effect of recovery,
and therefore the dislocation density at a certain position, r, retains its initial value until the
grain boundary from another grain reaches this point, at which time a reduced dislocation
density is assigned, according to equation (2). Since we do not allow dislocation density to
evolve otherwise, this model introduces discontinuities in the gradient of dislocation density,
which persist; if we consider recovery, the magnitude of such discontinuities would gradually
reduce and eventually vanish. We precompute the reduced dislocation density for each grain in
regions not initially occupied by the grain and store these values into its individual dislocation
density field p; (r), along with its initial dislocation density values within the grain. Specifically,
pi is defined as

3)

po,i(r), within Grain G;
pi(r) =

max (pbase7 Pab.i EXP (— M)) , otherwise

Here, po ; (r) is the initial dislocation density within grain G, pgp ; is the dislocation density
just behind G;’s initial boundary, and d; (r) is the signed distance between the point r and the
nearest point to the G;’s initial boundary; note that the sign of d; (r) is taken to be positive
within the grain and negative outside, and therefore d; (r) < 0 in equation (3). The term ppase
in equation (3) denotes a baseline dislocation density, i.e., the lower bound for the disloca-
tion density measured in the experiment, that remains even after a long period of annealing.

7



Modelling Simul. Mater. Sci. Eng. 32 (2024) 045011 G Huang et al

In general, py,,; is a spatially varying quantity, but we here assume it to be a constant for
each grain, as discussed in section 3.4.2. We found that simulations with /, = 20 ym yield
results that closely resemble the experimental observations, and thus we employ this value
throughout this work. We estimate the baseline dislocation density ppase to be 3 x 10> m—2
by taking the average of the dislocation densities at state S, for the regions outside grain G;’s
initial position (indicated in figure 2(c)). While this may slightly overestimate the base value
because it may include some enhanced dislocation density near the initial grain boundaries,
we deemed this assumption to be reasonable given the statistical variation and uncertainties in
the measurements [44]. In addition, the determined value of pp,s is of the same order of mag-
nitude as dislocation densities in well-annealed metals (2 x 10" m~2 to 3 x 10'2 m~2 [45]),
which supports the validity of the assumption. Further details are provided in section 3.4.2.

It is necessary to note that the values of p; (r) outside the boundaries of the initial grains
should not be considered as physical values, other than the fact that it sets the value of the
dislocation density if the grain boundary of G; sweeps past the point. Rather, at any point in
time, the actual dislocation density is given by constructing it from {p; (r) }, along with the set
of order parameters {7; (r, t)}, using the following interpolation function:

Sl (1) pi ()

“
S 0 (r,1)

p(r,t)=

This formula is identical to those used in [16, 25, 37, 46], except that in these previous
works, p; was a constant associated with the i grain, and therefore these models could not treat
intra-granular inhomogeneity nor a decay in the dislocation density as the grain boundaries
migrate.

To facilitate our understanding of dislocation density evolution based on the above formu-
lation, we provide schematics in figure 4 showing the change in the dislocation density field
as grain G; consumes its surrounding grains. The grains that are adjacent to G; are omitted in
figure 4(a) for clarity. Grain G;, indicated in blue, initially possesses dislocation density pgp ; at
the position of its grain boundaries. As it progressively consumes its surrounding grains with
higher dislocation density (denoted by pg, in figure 4) and reaches the point A at time ¢, the

dislocation density reduces to a value given by pgp ;€xp (—M

grow to point B at time f,, where by pgp ; €Xp (—ld"g—m‘) = Phbase> the dislocation density value

). As the grain continues to

behind the migrating grain boundary reduces to the baseline dislocation density ppyse, Which is
the lower bound of the dislocation density. Beyond this point, the dislocation density behind
the grain boundary remains at py,se; for example, when the grain boundary reaches point C at
time 3, the dislocation density at point C reduces to pp,se.

3.2. PF equations

A total free energy functional that encodes the thermodynamics of the polycrystalline material
is given by the volume integral of the sum of three energy density terms:

-7:({771}) = / (fbulk +fgradient +fstored) dv. (5)
|4
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to <ty <t,<ty
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Figure 4. Schematics showing the evolution of a dislocation density field at four time-
points when grain G; consumes its surrounding grains, assuming an exponential decay
of dislocation densities. For illustrative purposes, the first cycle is assumed. (a) Grain
boundaries of G; at four times, #y < t; < f, < t3, which are indicated in blue, red, brown,
and green, respectively. The grains that are adjacent to G; are omitted for clarity. (b)
The dislocation density field along the line L in (a) at the four times. The baseline dis-
location density, dislocation density at the grain boundary, and dislocation density of
the surrounding grains are denoted by ppase, Pgb,i» and psurr, respectively. Note that the
signed distance d; < 0 outside of the region initially occupied by the grain.

We utilize the functional form proposed by Moelans er al [47] to calculate the bulk energy
density, fouik:

N
ot =W Z( ;n, n,>+a22 (i) + 71 - 6)

i=l1 i=1j>1

where W is the bulk energy density coefficient, and oz = 1.5 is set to ensure a symmetrical
order parameter profile across an interface, as discussed in [47]. The gradient energy density
[20, 48], faradient is employed to penalize a sharp interface,

N
K
fgradienl = 5 Z |V77i‘2> @)

i=1
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where « is the gradient energy coefficient. The values of W and « are determined based on the
grain boundary energy, g, a material parameter, and the grain boundary width, y,, a model
parameter, using the formula derived by Moelans et al [47]:

W= e, ®)
Lgp
3
KR = Z’nglgb. (9)

The grain boundary energy for Cu—Zn [49], vg & 0.595 J m~2, is employed here for Cu—
Al-Mn, due to a lack of data on the latter system. An approximate form [17], which neglects
the energy of the dislocation core and assumes isotropic elasticity, is utilized to describe the
stored energy density, fyored, due to the presence of the dislocation density, p (r,?), as

1
Sstored = Eszp (I‘, t) , (10

where G = 28.4 GPa is the shear modulus for the 8 phase of Cu—Al-Mn alloy at 650 °C,
calculated by [14] based on [50]. The magnitude of the Burger’s vector for the FCC copper
[51], b =0.255 nm, is used here as an estimate value for the copper-rich Cu—Al-Mn alloy.
The evolution of the order parameter 7); is obtained via steepest descent, using Allen—Cahn

dynamics [52]:
877,' OF
— L= 11
ot (57’],) ’ ( )

where L is the mobility parameter. Substituting equations (5)—(7) and (10) into equation (11)
yields

oni 3 S 2 2 2 i

o = L|W | -l +20m Y uf | =K+ Gb W(pi(r)—p) . (12)
j=1 j=1"j
JFi

3.3. Nondimensionalization of PF equations

We chose 40 um as the length scale, which is on the order of the radius of a typical grain in
our simulations. We divide all the lengths by /; to obtain their dimensionless forms. We select
the bulk energy density coefficient W in equation (6) as the energy scale and divide all the
energies by W to nondimensionalize them. We denote piy; as the spatial average of p(r,r = 0)
over the entire computational domain (excluding the non-solid region defined by the dummy
order parameter in section 4.1) and utilize this value to scale {p;(r)} and p (r,t). After these
scaling quantities are chosen, we set the time scale to

1
E—— 13
fo WL (13)
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Table 1. Dimensional and dimensionless phase-field variables.

Variable Nondimensionalized variable
_ W
w W =g=1
* K _ 1 (l» 2
K K we = 80
* L __
L L* L= 1
r r=g
t T=L=WLt
0
* L
pi =
)
p p Pinit

We divide the time by this scale, and rearrange the resulting equation, which results in the
dimensionless form of equation (12). The dimensional and dimensionless quantities are sum-
marized in table 1. The dimensionless quantities are denoted by their counterpart accompanied
by an asterisk (x) in their superscripts. We employ the dimensionless quantities for the study,
which can be converted into dimensional quantities based on the scaling factors.

3.4. Methods for setting up initial conditions

The initial condition for each simulation is composed of two parts: an initial microstructure
described by a set of order parameters {7; (r,# =0)}, and a set of corresponding individual
dislocation densities, {p; (r)}. In this work, we perform two sets of 2D simulations. The first
set of simulations directly imports a grain map from the experimental cross-sectional data
containing a relatively small number of grains, while the second set of simulations leverages
the GSD from the experimental data to initialize a synthetic microstructure that contains a
large number of grains.

3.4.1. Initialization of order parameters.  First, the microstructure at state S; captured in the
experiment is processed to produce a set of binary fields {n; (r) }. For the first set of simulations,
the 2D grain map, €2 (r), of the confined region at S;, which marks the region of each grain
with a unique but consecutive integer, is used to initialize a set of n; (r) fields according to

1, ifQr) =i

ni(r) = { 0, otherwise (14)

For the second set of simulations, the GSD calculated from the entire 3D volume of the
sample at the S; state (figure 3(a)) is converted to a 2D GSD by implementing an established
method in stereology [53, 54] in a reversed manner, as detailed in section S2 of the supplement-
ary material. The 2D GSD is then used to inform the selection of the locations of K seeds of
grains, as detailed in section S3 of the supplementary material. A set of binary fields {n; (r)}
is then constructed from the locations of K seeds of grains, using the method discussed in
section 3.5.

For both cases, the set of binary fields {n; (r)} is evolved via Allen—Cahn dynamics without
the stored-energy for a dimensionless time of £, just long enough to obtain the order para-
meters with diffuse interfaces, {7; (r)}. The parameters employed for this smoothing process
for the small- and large-scale simulations are summarized in tables 2 and 3, respectively. As
mentioned earlier, the grain boundary energy for Cu—Zn [49], yg & 0.595 J m~2, is employed
here for Cu—Al-Mn, which was consistent with Kusama’s study [14]. For interfacial width,
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Table 2. Parameters employed for the small-scale simulations to generate the order para-
meters from the binary fields. Dimensional values in parentheses denote numerical para-
meters (not physical parameters).

Parameters Variable  Value (dimensionless) Value (dimensional)
Grain boundary energy Yeb 1.67 x1072 0.595 T m~2

Grain boundary width Lgp 0.1 (4 pm)

Domain size I 12 4.80 x 10* pm
Grid spacing Ax=Ay 2.50x1072 (1 pm)

Bulk energy coefficient w 1 Not applicable
Gradient energy coefficient 1.25 %1073 Not applicable
Time step size At 0.1 Not available
Duration tini 100 Not available

Table 3. Parameters employed for the large-scale simulations to generate the order para-
meters from the binary fields. Dimensional values in parentheses denote numerical para-
meters (not physical parameters).

Parameters Variable  Value (dimensionless) Value (dimensional)
Grain boundary energy Yeb 1.46 1072 0.595 T m~2

Grain boundary width lgp 8.75x 1072 (3.5 pm)

Domain size l 69.43 2.78 x 10° yum
Grid spacing Ax=Ay 2.19x1072 (0.876 pum)

Bulk energy coefficient w 1 Not applicable
Gradient energy coefficient ~ 9.57x 10™* Not applicable
Time step size At 0.1 Not available
Duration tini 50 Not available

domain size, and grid spacing, both dimensionless and dimensional values are presented. Since
bulk energy coefficient and gradient energy coefficient are model parameters that are calcu-
lated from the dimensionless values of grain boundary energy and grain boundary width, only
dimensionless values of them are presented. The conversion of dimensionless time to dimen-
sional time is complicated because it requires the mobility parameter L, which depends on
the temperature and was not reported for Cu—Al-Mn alloy under a non-isothermal annealing
condition. Thus, this study focuses on qualitative agreement between the dynamics observed
in simulations and experiments. Note that the initial microstructure for the small-scale simu-
lations is derived from the experimental measurement and contained tiny grains that cannot
be resolved by the PF model. Therefore, it was necessary to apply the smoothing operation
longer (about twice as long) until these grains are eliminated during the smoothing process. In
addition, slight adjustments were needed in the grid spacing and related parameters due to the
domain size change.

3.4.2. Construction of individual dislocation density fields. ~ As seen in equation (3), the initial
dislocation density po ; (r) and the distance function d; (r) for each grain G; are two required
components to construct an individual dislocation density field p; (r). Although in reality a
cycle of heat treatment involves continuous dislocation generation and microstructure evolu-
tion, we model this process by injecting all the generated dislocations, Ap;, at the start of the
thermal treatment cycle; thus, this term is added to the baseline value before the microstructure
evolution is simulated. A more sophisticated approach that considers the dynamic generation
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of dislocations during precipitation will be left for future work. Given the experimental obser-
vations that a majority of the second-phase particles is found on or near the grain boundaries
and the fact that a small grain has a higher line length per unit area in two dimensions (equi-
valent to surface area per unit volume in three dimensions) than a large grain, we propose that
the density of second-phase particles is higher in a small grain. Additionally, it is reported in
[16] that the relationship between the grain-averaged dislocation density and the density of
second-phase particles can be roughly described by a positive linear correlation. We therefore
postulate that the value of Ap; is inversely proportional to the equivalent radius (assuming a
circular shape), R;, of grain G;, according to

k
Ap;=-L. 1
P R (15)

The value of k, is estimated by substituting the known values of Ap; and R, for grain G,
within the confined region (see figure 2) into equation (15). To do so, Ap; is estimated by
subtracting the baseline dislocation density from the average dislocation density of G; at S,
within its initial position at S;. The value of the equivalent radius R; is determined for G based
on its area at S;. Accordingly, the value of &, is found to be 8 x 10¥ m~".

When considering multiple cycles, each cycle must be initialized based on either the initial
state of the sample or the state from the previous cycle. Hereafter in this section, we add the
cycle number on the superscript of the dislocation density to indicate the cycle number. The
individual dislocation density at positions initially within grain G; for the first cycle, p(l)y ; (),
is set by adding Ap; to the baseline dislocation density ppase:

8 x 108 m~!
p(l),i (r) = Api + Pbase = 7R‘
i

+3x 102 m™2. (16)

To set the individual dislocation density at positions initially outside of grain G;, we first
apply the level-set method discussed in section S1 of the supplementary material to obtain the
distance function, d; (r), based on the order parameter 7, (r). Since p&i (r) is a constant for
the first cycle, as indicated by equation (16) and illustrated in figure 4(b) (see the blue line),
the individual dislocation density at the grain boundary, pébﬂ», is equal to this constant value
given by

8x10° m~!
pi?b,i = AP: + Pbase = T +3 x 1012 mfz. (17)

Equation (3) is then employed to generate the individual dislocation density field p} (r) for
the first cycle.

To reinject dislocations at the beginning of each subsequent cycle C (C > 1), the value
of the individual dislocation density at positions initially within G; for the subsequent cycle,
pg ;(r), is set by adding Ap; to its individual dislocation density at the end of the previous

cycle, pc,i_ Y(r):

_8x10°m™ o,

PG (r) = Dpi+pf ' (r) R e, (18)

We assume that after each cycle of grain growth, the value of dislocation density at the grain
boundary of each remaining grain is reduced to a value that is sufficiently close to the baseline

13



Modelling Simul. Mater. Sci. Eng. 32 (2024) 045011 G Huang et al

dislocation density. Thus, for simplicity, the individual dislocation density at the grain bound-
ary for the cycle C (where C > 1), ngbJ, is set again using equation (17). Then, equation (3) is
employed to generate the initial dislocation density field p¢ (r), where C > 1.

3.5. Assigning multiple grains to an order parameter

Although the implementation is simple when an order parameter is used to track one grain, the
computation becomes expensive when the simulation involves a large number of grains, as in
the second set of simulations. To enable large-scale simulation of microstructure evolution in
an efficient manner, we require the capability to track multiple grains with one order parameter,
which reduces the total number of order parameters required for the simulations. However, it
is necessary to ensure that the grains tracked by the same order parameter do not overlap
during the microstructure evolution to avoid grain coalescence (and, for our model, that the
decaying individual dislocation density fields do not overlap, which would introduce numerical
artifacts). The grain remapping schemes [32, 55, 56] have been proposed in the literature for
PF simulations of grain growth, which reassign a grain to a different order parameter when the
grain is too close to another grain tracked by the same order parameter. However, the standard
remapping scheme cannot be applied without modifications because of the necessity to track
the decay in the dislocation density outside of the grains. Therefore, we take a simpler approach
in which grains are placed sufficiently far apart initially and are not dynamically remapped. In
practice, we assign up to nine grains to one order parameter to reduce the number of required
order parameters (and thus the number of equations to be evolved) and employ a corresponding
individual dislocation density field to track the decay in dislocation densities for these grains.
The detailed procedure is described in section S4 of the supplementary material.

4. Results and discussion

4.1. Microstructure evolution within a confined region

In this section, we apply the PF model to study the evolution of microstructure and dislocation
density within a confined region observed in the experiment (see figures 2(c)—(f)), as discussed
in section 2. We select 4 pm as the interfacial width, which is ~1/10 of the radius of a typical
grain in our simulations and is sufficient to resolve the grains in the confined region. The order
parameters are initialized using the method discussed in section 3.4.1. Since the boundary
of the confined region is not rectangular, we utilize a dummy order parameter, which is not
evolved throughout the microstructure evolution, to describe the area surrounding the confined
region. The individual dislocation densities are initialized using equation (3), with po ; (r) given
by equation (16) and pg ; given by equation (17). The dimensionless parameters employed for
the simulation are summarized in table 4.

The initial microstructure is shown in figure 5(a). Each grain is assigned to a unique num-
ber from 1 to 8. The color indicates the dislocation density within the grains. As shown in
figure 5(b), grain 2 is rapidly consumed by the neighboring grains 3, 4, and 7. This beha-
vior is expected since grain 2 possesses a higher dislocation density and a smaller size than
the surrounding grains, leading to a large combined driving force due to capillarity and stored
energy. As microstructure evolution proceeds, grains 3, 4, 5, and 6 are continuously consumed,
as shown in figures 5(c) and (d). It is worth noting that the traversed regions that are far away
from the initial boundary of the growing grains, such as the left regions of grains 1 and 8, have
a nearly uniform deep blue color, implying the reduction of dislocation density to a baseline
value. In addition, some of the grain boundaries, such as the one between grains 1 and 8 in

14



Modelling Simul. Mater. Sci. Eng. 32 (2024) 045011 G Huang et al

Table 4. Parameters employed in the simulation for microstructure evolution of the con-
fined region. Dimensional values in parentheses denote numerical parameters (not phys-
ical parameters).

Parameters Variable  Value (dimensionless) Value (dimensional)
Grain boundary energy Yeb 1.67 x1072 0.595 T m~2
Grain boundary width Loy 0.1 (4 pm)
Domain size l 12 4.80 x 107 pm
Grid spacing Ax=Ay 2.5x1072 (1 pm)
Bulk energy coefficient w 1 Not applicable
Gradient energy coefficient & 1.25%x 1073 Not applicable
Time step At 0.05 Not available

(a) £=0 (b) t* =400 (©) " =900

(x1013)
1/m?2

r 15
t* =2000 (e) t*=4000 (f) t* =9000 1

Figure 5. The evolution of microstructure and dislocation density within a confined
region found in the experiment (see figure 2). A unique number from 1 to 8 is assigned
to each grain. Dislocation densities of all the grains are initialized with equation (16).
The color indicates the dislocation density. A black box is plotted in (a) to indicate the
simulation domain.

islocation density

figure 5(d), become curved during microstructure evolution. Such curved boundaries, often
associated with island grains or peninsula grains, have been reported in samples that have
undergone mechanical deformation and subsequent (isothermal) annealing leading to AGG
[57, 58]. The simulation results thus indicate that such curved grains could also be induced by
heat treatment alone without mechanical processing. Since grain 8 (with radius ~92 um) is
slightly larger than grain 1 (with radius ~90 pm), the assigned initial dislocation density for
grain 8 (~1.17 x 10'* m~?) is lower than that for grain 1 (~1.19 x 10'* m~2). Consequently,
grain 8 eventually consumes grain 1, as shown in figures 5(e) and (f), which does not agree
with the experimental observation that grain 1 consumes grain 8, as shown in figures 2(c)
and (d).
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Figure 6. The evolution of microstructure and dislocation density within a confined
region found in the experiment (see figure 2). As in figure 5, a unique number from 1
to 8 is assigned to each grain. Dislocation densities of grains 2 through 8 are initialized
with equation (16). The dislocation density of grain 1 is reduced by ~16% from the
value given by equation (16), which resulted in a better match with the experimental
observation. The color indicates the dislocation density. A black box is plotted in (a) to
indicate the simulation domain.

The disagreement could arise from a few potential reasons. First, the simulation is confined
to 2D, and the evolution of a cross section within a 3D volume may differ from that of a 2D
simulation. Moreover, although the density of the second-phase particles is in general expec-
ted to be larger within a smaller grain, there may be statistical variations due to the stochastic
nature of precipitate nucleation, growth, and subsequent dissolution that produce dislocations.
Finally, it has been known that grain boundary energies are anisotropic, depending on not
only the crystalline orientations of the pair of grains but also the relative orientation of the
grain boundary plane [59]. The resulting variation in grain boundary energies would result
in different probabilities of precipitating second-phase particles on or near grain boundaries,
leading to a spread in the density of dislocations produced by the precipitates. Therefore, in
reality, the dislocation density within a grain will likely not follow equation (15) exactly, and
it is plausible that grain 1 has a lower dislocation density than grain 8. By conducting a para-
metric sweep, we determined that when the dislocation density of grain 1 is reduced by ~16%
to 10'* m~2, grain 1 consumes grain 8 during the simulated evolution. The results of this simu-
lation are shown in figure 6. The early evolution of the two simulations are very similar, as can
be seen by comparing figures 5(a)—(c) and 6(a)—(c). On the other hand, during the later stage,
grain 1 progressively consumes grain 8, as shown in figures 6(d) and (e), and it is the only grain
that remains at the end of the simulation, as shown in figure 6(f). The high dislocation density
at grain 1’s initial position and the low dislocation density in the surrounding region closely
resemble the experimental observations from figure 2(f). Although a quantitative agreement
is not expected because of the 2D nature of the simulations and is therefore not a goal of this
work, the observed similarities provide support for the proposed model.
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Table 5. Parameters employed in the large-scale simulations. Dimensional values in
parentheses denote numerical parameters (not physical parameters).

Parameters Variable Value (dimensionless)  Value (dimensional)
Grain boundary energy g 1.46 1072 0.595 T m~2
Grain boundary width Lgp 8.75 x 1072 (3.5 pm)
Domain size I 69.43 2.78 x 10° ym
Grid spacing Ax=Ay 219x1072 (0.876 pm)
Bulk energy coefficient = W 1 Not applicable
Gradient energy K 9.57x 1074 Not applicable
coefficient

Time step At 0.05 Not available
(with stored energy)

Time step Atys 0.1 Not available

(without stored energy)

4.2. Large-scale simulations

In this section, we perform a set of large-scale simulations to examine the effect of CHT on the
microstructure evolution. To maintain computational feasibility, the smallest resolvable grain
in the simulations is chosen to have a radius of 12 pm. This grain radius requires the interfacial
width (defined by order parameter values from ~0.1 to ~0.9) to be no larger than 3.5 m such
that the bulk region within the smallest grain occupies at least 50% of the area, assuming a
circular shape of the grain. We initialize the order parameters using the method discussed in
sections 3.4.1 and 3.5. The individual dislocation densities are initialized using equation (3).
For this equation, the values of pg; (r) are given by equation (16) when the dislocations are
injected for the first time and by equation (18) when the dislocations are injected for the second
and the third times. The values of pg, ; are given by equation (17). The dimensionless para-
meters employed for the simulations are summarized in table 5. Periodic boundary conditions
are utilized throughout the simulations.

The initial microstructure, which contains 1778 grains, is shown in figure 7(a). It can be
observed from the figure that a number of small grains are clustered in a chain-like structure.
This arrangement is reasonable in 2D given the facts that a large portion of small grains was
observed in the experiment at state S; (see figure 3(a)) and that these small grains would have
to cluster in order to avoid an unphysical (non-equiaxed) grain morphology. The high disloca-
tion density of these small grains yields a high stored energy as compared to their surrounding
grains, and consequently, these grains are rapidly consumed, as shown in figure 7(b). The
microstructure at the end of the first cycle is shown in figure 7(c). Most grains with high dis-
location densities (i.e. yellow grains) are consumed by their surrounding grains at this stage
and the large grains next to these small grains become larger. The corresponding GSDs are
shown in figure 8. Note that the probability is scaled to yield an area of unity under the curve.
It can be seen that GSD broadens during this cycle (figures 8(a) and (b)), primarily due to the
increase in the average grain size. A second cycle is then simulated, which consists of rein-
jections of dislocations to the microstructure and subsequent microstructure evolution. The
increase of dislocation densities is inversely proportional to the grain radius (equation (15)),
and therefore the smaller grains experience a higher increase in dislocation densities, as shown
in figure 7(d). Microstructures at an intermediate stage and at the end of the second cycle
are shown in figures 7(e) and (f), respectively. The GSD continues to broaden, as shown in
figure 8(c). A second peak in the GSD appears after the third cycle, as shown in figure 8(d).
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Figure 7. Stored-energy-driven microstructure evolution, after dislocations were injec-
ted (a)—(c) once, (d)—(f) twice, and (g)—(i) three times. Each cycle ends when the average
grain radius increases by 40%. The dimensionless time 7* is labeled. The color indicates
the dislocation density.

The comparison of scaled GSDs for each cycle is provided in figure S4(a) of the supplementary
material, in which all the radii are divided by the average radius. The scaled GSD for the sim-
ulation with stored energy is clearly not self-similar. Instead, it continues to evolve throughout
the three simulation cycles, exhibiting a slight broadening especially at the later cycles, and a
bimodal distribution may start to develop at the end of the third cycle. It has been suggested
that a bimodal GSD is one of the signatures of AGG [2, 3].

We note that the GSD calculated from the simulated data (figure 8(b)) do not match the
experimental result in the S5 state (see figure 3) on the extreme ends of the distribution. Besides
the difference in the dimensionality between the simulation and experiment, there are addi-
tional reasons for the discrepancies. On the low end of the radii, the simulation misses some
of the smallest grains due to the diffuse interface effect, while the experiment may overestim-
ate the number of small grains due to the noise in the data. On the high end of the radii, the
experiment had temperature gradient over the sample, which led to faster grain growth in the
hotter end, where the large grains were identified. Furthermore, the timing of the end of the
cycle is approximated by the increase in the radius, which introduces additional uncertainty.
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Figure 8. Grain size distributions (GSDs) during the microstructure evolution: (a) at
the initial time; (b)—(d) after first, second, and third cycles with stored energy, where
t* =800, t* = 1700, and " = 3300, respectively, note the cumulative time; and (e)—
(g) at r* = 800, t* = 1700, and #* = 3300 for a simulation without stored energy. The
probability is scaled to yield an area of unity under the curve.

To confirm that dislocation injections are necessary to yield persistent AGG [60], a sim-
ulation that omits the driving force due to the stored energy difference is performed. To
allow for a direct comparison, an identical initial microstructure is employed, as depicted
in figure 9(a). The microstructure at times * = 800, 1700, and 3300 during the evolution is
shown in figures 9(b)—(d), respectively, which correspond to the final net times of the three
cycles for the stored-energy-driven grain growth (see figures 7(c), (f), and (i)). In this case, the
large grains still progressively consume the smaller grains surrounding them, due to capillar-
ity. To quantify and compare the rate of the microstructure evolution between the simulations
with and without the stored energy, we show the average grain radius as a function of time
for the two cases in figure 10. The average grain radius during the microstructure evolution
with stored energy for cycles 1, 2, and 3 are indicated by red, blue, and black dots, respect-
ively. The average grain radius during the microstructure evolution without stored energy is
indicated by green dots. A much faster increase in the average radius is observed when stored
energy is considered, which indicates that the microstructure evolution proceeds more rap-
idly when dislocations are injected via CHT. Additionally, at the start of each cycle, there is
a rapid increase in the average radius, which is due to the large variation in initial dislocation
densities. Then, the growth rate decreases as the stored-energy driving force reduces and the
system shifts toward NGG. An additional abrupt increase in the average radius in the middle
of cycle 3, observed from time #* = 3000 to 3100, is caused by a significant fraction of grains
(14 out of 246 grains) that disappeared between these two times. Unlike the apparent broad-
ening of the GSD observed in the evolution of microstructure with dislocations, the GSD for
capillary-driven grain growth only slightly broadens (see figures 8(e)—(g)). In addition, none
of the grains are observed to grow abnormally faster than the others. Consequently, the GSD
remains singly peaked from * = 800 to 3300. The convergence to self-similarity is observed
in the scaled GSD, as shown in figure S4(b) of the supplementary material.

To further examine the necessity of recurrent dislocation injections to continuously provide
stored-energy driving force, we performed an additional simulation in which the dislocations
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Figure 9. Capillary-driven microstructure evolution, using the same initial microstruc-
ture as in figure 7(a). Four snapshots are shown at times (a) t* =0, (b) r* = 800, (c)
t* = 1700, and (d) * = 3300.

2.5 T 3 "
With stored energy
[‘ Cycle1 * Cycle2 - Cycle3}
(%] gme®
2 2 [ osmdorom ] .-
o .
e @
%1.5-
E '.' ceos®
<C 1:::-...-""'
0.5 g ’ '
0 1000 2000 3000
Time

Figure 10. Dimensionless average grain radius vs. dimensionless time. The red, blue,
and black dots indicate the average grain radius during microstructure evolution with
the stored energy contribution for cycles 1, 2, and 3, respectively. The green dots indic-
ate the average grain radius during microstructure evolution without the stored energy
contribution.

are only injected once at the beginning. The average grain radius as a function of time from this
simulation is shown in figure S3 of the supplementary material, in which red crosses indicate
the continued portion, along those of the three-cycle simulation. The microstructure evolution
with one-time dislocation injection gradually turns slower, and eventually the rate reduces to a
value that is close to that of capillary-driven grain growth, suggesting a progressive transition
from stored-energy-driven grain growth to capillary-driven grain growth. In order to prevent
such transition, dislocation reinjections are necessary, which provide continuous stored-energy
driving force to maintain the rate of microstructure evolution.

5. Conclusions

We developed a PF model for the evolution of microstructure with a spatially varying disloca-
tion density and a reduction in the dislocation density as a grain boundary migrates. We con-
ducted simulations based on the assumption that the smaller grains having higher grain bound-
ary length per unit area (equivalent to surface area per unit volume in 3D) have a higher density
of second-phase particles and thus a higher density of dislocations injected. The simulation
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predicted a microstructure that closely resembles the experimentally observed microstructure
within a region that was confined within a nearly static boundary in the experimental dataset. In
addition, the model was utilized to simulate three cycles of stored-energy-driven grain growth
within a large microstructure, during which non-self-similar evolution was observed. In con-
trast, a simulation without the effect of stored energy yielded a near self-similar evolution. In
particular, when the stored energy was included assuming that density of dislocations that is
injected scales as the inverse of the grain radius (which is expected if the source of dislocations
is due to precipitation and dissolution of second-phase particles on or near grain boundaries),
it was found not only that grains grew much faster but also the larger grains preferentially
grew. Moreover, although the rate of grain growth with stored energy is much faster at the
beginning of each cycle as compared to that without stored energy, the former decreases at the
later stage of each cycle as the stored-energy driving force reduces with time and the system
shifts toward NGG. Therefore, CHT (multiple repetitions of thermal cycling) is necessary to
provide an inexhaustible stored-energy driving force.

These simulation results offer a possible mechanism behind persistent AGG during CHT.
Additionally, we provided an integrated experimental-computational workflow, which utilizes
the information from experiments to inform grain-growth models and its parameterization.
While we here limited our efforts to 2D simulations as a proof-of-concept, the workflow can be
easily adapted to perform more time-consuming, but more accurate, 3D simulations, as well as
to include additional physical considerations, such as recovery. Therefore, our work provides
a foundation for future development of simulation tools capable of quantitative predictions of
microstructure evolution during non-isothermal heat treatment, which will ultimately facilitate
the design of optimized processes for solid-state manufacturing.
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