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ABSTRACT

High-performance implementations of k-Nearest Neighbor Search
(kNN) in low dimensions use tree-based data structures. Tree al-
gorithms are hard to parallelize on GPUs due to their irregularity.
However, newer Nvidia GPUs offer hardware support for tree opera-
tions through ray-tracing cores. Recent works have proposed using
RT cores to implement kNN search, but they all have a hardware-
imposed constraint on the distance metric used in the search—the
Euclidean distance. We propose and implement two reductions to
support kNN for a broad range of distances other than the Euclidean
distance: Arkade Filter-Refine and Arkade Monotone Transforma-
tion, each of which allows non-Euclidean distance-based nearest
neighbor queries to be performed in terms of the Euclidean distance.
With our reductions, we observe that kNN search time speedups
range between 1.6x-200x and 1.3x-33.1x over various state-of-the-
art GPU shader core and RT core baselines, respectively. In evalu-
ation, we provide several insights on RT architectures’ ability to
efficiently build and traverse the tree by analyzing the kNN search
time trends.
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1 INTRODUCTION

k-Nearest Neighbor Search (kNN) is the problem of finding points
similar to a query point based on a desired distance function. Sev-
eral commonly used distance functions include Euclidean distance
(L? norm), Manhattan distance (L' norm), Chebyshev distance (L*
norm), Minkowski distance (L? norm), and Cosine (or Angular)
distance. kNN is used in diverse applications, including point cloud
registration [42], facial recognition [26, 30], recommendation sys-
tems [1], and more.

Due to the computational intensity and the wide applicability
of kNN, many optimization techniques have been proposed in this
space: tree-based approaches, such as kd-tree or ball tree [14, 31,
51]; graphs, such as proximity graphs or kNN graphs [11, 28, 53];
hashing, such as locality sensitive hashing [21, 22, 41]; quantization,
such as product quantization codes [3, 17, 25].

Tree-based approaches to kNN work better and provide logarith-
mic guarantees in lower dimensions [5, 10]. Low-dimensional data
(two to three dimensions) is predominant in several applications,
such as spatial query processing [39] and astronomical data [43],
where tree-based approaches have gained popularity. However, tree-
based approaches can not be efficiently accelerated using GPUs,
unlike the non-tree indexing methods. Tree-based implementations
on GPU run kNN queries in parallel by mapping each query to a
GPU thread that traverses the tree. These traversals are highly ir-
regular: different traversals touch different parts of the tree, leading
to control divergence, and the tree itself can be scattered around
memory, leading to memory divergence [15]. Nevertheless, several
recently proposed algorithmic approaches improve GPU efficiency
for tree traversals, leading to fast nearest neighbor searches on
low-dimensional data [15, 19, 34, 51].

Modern GPUs do not just contain the shader cores used by prior
approaches, but also ray-tracing (RT) cores. RT cores are built to
accelerate ray tracing [2, 23, 37]: identifying which objects in a
scene are intersected by rays cast from a source such as the viewer’s
eye. Ray-tracing is an inherently irregular problem, and these ray
tracing cores perform hardware accelerated tree traversals: they build
a spatial tree called a bounding volume hierarchy over the objects
in a scene, then each ray traverses that tree to find the objects it
intersects. While ray tracing is a highly specific algorithm, and it
may seem that RT cores cannot be used to solve other problems,
prior work has shown that by carefully constructing the objects in a
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scene and properly defining the rays, it is possible to find solutions
to non-ray tracing problems by reducing them to ray tracing [9,
33, 48, 54]. In particular, several prior papers have shown how to
reduce kNN to ray tracing [9, 33, 52, 54] (see Subsection 7.1,2.4).

Unfortunately, the existing kNN approaches on RT cores are all
based around a single reduction that inherently uses the Euclidean
distance (L% norm) as the desired distance function. This limitation
is unsurprising, as the RT cores arrange objects in a scene according
to the Euclidean distance. However, one cannot merely use L? near-
est neighbor as a proxy for other distance functions. For example,
an object being at a particular Euclidean distance from the point of
interest says nothing about a non-L? distance function such as the
Angular distance between them (Figure 1). In practical applications
like street maps and astronomical settings where Euclidean distance
falls short in conveying essential information, non-L? distances are
needed (see Section 2.1 for more detail). However, prior work on
RT cores cannot address these non-L? distance requirements.

A

Figure 1: Euclidean and Angular distances: a and b are data
points, g is a query point, and O is the point of reference.

L*(q.a) <L*(q.b) = f<a

To support non-Euclidean kNN queries, we make a key obser-
vation that the prior kNN reductions to RT cores do not solve the
nearest neighbor problem directly [9, 33, 54]. Instead, the reduc-
tions accelerate an r-bounded distance query: find all points within
a distance r of a query point g, according to their Euclidean dis-
tance. Similarly, instead of solving kNN problem for other distance
functions on RT cores directly, in this paper, we show how to re-
duce kNN searches in other distances to the r-bounded Euclidean
distance search and implement the reductions for RT cores.

Contributions

This paper introduces Arkade, a suite of two general reductions:
Filter-Refine (RT) and Monotone Transformation (MT), each allow-
ing non-Euclidean distance-based nearest neighbor queries to be
performed on RT cores. In particular, we contribute the following.

(1) Arkade FR reduction performs a generic distance-based kNN
search using RT cores by decoupling the kNN search into Filter
and Refine phases and adapting a tree-based kNN algorithm
for distances besides the Euclidean distance (Section 3). The re-
duction utilizes geometric properties common in some popular
distance functions, such as L? distances.

Arkade MT reduction enables RT-based acceleration of kNN
search for distance functions that do not hold the geometric

properties favored by Arkade FR reduction (Section 4). The
reduction transforms the input such that the original order of

()
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distances between the data points is preserved. Important exam-

ples of such distances are cosine distance or angular distance.
(3) Evaluation of Arkade (FR and MT) implemented as stand-alone

applications using RT cores of the NVIDIA GeForce RTX 4060

Ti GPU (Section 6). Our reductions show speedups of 1.6x-200x

and 1.3x-33.1x over various state-of-the-art GPU shader core

and RT core baselines, respectively.

Arkade (aRKaDe) derives its name from the three parameters

this paper considers — radius (r), number of neighbors (k), and
distance function (D).

2 BACKGROUND

2.1 k-Nearest Neighbour Search

We define the kNN search problem in Definition 1 since there
are several variants of kNN. Importantly, the particular distance
function D is a parameter.

Definition 1 (k-Nearest Neighbor Search). Given a query point
q€ Rd, a set of data points, A C Rd, avalue k € N, and a distance
function D : RY x RY — R, the generalized k-nearest neighbor
problem finds a result set of points, T C A, that contains the closest k
points to q according to D.

The naive way of performing kNN is computing the distance
between ¢ and all of the points in A and ordering them by D, an
O(nlogk) process! (JA| = n). Tree-based approaches [14, 31, 51]
can avoid comparing q to every point in A by efficiently indexing
the points in A using a tree and pruning the search space, resulting
in an O(log nlog k) algorithm. However, the trees built by RT cores
use L%-based pruning [9, 33, 48, 54], and hence this approach only
works if the distance function D is the L? distance.

Other distance functions. The key focus of this paper is using RT
cores, which are inherently tied to L? distances, to solve non-L?
distance problems. This subsection summarizes some of these non-
L2 distance functions.

In 2-dimensional space, we recall the set of functions that give
the distance between point a and b based in L? spaces [6] as follows,
where ay, ay are X,y coordinates of point a, and |.| represents the
absolute value:

1
LP(a,b) = (Jay — by|P + lay - bylp)E,p eR>1
L®(a,b) = max(|ax — bxl, |ay - by|)

While L? norms use Cartesian coordinates, distances such as
angular distance, cosine distance, inner product, or dot product use
spherical coordinates [46]. Angular distance is the shorter angle
between two vectors, while cosine distance or cosine similarity is
the cosine function applied to this angle. The inner product or dot
product is the same for vectors, and these are, in turn, the same as
cosine distance when the vectors are of unit length. Because cosine
distance measures how similar two vectors are, it is highly useful
in recommendation systems.

This paper confines its scope to 2- and 3-dimensional spaces
because RT cores operate solely within these dimensions. The util-
ity of non-Euclidean distances in these lower dimensions remains
evident in several domains, such as geospatial applications and

The log k term comes from efficiently maintaining distances of the top k neighbors
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astronomy. For instance, consider street maps, where the determi-
nation of nearest points of interest hinges on the ordering of their
Manhattan distance from the query point location since the data
points in a city usually adhere to taxicab geometry. Similarly, visu-
ally nearby stars are identified with cosine distance in 3 dimensions
instead of Euclidean distance: the three stars in Orion’s belt are not
L%-close together—they are approximately 2000, 1200, and 700 light
years away from Earth—despite being visually adjacent.

2.2 Ray Tracing Architecture

Ray tracing is a graphics rendering algorithm where rays are mod-
eled from a starting point as a source and followed (traced) till they
hit the objects in a scene. The fundamental operation in ray tracing
is computing ray-object intersections: for a given ray, what object(s)
does the ray intersect? This problem shares some features with
nearest-neighbor search: the naive algorithm compares a ray to
each object in a scene but can be accelerated using a spatial tree to
prune the space. In the case of ray tracing, this spatial tree is called
a bounding volume hierarchy (BVH) [45], and the RT architecture
on modern GPUs provides acceleration for building and traversing
this spatial tree.

The RT architecture employs both RT cores and shader cores
(also called streaming multiprocessors) to accelerate various stages
of the ray-tracing pipeline. Optimized drivers build a BVH bottom-
up by enclosing each object in an axis-aligned bounding box (AABB)
and grouping AABBs such that several AABBs can be enclosed
in a larger AABB. Eventually, the overall scene is enclosed in a
single AABB. RT cores recursively traverse the BVH tree to com-
pute ray-object intersections. In particular, if a ray intersects an
AABB, then the enclosed bounding boxes will be tested next. The
process continues until it reaches leaf AABBs. At that point, the
shader cores execute user-defined code to determine whether the
ray intersects the object contained in the AABB. If an intersection
is found, another user-specified code is called.

2.3 Programming and Execution Model

Optix [35] is a programming interface that provides access to the
entire RT architecture. This interface allows the user to write tra-
ditional shader programs that are executed on the shader cores
and leverage the RT hardware for BVH construction, traversal,
and, if applicable, intersection testing. Optix allows the user to
specify user-defined geometries, which we use to represent neigh-
borhoods in non-L? distances. Important Optix kernels that we
use are RayGen and Intersection. RayGen kernel creates rays with
user-specified parameters such as the origin, direction, and length
of the ray. It then calls for BVH traversal and intersection testing.
For user-defined geometries, the user is required to provide a cus-
tom intersection test for ray-object intersections in the form of an
Intersection kernel.

Geometric Objects. For a distance function D, all the points that are
at a D-distance of r could be described by a geometric object. For
example, if the distance function is L' norm, then the geometric
object is a square rhombus in 2D space and a square bi-pyramid in
3D space. Similarly, if the distance is L? norm, then the geometric
object is a circle in 2D space and a sphere in 3D space. A geometric
object simply refers to a geometry whose periphery contains points
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that are equidistant from the center of the geometry. The geometric
objects are then placed inside AABBs. With the Optix interface,
it is up to the user to define the distance function of geometric
objects, so these geometric objects are also called user-defined or
custom-defined geometries.

Limitations. There are several limitations when re-purposing RT
architecture to perform a non-RT task. First, we are limited to using
data with three dimensions. Second, the BVH built by the RT archi-
tecture is not accessible nor programmable in any kind by a user.
There is no available information on how the BVH is constructed or
traversed. Third, during the traversal, the Optix interface notifies
the user only when a successful ray-AABB intersection occurs. We
do not know the actual number of AABBs that are tested during the
traversal or the actual traversal path. Fourth, even after successful
mapping, it is hard to assess the resource utilization of our mapping
and identify opportunities to optimize the hardware usage due to
inadequate support from the profilers.

2.4 RT-kNN: kNN on RT architecture

Accelerating a non-RT problem with RT cores requires defining
several components that we call a reduction. A reduction defines a
scene with objects and rays such that the hardware-accelerated ray-
AABB intersection detection encodes a partial or complete solution
to the initial non-RT problem. The reduction should define how to
decode that solution.

In particular, the reduction of kNN to RT only aims to accelerate
a part of the problem, which is the r-bounded distance query. We
refer to this reduction as ‘RT-kNN’ for the rest of the paper. Figure 2
shows how the RT-kNN reduction (on the right) solves a flipped-
around version of the conventional kNN algorithm (on the left). It
tries to find if the query point is at a distance less than or equal
to r to a data point rather than finding the data points that are
within a distance of less than or equal to r to a query point. To
find the neighbors of query points, RT-kNN reduction models the
data points as spheres, the query points as rays, and the neighbor
identification as an intersection of the corresponding ray with the
spheres, as explained in more detail below [52].

Figure 2: RT-kNN reduction (right) finds all query points
within radius r to data point unlike the conventional kNN
algorithm (left) that finds all data points within radius r to
the query point. Blue circles and red rhombus represent data
and query points, respectively.

Given a set of data points A and a set of query points Q, the
RT-kNN reduction builds spheres of radius r centered around all
data points in A, as shown in the right part of Figure 2. To find
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the neighbors, the reduction launches point rays from every query
point. A point ray is a ray whose length is a very small positive
number. If a point ray cast from the point ¢ € Q as the source
intersects with the sphere of radius r and center a € A, then it
means that the point g is present inside the sphere and so the
Euclidean distance between points a and g is at most r.

3 FILTER-REFINE

In this section, we show how to map k-nearest neighbor search for
distance functions beside L2 norm to a ray tracing problem. For
this purpose, we use a general framework called Filter-Refine. In
particular, we formulate Arkade Filter-Refine reduction (Subsec. 3.1)
and prove its correctness (Subsec. 3.2).

Filter-Refine is a two-step selection framework for search prob-
lems [50]. First, we filter a subset of the possible candidates from
the data points and then refine this subset to produce a result that
answers the original search query, exactly or approximately. Draw-
ing on the principles of this framework, we devise a reduction that
breaks down kNN search for a generic distance function into Filter
and Refine phases and maps these phases to operations performed
by the RT architecture.

3.1 Arkade Filter-Refine Reduction

Assume an arbitrary distance function D. To find the nearest k
points within the D-distance of r to a query point g, the Arkade
Filter-Refine (FR) reduction employs the following Filter and Refine
phases.

(1) Filter Phasefinds all the candidate data points that are within the
D-distance of r, by mapping the data points and query points
to a ray tracing scene.

(2) Refine Phase, once the candidates are filtered, sorts them ac-
cording to their D-distance to the query point ¢ and finds the k
nearest neighbors.

The first step of the reduction involves solving the r-bound
query problem, which is where the RT architecture comes in. The
hardware accelerates the search process of candidates since we
encode them as a part of the ray tracing problem. In particular, to
find all the data points within a D distance of r from the query
points, the reduction builds specific distance function geometric
objects centered at data points and launch point rays originating
from query points. The ray traverses the BVH to find the candidates
that will be passed to the Refine phase.

In Figure 3, part (a) on the left shows data points and query
points colored in blue and red, respectively. When an RT core finds
an intersection, the intersection is with the AABB that contains
the geometric object, rather than the geometric object itself. To
ensure that there are no false positive candidates, the ray-AABB
intersections are further filtered to remove the data points where
the query point lies inside the AABB but outside the geometric
object. Part (b) of Figure 3 shows how the Filter phase first uses RT
cores to get the AABBs that a point ray intersects and then uses the
shader cores to perform the intersection with the geometric object
present inside these intersected AABBs. AABBs and geometric
objects are represented by squares and circles, respectively. The
green AABBs or circles are the ones selected, while the blue ones
are not.
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The second step of the reduction, the Refine phase, processes
the candidates that are passed on from the Filter step. In particular,
the candidates are ordered to select the nearest k data points to
the query point. Part (c) in Figure 3 shows that the blue and green
points are the candidates processed in the refine phase, out of which
only the green points are selected as the top-k neighbors.

RT Cores
(a) (b)Filter

Shader Cores

(c)Refine

Figure 3: Filter-Refine: (a) map points to RT scene, (b) RT
cores filter AABBs and shader cores filter geometric objects,
(c) refine candidates to select k = 1 nearest neighbors.

We present Arkade Filter-Refine reduction in algorithm 1. In Line 1,
AABBs corresponding to each data point are defined. If D is L norm,
then the geometric object is a square rhombus and the AABB with
a side of length 2r should be defined to tightly fit the rhombus. It
is up to the user to decide how big of a bounding box is needed to
render the desired geometry. However, the tighter, the better. In
line 2, an Optix API call is made to build the BVH on the defined
AABBs. The constructed BVH is not returned to the user but is
available for the RT architecture to traverse. In line 3, an Optix API
call is made to launch point rays from each query point. From line 4,
the neighbor search starts. In lines 4-5, RT cores perform the BVH
tree traversal of the ray and return the AABB intersection when
a ray is found to intersect with AABB. Lines 5-9 and lines 10-12
indicate the Filter and Refine phases respectively. Lines 6-7 extract
the data point, which is the center of geometry inside the hit AABB,
and the query point, which is the source of the point ray hitting
the AABB. In line 8, we compute the D-distance between them.
In line 9, we filter out all the data points that are farther than a
D-distance of r. Lines 10-12 refine the selected candidates and store
the top k closest points.

Algorithm 1 Arkade Filter-Refine Reduction

Input: Training set A, Query set Q, distance function D, r, k
Output: Vg € Q, top k neighbors of q within D distance r

1: Ya € A, define AABB on the geometry centered at a
2: construct BVH on all the AABBs

3: Vg € Q, launch point ray at g

4: while each ray is traversing BVH do

5. if RT cores return ray-AABB intersection then

6 a < geometry.center > data point
7 q < ray.origin > query point
8: w < D(a,q)

9 if w < r then

10: if w < max(neighbors(q).distance)

11: or |neighbors| < k then

12: neighbors.insert(a, w)
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In the Algorithm 1, the Filter and Refine phases are interleaved.
Instead of storing all the candidates from the Filter phase, each
candidate is refined on the go. Once the RT core finds a point
that is within r distance, the reduction uses the shader cores to
dynamically update the list of k nearest neighbors, and return the
control to RT cores to resume the search for candidates.

The Arkade FR reduction presented above is a generalization of
the RT-kNN reduction and uses RT cores in a novel way. RT-kNN
ships spheres to RT cores because an r, L?-ball (Def 2) is exactly
a sphere. Similarly, for a distance D, we need to build geometric
objects customized to the distance function to represent an r, D-
ball. Our key observation with Arkade Filter-Refine is that the RT
architecture can process custom geometric objects.

Although Arkade FR reduction depends on a more advanced
feature of RT cores, it finds a way to stay agnostic to the inherent
property of RT cores, which only understand L? distances. The
distance fixed by the hardware does not impact the core idea of the
reduction—using point rays to find the kNN candidates. A point ray
intersects with an object containing it as long as the query point is
present inside the geometric object centered at a data point, and
this does not depend on the hardware-defined metric.

Arkade FR reduction is generic over the distance function D.
Hence, the effectiveness of this reduction depends on the distance
function and consequently, the geometric objects that will be built
centered at the data points. If a distance function geometric object is
such that the Filter phase forwards most of the data points as kNN
candidates, Arkade FR reduction is not useful. Because it has to
process the unnecessarily large number of candidates in the Refine
phase and this might not be better than a linear scan. An example
of such a distance function is cosine distance. We address how to
perform cosine distance-based kNN search in Section 4.

3.2 Correctness of Arkade FR Reduction

To prove the correctness of Arkade FR reduction, we first introduce
r, D-ball in Definition 2 and then formally define Filter and Refine
phases in Definitions 3 and 4 respectively.

Definition 2 (r, D-ball centered at a point b, Bp(b,r)). r, D-ball
in RY centered at a point b is a set of points a that are within a
D-distance of r from b:

Bp(b,r)={a|aeR% D(ba) <r} (1)

Definition 3 (Filter). Given a training set of data points A, a set of
query points Q, and a positive real number r, the Filter phase outputs
all the data points in A that are within a D-distance r of each query

pointq € Q (i.e. AN Bp(q,r)).

Definition 4 (Refine). Given a natural number k and a set of points
in Bp(q,r) for each query point q € Q, the Refine phase outputs the
k closest points to q according to the D distance.

THEOREM 1 (CORRECTNESS OF ARKADE FR REDUCTION). Given
a training set of data points A, a set of query points Q,q € Q, a
natural number k, a positive real number r, and a distance function
D, Algorithm 1 computes the k nearest data points of q within a
D-distance of r from q.
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Proor. We first show that any point removed by the Filter phase
of Algorithm 1 is not inside Bp (g, r). Then, we show that any point
not within the k closest points to g gets removed by the Refine
phase. We use these two claims to conclude that the set of points
returned by Algorithm 1 is exactly the k nearest neighbors to ¢
within Bp(q,r).

We first claim that the Filter phase does not remove any points
inside Bp(q, r). Let a be a point in A and G, be the AABB centered
at a. Notice that by construction, the r, D-ball centered at point
a, Bp(a,r) is contained in the AABB G, (i.e., Bp(a,r) € Gg). The
point a is removed by the Filter phase exactly when the point ray
originating from ¢ does not intersect G,, which by the discussion
in Section 2.4 means q is not a point on or inside G, so g is not an
element of Bp (a, r) which implies that the D distance between g
and a is greater than r.

q¢Gqa = q¢Bp(ar) = D(aq) >r

However, this also implies that Bp(g,r) does not contain a (i.e.,
a ¢ Bp(q,r)) and hence a should be removed.

Now, we claim that any point not within the k nearest neighbors
of g gets correctly removed by the Refine phase. Let a € Abea
point not removed by the Filter phase (so D(a,q) < r) but such
that a is not one of the k nearest neighbors to g. This means that
there must be k other points ay, az, . . ., ag such that the farthest of
k neighbors is closer to g than a is (i.e., a; # a and max; D(a;, q) <
D(a, q)). Then a gets removed on line 12 of Algorithm 1.

Since Algorithm 1 does not remove any points that should be
kept, and does not keep any points that should be removed, its
output is exactly the k points in Bp(q, r) that are closestto q. O

4 MONOTONE TRANSFORMATION

This section introduces a new reduction, Arkade Monotone Trans-
formation (MT), that handles some metrics outside L? better than
the Arkade FR reduction. The L? distance functions, the primary
focus of Section 3, share an important property: their r, D-balls cor-
respond to geometric shapes that can be efficiently represented and
processed by RT cores. But this property fails for some important
distances, e.g. the cosine distance. To accommodate some of such
distances (including cosine), the Arkade MT reduction uses mono-
tone transformations to reduce kNN in the given metric to kNN in
L%, The resulting kNN problem is solved with the well-established
L2-distance based RT-accelerated search using spheres [9], which
is implemented as the L?-instance of Arkade FT.
Arkade MT reduction is based on the following property.

Definition 5 (Monotonicity of distance functions). A distance
function D on R™ is monotonically increasing (resp. decreasing) at
a point ¢ € R" if there exists a transformation f: R* — R" such
that for any two points a1 and az inR", if q is closer to a; than ay in
terms of the distance D, then after applying the transformation, f(q)
is still closer to (resp. further from) f(ay) than f(ap) in terms of L?
distance:

D(q,a1) < D(q,a2) =
LA(f(q), f(a) < LE(f(q), f(az))
(resp. L(f(q), f(a1)) > L*(f(q), f(a2))).
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Figure 4: Arkade Monotone Transformation reduction: nor-
malizing points for the cosine distance. Data and query points
are marked with, blue and red colors, respectively. L?-based
Arkade FR reduction can only be applied after the Mono-
tonic Transformation (normalization) to get the correct co-
sine distance-based kKNN.

A distance function D is monotonically increasing (decreasing) if
it is monotonically increasing (resp. decreasing) at every point q € R™.

The Arkade MT reduction transforms the input points such that
the ordering of the points according to the given distance function
is preserved when the transformed points are ordered according
to the L? distance. The preservation of the ordering can be either
positive or negative i.e., the ordering of the transformed points is
either the same or the reverse as that of the original points. Now,
we formally define the Arkade MT reduction in Definition 6.

Definition 6 (Arkade Monotone Transformation Reduction).
Given a training set of data points A, a set of query points Q,q € Q, a
natural number k, a monotonic distance metric D and the correspond-
ing transformation f, Arkade Monotone Transformation reduction
applies f to points in A and Q and performs the Arkade Filter-Refine
reduction with L? distance to find k nearest neighbors of every query
point from the set of data points.

Cosine Distance. As shown in Figure 1, the cosine distance
between arbitrary vectors does not correlate with the Euclidean
distance between vectors’ endpoints. To introduce a correlation be-
tween the cosine and Euclidean distances, the transformation f we
apply is normalization. In Equation 2, the normalization multiplier
divides each of the coordinate components ay, ay, and a; of the
vector a by the vector’s magnitude w.

ax A4y a
VE (ax’ay;az)ﬁ(Zx,;y,;z),w=1/a,zc+a2y+a§ (2)

When the vectors are normalized, the end points (data points)
fall on the unit circle. The cosine distance between two vectors is
the same as the cosine distance between their normalized versions.
Let a be the angle between the query point q and data point a.
Because g and a are normalized, they have a unit magnitude. The
relation between their Euclidean and cosine distances would be the
following:

L2(q.a) = \llall? + llall? - 2llql llallcos(a)
= \/12 +1%2-2-1%cos(a) = \/2 —2cos(a).

According to the above relation between the Euclidean and co-
sine distances in the normalized space, as the cosine distance be-
tween the vectors g and a increases, the angle (@) they make at
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the center decreases, and so the endpoints (data points) of the vec-
tors move closer to the circle, which makes the Euclidean distance
between the endpoints smaller. Therefore, the cosine distance de-
creases as the Euclidean distance between two data points increases.
While cosine distance ordering is negatively preserved (reversed)
by Euclidean distance ordering, the Angular distance () ordering,
is positively preserved by Euclidean distance ordering.

In Figure 4, the left and right pictures represent the original and
transformed points, respectively. The left part shows that simply
building L? distance-based spheres and using the Arkade FR reduc-
tion with L? distance will not give us correct neighbors according
to the cosine distance. The right part signifies that since the nor-
malization preserves the ordering, the Arkade MT reduction can
feed the normalized points to the Arkade RF reduction to get the
correct k nearest neighbors according to the cosine distance.

5 DISCUSSION

5.1 Inclusion property to generalize RT-kNN

The closest prior work, RT-kNN (Section 2.4), is limited to the L?
distance. In this subsection, we define the inclusion property of a
distance function, which allows us to generalize RT-kNN to other
metrics. We also explain why this generalization cannot perform
better than Arkade and will typically perform worse.

The RT-kNN reduction cannot solve the problem with an arbi-
trary metric D without certain alterations. For example, consider
the L™ distance and the r-bounded kNN problem. If we supply
the RT-kNN reduction with the radius r, the candidates outside of
the circle but inside the square (an L® “circle”) will not be found
(subfigure 5(a)) and become false negatives. On the other hand, we
could try to supply the RT-kNN reduction with a radius r’ larger
than r (e.g. ¥ = V2r, subfigure 5(b)). In that case, the k closest
neighbors computed according to the L? distance are not the same
as that of the L™ distance. In particular, point a is further than any
point in the space between the square and circle according to the
L? distance, but the reverse is true according to the L® distance.
Hence, RT-kNN reduction may have to exclude point a from the
resulting set of nearest neighbors, while the point should be in the
set according to the L* metric. Point a becomes a false negative
in this case. Note, that this issue can be avoided if we increase k to
some k’. In general, by choosing r’ and k" arbitrarily larger than
the given r and k, we can use the RT-kNN reduction to perform the
kNN search based on a non-L? distance D, although it may take
extra time to test the candidates that could have been discarded
early.

We call the property of a distance D that allows us to find a finite
r’ the Inclusion Property (Definition 7). This property states that it
is possible to find the kNN candidates according to distance D as
kNN candidates according to L? distance. For example, consider
the L distance and r = 1. By the inclusion property, it is possible
to construct a finite-sized sphere S of radius ’ = V2 according to
the L? norm such that all the points that are within a distance r
according to L norm will fall inside sphere S.

Definition 7 (L?-inclusion property of distance D). A distance
function D holds the L?-inclusion property if for any point b and
positive real number r there exists a positive real number r’ such that
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Figure 5: RT-kNN reduction can be extended to perform non-
L%-based kNN with a larger r and k using Inclusion property
(Definition 7).

the r, D-ball around point b is contained in the r’, L%-ball around
point b.

3’ : Bp(b,r) C Br2(b,1’). 3)

However, the inclusion property is only helpful when the sphere
of radius r” efficiently filters the candidates. In the case of distances
where r’ is too large that it includes all the points in the dataset,
the search process is no better than a linear scan. Moreover, the
inclusion property only addresses how to choose r” but not k” for
given r and k, respectively. Currently, we choose k’ through trial-
and-error. We keep on incrementing k’ until the RT-kNN can find
all the k actual nearest neighbors.

5.1.1 RT-kNN reduction vs Arkade FR reduction. The benefit and
utility of Arkade FR reduction over RT-kNN reduction can be clearly
seen in the case of L? norms. With RT-kNN, as p increases, r’
increases from r to V/3r in 3D space. (The exact value of r’ would be
max(r,r - dl/zfl/"). When p is less than 2, the r’ from the inclusion
property is the same as the input r.) The side length of AABBs that
contain the corresponding spheres also increases from 2r to 2v/3r.
But with Arkade FR reduction, the side length of AABB remains
the same at 2r. Arkade FR reduction highlights that we do not have
to be constricted to using only spheres when we can directly place
the distance function geometric objects inside AABB. Moreover,
the RT cores index the AABBs and not the spheres.

AABBs in Arkade FR reduction are smaller than in the case of
RT-kNN reduction. Tighter and smaller AABBs potentially cause
less overlap between AABBs, which in turn reduces the number of
unnecessary ray-AABB intersections, thus making the reduction
run faster. In L? norms, as p increases, the geometry of the L
norm morphs from a sphere into a cube. Note that a cube is also an
AABB. Therefore, as p increases, the region inside AABB that does
not contribute to the L norm geometry decreases. The probability
that a ray-AABB intersection would be an output of filter phases
increases and reaches 1 for L norm. Hence, for L* norm, a ray-
AABB intersection can be forwarded by the Filter phase of Arkade
FR reduction without having to perform an additional geometry
check since the geometric object and the AABB are the same. So,
Arkade FR reduction achieves optimal performance for a L* norm-
based kNN search.

5.2 Other Distances

Jaccard Distance. Jaccard similarity(JS) between two sets A, B is
the AN B/A U B and Jaccard distance is 1 — JS [24]. The reduction
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depends on the type of data and the application for which the data
is being ranked. Assume that set A is represented by a bit vector

Av where it" bit indicates the presence of it in the set.
5= |A N B
" JAUB]

Preserving the order according to Jaccard distance and mapping
the distance computation is not feasible either using Arkade FR or
Arkade MT reductions. With the existing work on repurposing RT
architecture, we do not have a way to perform set operations using
RT architecture yet. We leave this as a future work.

Hamming Distance. Given two binary data strings, the Hamming
distance is the count of bit positions in which the respective bits
of the strings are different [18]. Hamming distance is equivalent to
the Manhattan distance on binary strings. Indeed, in 3D space, all
the possible binary data strings represent vertices of a unit cube,
and the Hamming distance between these strings, therefore, is the
number of edges that need to be walked from one vertex to the
other. Hence, we can use L' norm-based Arkade FR reduction.

Mahalanobis Distance. Mahalanobis distance is the distance be-
tween a point and a given distribution, where the standard deviation
of the point is compared to the mean of the distribution. After a
particular spatial transformation, when the axes are scaled to unit
variance, Mahalanobis distance is Euclidean distance [27]. Hence,
we can use L? norm-based Arkade FR reduction.

5.3 Choice of radius

Our reduction require radius (r) as an input parameter. Selecting
a optimal radius is a challenging task because an arbitrary choice
of radius might result in poor performance or accuracy. However,
this issue is orthogonal to Arkade’s reductions. Presently, we adopt
an approach of prior work, TrueKNN [33], which we elaborate
on in the Evaluation Section 6. Exploring alternative approaches
for determining optimal radius is an intriguing avenue for future
investigation.

6 EVALUATION

In this section, we evaluate Arkade’s Filter-Refine and Monotone
Transformation reductions on four groups of realistic datasets us-
ing four baselines. We analyze various factors such as the BVH
tree quality, the average number of ray-AABB intersections, and
the number of rounds (defined in Sec. 6.2.4) that impact the perfor-
mance of Arkade on these datasets. Then, we look at the effect of
parameters such as k.

Datasets. The characteristics of the datasets we used are sum-

marized in Table 1. As RT cores can only build BVH on three-

dimensional data, we use only 2D and 3D datasets. For 2D datasets,
we set the third dimension to zero.

Geospatial Datasets Gowalla [8] dataset contains check-in lo-
cations of users from across the world in the form of lat-
itude and longitude [8]. We processed the dataset to get
only distinct locations. Cali OSM [38] contains geo-spatial
coordinates of a very small region in California, sourced
from OpenStreetMap. Because the coordinates are local, we
treat it as 2-dimensional data. Gbif [12] contains information
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on several birds and the locations where they are spotted.
We obtained the geospatial coordinates of the spottings for
January 2018. We convert the geospatial coordinates into
Cartesian coordinates before passing the data as input to the
Arkade reductions.

Point Clouds Kitti [13] is an autonomous driving footage pop-
ularly used in computer vision benchmarks. The data we
used is in the form of 3D point clouds generated by the Velo-
dyne scanner. We combined several frames to make up our
dataset. Randnet [7] is a synthetic point cloud generated
from real-world and synthetic environments using RandLA-
Net architecture [20]. This particular dataset is built on an
aerial view of a city landscape.

3D Scans Manuscript [44] dataset is an XYZ RGB 3D scan of a
page in Latin from Vellum manuscript.

Synthetic Datasets Glove 3D is a three-dimensional PCA projec-
tion of 25-dimensional Glove data [40]. Randnet is also a
synthetic dataset.

Table 1: Datasets Characteristics

Dataset Data Points Queries Dimension
Gowalla [8] 1270969 10000 3
Glove 3D [40] 1183514 10000 3
Manuscript [44] 2145617 10000 3
Cali OSM [38] 4195951 10000 2
Kitti [13] 4000000 10000 3
Randnet [20] 6815065 10000 3
Gbif [12] 8475714 10000 3

Baselines. We used three GPU and one state-of-the-art CPU kNN
libraries to evaluate Arkade. This mixture contains both tree-based
and non-tree-based approaches.

SCANN is a quantization-based approximate similarity search li-
brary [17]. It is the state-of-the-art in CPU kNN implemen-
tations [4]. We use the same parameters as ANN bench-
marks [4] to get a recall? of 0.99.

Treelogy implements a KD-tree-based exact GPU implementa-
tion [15]. We modify the Treelogy code to perform L? and
cosine distance-based kNN search.

FAISS is a state-of-the-art exact quantization-based GPU library [4,
25]. FAISS uses tensorflow-gpu to interface with CUDA cores.
We use the IVFFlatL2 index (as used in ANN benchmarks [4])
and train the data before the search.

FastRNN uses RT architecture to perform fixed-radius search, only
in case of Euclidean distances [9]. To correctly perform the
kNN search using other distances, we use a larger radius
\/ar, where r is the given radius and d is the data dimension,
and a larger number of nearest neighbors k’ just enough
to obtain k nearest neighbors according to a given distance.
(see Subsection 5.1).

We use Treelogy and FastRNN to evaluate the Arkade Filter-

Refine reduction, while we use SCANN, FAISS, and Treelogy to

ZRecall is the ratio of the number of correctly found nearest neighbors by the search
to the number of true nearest neighbors from the ground truth.
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evaluate the Arkade Monotone Transformation reduction. SCANN
and FAISS implement only L? and cosine distances on CPU and
GPU respectively. On the other hand, the modifications of FastRNN
only work for L? distances.

Experimental Setup. We used NVIDIA GeForce RTX 4070 Ti GPU
with 12GB memory for all of our experiments. To interface with the
RT architecture on the GPU, we used Optix Wrapper Library [47].
Arkade builds the BVH tree index once over the entire set of data
points for chosen parameters and searches for neighbors once for all
the query points in every run. We perform 5 such runs to collect and
average the performance metrics such as build time and search time.
All the reported numbers are rounded to two non-zero decimals.

We evaluate Filter-Refine reduction with the L! and L™ distance
functions, and Monotone Transformation reduction with cosine
distance. We plug in TrueKNN’s [33] approach of choosing a small
radius and iteratively increasing the radius until all the query points
find their k neighbors. To make a fair comparison, we also apply
TrueKNN to the baseline FastRNN.

6.1 Performance Evaluation

We compare the search times and the speedups of Arkade reductions
over all the baselines and the datasets in Tables 2 and 3. Table 2
shows the comparison of Arkade to the baselines, Treelogy and
FastRNN, for L! and L*® norms. In Table 3, we show the same
performance numbers for Cosine distance.

Among all the baselines, we see that Arkade is significantly
faster than SCANN, although the speedup can be attributed to
SCANN being a purely CPU-based implementation. In the case of
GPU baselines, Arkade is still faster by 1.5x-200x. The speedup of
Arkade over non-RT baselines demonstrates the ability of RT cores
to efficiently accelerate the irregular tree traversals. The speedups
over the RT baseline, FastRNN, show how Arkade efficiently utilizes
the RT cores to accelerate a broader range of applications.

In general, we find that the speedups of Arkade over baselines
do not increase with an increase in the dataset size. For example,
Gowalla and Glove3D datasets are roughly 1M in size but Arkade’s
speedups on these datasets are very different. The search times
of non-RT-based implementations such as SCANN, Treelogy, and
FAISS increase with the increase in the size of the dataset, however,
RT implementations such as Arkade and FastRNN do not follow
the same trend. We go into more detail in Section 6.2.1.

6.1.1 L' norm. In the first half of Table 2, we see that Arkade
achieves speedups of 1.6x-160.9x and 1.3x-33.1x over Treelogy and
FastRNN, respectively. Arkade is faster than Treelogy since Arkade
uses RT cores to accelerate the BVH tree traversals, while Treelogy
uses shader cores.

In this experiment, we use the same search radius for FastRNN
and Arkade. This is because the L' norm geometric object (thombus)
is present inside the L? norm geometric object (circle). Even though
the search radius is the same, FastRNN searches for a larger number
of neighbors. FastRNN uses L? distance to rank the neighbors unlike
Arkade, which uses the actual distance function, L! norm. Because
L' norm geometric object is smaller in volume compared to L?
norm geometric object, Arkade can efficiently search neighbors in
a smaller space, which is why Arkade is consistently faster than
FastRNN.
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Table 2: Search times and speedups of Arkade over all baselines for distance functions L! and L

L! distance

L* distance

Dataset Search time (seconds) Arkade speedup over Search time (seconds) Arkade speedup over

Treelogy FastRNN Arkade Treelogy FastRNN Treelogy FastRNN Arkade Treelogy FastRNN
Gowalla 0.16 1.06 0.032 5.0 33.1 0.16 0.34 0.022 7.3 154
Glove3D 0.16 0.14  0.0063 25.4 22.2 0.14 0.011  0.0025 56.0 4.4
Manuscript 0.18 0.075 0.011 16.4 6.8 0.19 0.032 0.010 19.0 3.2
CaliOSM 0.25 0.21 0.16 1.6 1.3 0.24 0.11 0.029 8.3 3.8
Kitti4M 0.25 0.41 0.045 5.6 9.1 0.26 0.18 0.043 6.1 4.2
Randnet 0.37 0.07  0.0023 160.9 30.4 0.36 0.028  0.0018 200.0 15.6
Gbif 0.39 1.25 0.082 4.8 15.2 0.37 1.14 0.077 4.8 14.8

Table 3: Search times and speedups of Arkade over all baselines for cosine distance function

Search time (seconds) Arkade speedup over

D

Aaset  SCANN Treelogy FAISS Arkade SCANN Treelogy FAISS
Gowalla 79.37 0.29 0.22 0.10 793.7 2.9 2.2
Glove3D 76.52 0.32 0.21  0.0033 23,187.9 97.0 63.6
Manuscript  149.04 0.47 0.38 0.012 12,420.0 39.1 16.7
CaliOSM 284.67 1.02 0.74  0.013 21,897.7 78.5 56.9
Kitti4M 261.39 0.86 0.7 0.14 1,867.1 6.1 5.0
Randnet 471.12 1.45 1.2 0.026 18,120.0 55.8 46.2
Gbif 581.01 1.81 1.49 0.29 2,003.5 6.2 5.1

6.1.2 L™ norm. In the second half of Table 2, we see that Arkade 6.2.1 Breakdown. To understand the factors impacting the Arkade

achieves speedups of 4.8x-200x and 3.2x-15.6x over Treelogy and
FastRNN, respectively. We find that Arkade outperforms Treelogy
for the same reason as in the case of the L! norm.

As noted in Section 5.1, FastRNN needs a larger search radius
(V3 times Arkade’s radius) and k compared to Arkade. When the
radius increases, the size of the AABB increases, which causes an
increase in the number of ray-AABB intersection tests performed
during the BVH traversal. As these intersection tests are the most
computationally intensive part of the ray tracing pipeline, we find
that Arkade is significantly faster than FastRNN. We further analyze
the performance of Arkade and FastRNN in Section 6.2.

6.1.3 Cosine distance. In Table 3, we see that Arkade achieves
speedups of 793.7x-23,187.9x, 2.9x-97.0x, and 2.2x-63.6x over
SCANN, FAISS, and Treelogy, respectively. Though FAISS is the
current state-of-the-art GPU-based kNN search, it is designed for
higher dimensional kNN and uses a heavy tensorflow framework.
We believe that the combination of FAISS’s overheads and Arkade’s
RT-accelerated neighbor search algorithm results in Arkade’s better
performance.

6.2 Performance Analysis

The speedup trend of Arkade can be explained by the data distribu-
tion of the dataset. This is because the way the data is distributed
affects the quality of the constructed BVH, the number of ray-AABB
tests performed for each query point, and, consequently, the num-
ber of candidates the Filter phase forwards to the Refine phase. We
unroll the effects of data distribution on each of the reductions in
the following subsections.
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speedups, we present a complete breakdown of Arkade and Fas-
tRNN execution times for L™ norm in Figure 6. The execution time
is comprised of both BVH build and search times. The search time is
further divided into four parts - time taken by the Filter phase, Re-
fine phase, refit, and miscellaneous maintenance in between these
steps.

[0 Build [0 Refine W Misc [0 Build [0 Refine W Misc
[0 Filter WM Refit I Filter WM Refit
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(a) Arkade (b) FastRNN
Figure 6: Run time breakdown of RT implementations for
L* norm-based kNN search

Figures 6a and 6b show the breakdown of execution times of
Arkade and FastRNN for L™ distance, respectively. The percentage
of build time is higher in the case of Arkade than in FastRNN.
However, the actual build times in both cases are approximately
the same for respective datasets. Because Arkade’s search times are
lower than FastRNN’s, the percentage of build time of Arkade is
higher.
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In Figures 6a and 6b, the Filter phase predominantly takes more
time than any other steps. In the Filter phase, the ray traverses the
BVH and checks if it intersects an AABB, and when it does intersect
an AABB, it further checks if the ray intersects the geometry. The
time the filter phase takes is affected by the quality of BVH the RT
architecture constructs. The structure of BVH further impacts the
BVH traversal and the number of intersection tests performed.

6.2.2 Impact of BVH Tree Quality. The negligible amount of time
spent in the Refine phase (Refine time is barely visible in Figure 6)
supports the observation that more time is spent in traversal and
filtering AABBs rather than ordering the candidates present inside
them. The mapping of the kNN problem to RT architecture needs
the geometric objects to overlap to produce results. As the k value
increases, the search radius needed to find all k neighbors also in-
creases. This increases the potential of geometric objects to overlap
and reduces the effectiveness of the BVH in pruning large parts of
the neighbor search space, resulting in a BVH of poor quality. High
overlap, in turn, increases the number of ray-AABB intersections.

6.2.3 Impact of ray-AABB intersections. In Table 4, we present the
average number of ray-AABB intersections per query point that
occurred in the RT-based implementations in the case of L and
Cosine distances. In the case of Cosine distance, the search times of
Arkade increase with an increase in the number of intersections and
decrease with a decrease in the number of intersections. Similarly,
in the case of L distance, Arkade and FastRNN search times are
proportional to the number of intersections except for the Kitti4M
dataset. Moreover, the number of intersections is higher for any
dataset in the case of Cosine distance compared to L® norm, and
we observe that Cosine distance-based search takes longer than
that of L* norm. Due to normalization, the points become denser
in the Cosine distance scenario.

6.24 Impact of number of rounds. While the number of inter-
sections explains most of the trends in search times of RT-based
implementations, there are certain instances where the number of
intersections alone does not suffice. For example, FastRNN spends
more search time on Kitti4M than the Randnet dataset, but the
number of ray-AABB intersections on Kitti4M is lower than that
of Randnet. We observe that the number of rounds is higher in the
case of Kitti4M than in Randnet. We present the number of rounds
for each RT-implementation and dataset in Table 4. The number of
rounds is the number of times TrueKNN doubles the radius until it
finds k nearest neighbors of all query points.

A higher number of rounds increases the refit time. In Figure 6,
we see that refit is the second most time-consuming part of the
search. The refit time corresponds to doubling the radius of geome-
tries, updating the AABBs to fit the new larger geometries, and
refitting the BVH for every round.

The need for a higher number of rounds arises from the data
distribution. A new round is performed when the neighbors of some
of the query points can only be found at a larger radius. Hence, the
number of rounds indicates that some neighborhoods of the dataset
are denser than others.

6.2.5 Sensitivity to k. In Figure 7a, we study the speedup of Arkade
performance over FAISS in the case of Cosine distance as k increases.
We vary from k as 1, 50, and 100 on Gowalla, Kitti4M, and Gbif
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datasets. We also plot the build time speedup of Arkade over FAISS
for each dataset. Arkade’s search time speedups decrease as k in-
creases. But, observe that the build times of Arkade are much lower
than FAISS. So the overall runtime (build + search time) of Arkade
is still lower than FAISS. At a sufficiently large dataset size and
k, it is possible that the benefit of using Arkade might diminish.
However, in practice, k is typically at most 100 [4].
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k=100
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(a) For k = 1,50,100, Arkade’s (b) Arkade’s search and build time

speedups over Faiss and Treelogy
as the dataset size changes

search and build time speedup
over Faiss

Figure 7: Sensitive analysis of Arkade’s search and build time
speedups for Cosine distance

6.2.6 Sensitivity to Dataset size. In Figure 7b, we study the speedup
(in log scale) of Arkade performance over Treelogy and FAISS in
the case of Cosine distance as the magnitude of the dataset size
increases. We uniformly sample a randomly generated dataset to
get the number of data points from 10K to 70M. In Figure 7b, green
shaded bars show the speedup of Arkade build times over Treelogy
and Faiss, respectively, while blue shaded bars show the speedup
of Arkade search times over the same baselines. Arkade’s build and
search time speedups over Treelogy increase almost linearly with
the increasing magnitude of the dataset size. We attribute these
speedups to the optimized strategies employed for tree construc-
tion and traversal by the RT architecture. Conversely, search time
speedups over Faiss slightly decrease when the dataset size reaches
10M. We also note that Arkade runs out of memory on our 12GB
GPU after 70M points, however, both the baselines can execute up
to 100M points.

6.2.7 Impact of hardware utilization. Available Nvidia profilers [36]
can not differentiate RT cores from shader cores. Nvidia 4060Ti, the
GPU on which we ran our experiments, has 4352 and 32 shader and
RT cores, respectively. Without knowing how the architecture maps
the point ray queries to the hardware, it is difficult to determine
if Arkade is saturating the resources on RT architecture. However,
applying optimizations like balancing the workload among the
threads may improve the utilization and performance. We leave
this for future work.

7 RELATED WORK
7.1 Non-RT Applications Accelerated With RT
Architecture

Recent work has shown that non-ray-tracing problems can be ex-
pressed as ray-object intersection problems, making them amenable
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Table 4: Average number of ray-AABB intersection and number of rounds for L* distance (Table 2) and cosine distance (Table 3).

L*™ distance

Cosine distance

Arkade FastRNN Arkade

Dataset

Averagfe Rounds Averagf: Rounds Averag.e Rounds

#Intersections #Intersections #Intersections

Gowalla 263.47 10 510.40 10 10613.80 7
Glove3D 26.12 2 60.46 2 60.46 2
Manuscript 173.20 4 510.50 4 357.77 3
CaliOSM 440.11 6 827.03 6 2695.24 1
KittiaM 366.38 8 365.28 7 20669.20 1
Randnet 121.92 1 397.79 1 211.86 4
Gbif 3093.40 5 5185.58 5 20708.30 1

to acceleration with RT cores [9, 32, 48, 52, 54]. Wald et. al. [48] were
the first to use RT cores to accelerate non-ray tracing applications.
They looked at the problem of identifying the location of a point in
a tetrahedral mesh. By modeling the point as a ray and reporting
the closest tetrahedron intersected by the ray, they identified the
tetrahedron in which the point was contained. Zellman et. al. [52]
showed how to use RT cores to perform graph drawing. They re-
formulated the nearest neighbor search subroutine as a ray tracing
problem and used the force exerted by the nearest neighbors to
direct their graph drawing algorithm. They found their approach
to be significantly faster than the state-of-the-art force-directed
graph drawing algorithms. Evangelou et. al. [9] used RT cores to
perform photon mapping by finding the set points in a fixed-radius
neighborhood of a query point. They used the reduction proposed
by Zellman et. al. and found that they were up to 15x faster than
non-RT-accelerated baselines. Zhu et. al. [54] proposed optimiza-
tions such as point reordering and query partitioning to improve
the performance of RT-accelerated neighbor searches. Nagarajan et.
al. proposed RT-DBSCAN [32] and TrueKNN [33] to leverage RT
cores to solve DBSCAN clustering and efficiently perform k-nearest
neighbor search, respectively.

7.2 Tree-based, GPU-accelerated kNN

Tree-based kNN algorithms are only efficient at lower dimensions
due to the curse of dimensionality [49]. They are mostly specialized
for certain applications. Merry et. al. [29] propose an optimization
to leverage the coherence of points when traversed in kd tree order
so as to reuse traversal information of neighboring points. They
find that their approach is 4.4x to 4.6x faster and does not require
any modifications to the kd tree. Treelogy[15, 19] proposes several
optimizations to improve memory coalescing and reduce diver-
gence caused by GPU threads that traverse different parts of the
tree. Gieseke et. al. [14] propose the idea of a buffer kd tree to create
batches of query points that all target the same leaf nodes of the
kd tree, exploiting data locality. However, their work is specialized
for data with dimensionality between 4 and 25. An optimized ap-
proximate KD-tree-based KNN is proposed to aid in point cloud
registration [51]. However, this optimization is application-specific.
Gowanlock [16] proposes a hybrid CPU-GPU algorithm that breaks
computation up so that areas of large density are assigned to the
GPU, while the CPU handles the rest of the data. This approach
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leverages the advantages offered by the different architectures to
optimize performance.

8 CONCLUSION

Irregular problems like tree traversals are ubiquitous, especially
queries like nearest neighbor search that have applications in do-
mains such as point cloud registration in computer vision, data
compression, similarity scoring, DNA sequencing, etc. Tree-based
nearest neighbor search is naturally challenging to scale up us-
ing purely software approaches on massively parallel commodity
hardware such as GPUs. Even though ray tracing cores of GPU are
specialized hardware to cater to graphics applications, we show
that this specialized hardware can be generalized to accelerate tree
operations in other domains, To that end, we provide a set of re-
ductions to the ray tracing scene. Without our reductions, distance
metric computations such as L? norm and cosine distance take sig-
nificantly longer to complete or cannot be run on RT cores (it varies
between previous works). While RT cores accelerate tree traversals
through BVH construction, this tree structure is not accessible to
the user and is limited to 3D space. Availability and programma-
bility of the spatial tree itself would be more helpful in using RT
cores for general applications.
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