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In the Algorithm 1, the Filter and Re�ne phases are interleaved.

Instead of storing all the candidates from the Filter phase, each

candidate is re�ned on the go. Once the RT core �nds a point

that is within A distance, the reduction uses the shader cores to

dynamically update the list of : nearest neighbors, and return the

control to RT cores to resume the search for candidates.

The Arkade FR reduction presented above is a generalization of

the RT-:NN reduction and uses RT cores in a novel way. RT-:NN

ships spheres to RT cores because an A, !2-ball (Def 2) is exactly

a sphere. Similarly, for a distance � , we need to build geometric

objects customized to the distance function to represent an A, �-

ball. Our key observation with Arkade Filter-Re�ne is that the RT

architecture can process custom geometric objects.

Although Arkade FR reduction depends on a more advanced

feature of RT cores, it �nds a way to stay agnostic to the inherent

property of RT cores, which only understand !2 distances. The

distance �xed by the hardware does not impact the core idea of the

reduction—using point rays to �nd the :NN candidates. A point ray

intersects with an object containing it as long as the query point is

present inside the geometric object centered at a data point, and

this does not depend on the hardware-de�ned metric.

Arkade FR reduction is generic over the distance function � .

Hence, the e�ectiveness of this reduction depends on the distance

function and consequently, the geometric objects that will be built

centered at the data points. If a distance function geometric object is

such that the Filter phase forwards most of the data points as :NN

candidates, Arkade FR reduction is not useful. Because it has to

process the unnecessarily large number of candidates in the Re�ne

phase and this might not be better than a linear scan. An example

of such a distance function is cosine distance. We address how to

perform cosine distance-based :NN search in Section 4.

3.2 Correctness of Arkade FR Reduction

To prove the correctness of Arkade FR reduction, we �rst introduce

A, �-ball in De�nition 2 and then formally de�ne Filter and Re�ne

phases in De�nitions 3 and 4 respectively.

De�nition 2 (A, �-ball centered at a point 1, �� (1, A )). A, �-ball

in R3 centered at a point 1 is a set of points 0 that are within a

�-distance of A from 1:

�� (1, A ) = {0 | 0 ∈ R3 , � (1, 0) ≤ A } (1)

De�nition 3 (Filter). Given a training set of data points �, a set of

query points & , and a positive real number A , the Filter phase outputs

all the data points in � that are within a �-distance A of each query

point @ ∈ & (i.e. � ∩ �� (@, A )).

De�nition 4 (Re�ne). Given a natural number : and a set of points

in �� (@, A ) for each query point @ ∈ & , the Re�ne phase outputs the

: closest points to @ according to the � distance.

Theorem 1 (Correctness of Arkade FR reduction). Given

a training set of data points �, a set of query points &,@ ∈ & , a

natural number : , a positive real number A , and a distance function

� , Algorithm 1 computes the : nearest data points of @ within a

�-distance of A from @.

Proof. We�rst show that any point removed by the Filter phase

of Algorithm 1 is not inside �� (@, A ). Then, we show that any point

not within the : closest points to @ gets removed by the Re�ne

phase. We use these two claims to conclude that the set of points

returned by Algorithm 1 is exactly the : nearest neighbors to @

within �� (@, A ).
We �rst claim that the Filter phase does not remove any points

inside �� (@, A ). Let 0 be a point in � and�0 be the AABB centered

at 0. Notice that by construction, the A, �-ball centered at point

0, �� (0, A ) is contained in the AABB �0 (i.e., �� (0, A ) ⊆ �0). The

point 0 is removed by the Filter phase exactly when the point ray

originating from @ does not intersect �0 , which by the discussion

in Section 2.4 means @ is not a point on or inside �0 , so @ is not an

element of �� (0, A ) which implies that the � distance between @

and 0 is greater than A .

@ ∉ �0 =⇒ @ ∉ �� (0, A ) =⇒ � (0, @) > A

However, this also implies that �� (@, A ) does not contain 0 (i.e.,

0 ∉ �� (@, A )) and hence 0 should be removed.

Now, we claim that any point not within the : nearest neighbors

of @ gets correctly removed by the Re�ne phase. Let 0 ∈ � be a

point not removed by the Filter phase (so � (0, @) ≤ A ) but such

that 0 is not one of the : nearest neighbors to @. This means that

there must be : other points 01, 02, . . . , 0: such that the farthest of

: neighbors is closer to @ than 0 is (i.e., 08 ≠ 0 and max8 � (08 , @) ≤
� (0, @)). Then 0 gets removed on line 12 of Algorithm 1.

Since Algorithm 1 does not remove any points that should be

kept, and does not keep any points that should be removed, its

output is exactly the : points in �� (@, A ) that are closest to @. □

4 MONOTONE TRANSFORMATION

This section introduces a new reduction, Arkade Monotone Trans-

formation (MT), that handles some metrics outside !? better than

the Arkade FR reduction. The !? distance functions, the primary

focus of Section 3, share an important property: their A, �-balls cor-

respond to geometric shapes that can be e�ciently represented and

processed by RT cores. But this property fails for some important

distances, e.g. the cosine distance. To accommodate some of such

distances (including cosine), the Arkade MT reduction uses mono-

tone transformations to reduce :NN in the given metric to :NN in

!2. The resulting :NN problem is solved with the well-established

!2-distance based RT-accelerated search using spheres [9], which

is implemented as the !2-instance of Arkade FT.

Arkade MT reduction is based on the following property.

De�nition 5 (Monotonicity of distance functions). A distance

function � on R= is monotonically increasing (resp. decreasing) at

a point @ ∈ R= if there exists a transformation 5 : R= → R
= such

that for any two points 01 and 02 in R
= , if @ is closer to 01 than 02 in

terms of the distance � , then after applying the transformation, 5 (@)
is still closer to (resp. further from) 5 (01) than 5 (02) in terms of !2

distance:

� (@, 01) < � (@, 02) =⇒
!2 (5 (@), 5 (01)) < !2 (5 (@), 5 (02))

(resp. !2 (5 (@), 5 (01)) > !2 (5 (@), 5 (02))).
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on several birds and the locations where they are spotted.

We obtained the geospatial coordinates of the spottings for

January 2018. We convert the geospatial coordinates into

Cartesian coordinates before passing the data as input to the

Arkade reductions.

Point Clouds Kitti [13] is an autonomous driving footage pop-

ularly used in computer vision benchmarks. The data we

used is in the form of 3D point clouds generated by the Velo-

dyne scanner. We combined several frames to make up our

dataset. Randnet [7] is a synthetic point cloud generated

from real-world and synthetic environments using RandLA-

Net architecture [20]. This particular dataset is built on an

aerial view of a city landscape.

3D Scans Manuscript [44] dataset is an XYZ RGB 3D scan of a

page in Latin from Vellum manuscript.

Synthetic Datasets Glove 3D is a three-dimensional PCA projec-

tion of 25-dimensional Glove data [40]. Randnet is also a

synthetic dataset.

Table 1: Datasets Characteristics

Dataset Data Points Queries Dimension

Gowalla [8] 1270969 10000 3

Glove 3D [40] 1183514 10000 3

Manuscript [44] 2145617 10000 3

Cali OSM [38] 4195951 10000 2

Kitti [13] 4000000 10000 3

Randnet [20] 6815065 10000 3

Gbif [12] 8475714 10000 3

Baselines. We used three GPU and one state-of-the-art CPU :NN

libraries to evaluate Arkade. This mixture contains both tree-based

and non-tree-based approaches.

SCANN is a quantization-based approximate similarity search li-

brary [17]. It is the state-of-the-art in CPU :NN implemen-

tations [4]. We use the same parameters as ANN bench-

marks [4] to get a recall2 of 0.99.

Treelogy implements a KD-tree-based exact GPU implementa-

tion [15]. We modify the Treelogy code to perform !? and

cosine distance-based :NN search.

FAISS is a state-of-the-art exact quantization-based GPU library [4,

25]. FAISS uses tensor�ow-gpu to interface with CUDA cores.

We use the IVFFlatL2 index (as used in ANN benchmarks [4])

and train the data before the search.

FastRNN uses RT architecture to perform �xed-radius search, only

in case of Euclidean distances [9]. To correctly perform the

:NN search using other distances, we use a larger radius√
3A , where A is the given radius and 3 is the data dimension,

and a larger number of nearest neighbors :′ just enough
to obtain : nearest neighbors according to a given distance.

(see Subsection 5.1).

We use Treelogy and FastRNN to evaluate the Arkade Filter-

Re�ne reduction, while we use SCANN, FAISS, and Treelogy to

2Recall is the ratio of the number of correctly found nearest neighbors by the search
to the number of true nearest neighbors from the ground truth.

evaluate the Arkade Monotone Transformation reduction. SCANN

and FAISS implement only !2 and cosine distances on CPU and

GPU respectively. On the other hand, the modi�cations of FastRNN

only work for !? distances.

Experimental Setup. We used NVIDIA GeForce RTX 4070 Ti GPU

with 12GB memory for all of our experiments. To interface with the

RT architecture on the GPU, we used Optix Wrapper Library [47].

Arkade builds the BVH tree index once over the entire set of data

points for chosen parameters and searches for neighbors once for all

the query points in every run.We perform 5 such runs to collect and

average the performance metrics such as build time and search time.

All the reported numbers are rounded to two non-zero decimals.

We evaluate Filter-Re�ne reduction with the !1 and !∞ distance

functions, and Monotone Transformation reduction with cosine

distance. We plug in TrueKNN’s [33] approach of choosing a small

radius and iteratively increasing the radius until all the query points

�nd their : neighbors. To make a fair comparison, we also apply

TrueKNN to the baseline FastRNN.

6.1 Performance Evaluation

We compare the search times and the speedups of Arkade reductions

over all the baselines and the datasets in Tables 2 and 3. Table 2

shows the comparison of Arkade to the baselines, Treelogy and

FastRNN, for !1 and !∞ norms. In Table 3, we show the same

performance numbers for Cosine distance.

Among all the baselines, we see that Arkade is signi�cantly

faster than SCANN, although the speedup can be attributed to

SCANN being a purely CPU-based implementation. In the case of

GPU baselines, Arkade is still faster by 1.5x-200x. The speedup of

Arkade over non-RT baselines demonstrates the ability of RT cores

to e�ciently accelerate the irregular tree traversals. The speedups

over the RT baseline, FastRNN, show howArkade e�ciently utilizes

the RT cores to accelerate a broader range of applications.

In general, we �nd that the speedups of Arkade over baselines

do not increase with an increase in the dataset size. For example,

Gowalla and Glove3D datasets are roughly 1M in size but Arkade’s

speedups on these datasets are very di�erent. The search times

of non-RT-based implementations such as SCANN, Treelogy, and

FAISS increase with the increase in the size of the dataset, however,

RT implementations such as Arkade and FastRNN do not follow

the same trend. We go into more detail in Section 6.2.1.

6.1.1 !1 norm. In the �rst half of Table 2, we see that Arkade

achieves speedups of 1.6x-160.9x and 1.3x-33.1x over Treelogy and

FastRNN, respectively. Arkade is faster than Treelogy since Arkade

uses RT cores to accelerate the BVH tree traversals, while Treelogy

uses shader cores.

In this experiment, we use the same search radius for FastRNN

andArkade. This is because the !1 norm geometric object (rhombus)

is present inside the !2 norm geometric object (circle). Even though

the search radius is the same, FastRNN searches for a larger number

of neighbors. FastRNN uses !2 distance to rank the neighbors unlike

Arkade, which uses the actual distance function, !1 norm. Because

!1 norm geometric object is smaller in volume compared to !2

norm geometric object, Arkade can e�ciently search neighbors in

a smaller space, which is why Arkade is consistently faster than

FastRNN.
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Table 4: Average number of ray-AABB intersection and number of rounds for !∞ distance (Table 2) and cosine distance (Table 3).

Dataset

!∞ distance Cosine distance

Arkade FastRNN Arkade

Average
Rounds

Average
Rounds

Average
Rounds

#Intersections #Intersections #Intersections

Gowalla 263.47 10 510.40 10 10613.80 7

Glove3D 26.12 2 60.46 2 60.46 2

Manuscript 173.20 4 510.50 4 357.77 3

CaliOSM 440.11 6 827.03 6 2695.24 1

Kitti4M 366.38 8 365.28 7 20669.20 1

Randnet 121.92 1 397.79 1 211.86 4

Gbif 3093.40 5 5185.58 5 20708.30 1

to acceleration with RT cores [9, 32, 48, 52, 54]. Wald et. al. [48] were

the �rst to use RT cores to accelerate non-ray tracing applications.

They looked at the problem of identifying the location of a point in

a tetrahedral mesh. By modeling the point as a ray and reporting

the closest tetrahedron intersected by the ray, they identi�ed the

tetrahedron in which the point was contained. Zellman et. al. [52]

showed how to use RT cores to perform graph drawing. They re-

formulated the nearest neighbor search subroutine as a ray tracing

problem and used the force exerted by the nearest neighbors to

direct their graph drawing algorithm. They found their approach

to be signi�cantly faster than the state-of-the-art force-directed

graph drawing algorithms. Evangelou et. al. [9] used RT cores to

perform photon mapping by �nding the set points in a �xed-radius

neighborhood of a query point. They used the reduction proposed

by Zellman et. al. and found that they were up to 15x faster than

non-RT-accelerated baselines. Zhu et. al. [54] proposed optimiza-

tions such as point reordering and query partitioning to improve

the performance of RT-accelerated neighbor searches. Nagarajan et.

al. proposed RT-DBSCAN [32] and TrueKNN [33] to leverage RT

cores to solve DBSCAN clustering and e�ciently perform :-nearest

neighbor search, respectively.

7.2 Tree-based, GPU-accelerated kNN

Tree-based :NN algorithms are only e�cient at lower dimensions

due to the curse of dimensionality [49]. They are mostly specialized

for certain applications. Merry et. al. [29] propose an optimization

to leverage the coherence of points when traversed in :d tree order

so as to reuse traversal information of neighboring points. They

�nd that their approach is 4.4x to 4.6x faster and does not require

any modi�cations to the :d tree. Treelogy[15, 19] proposes several

optimizations to improve memory coalescing and reduce diver-

gence caused by GPU threads that traverse di�erent parts of the

tree. Gieseke et. al. [14] propose the idea of a bu�er :d tree to create

batches of query points that all target the same leaf nodes of the

:d tree, exploiting data locality. However, their work is specialized

for data with dimensionality between 4 and 25. An optimized ap-

proximate KD-tree-based KNN is proposed to aid in point cloud

registration [51]. However, this optimization is application-speci�c.

Gowanlock [16] proposes a hybrid CPU-GPU algorithm that breaks

computation up so that areas of large density are assigned to the

GPU, while the CPU handles the rest of the data. This approach

leverages the advantages o�ered by the di�erent architectures to

optimize performance.

8 CONCLUSION

Irregular problems like tree traversals are ubiquitous, especially

queries like nearest neighbor search that have applications in do-

mains such as point cloud registration in computer vision, data

compression, similarity scoring, DNA sequencing, etc. Tree-based

nearest neighbor search is naturally challenging to scale up us-

ing purely software approaches on massively parallel commodity

hardware such as GPUs. Even though ray tracing cores of GPU are

specialized hardware to cater to graphics applications, we show

that this specialized hardware can be generalized to accelerate tree

operations in other domains, To that end, we provide a set of re-

ductions to the ray tracing scene. Without our reductions, distance

metric computations such as !? norm and cosine distance take sig-

ni�cantly longer to complete or cannot be run on RT cores (it varies

between previous works). While RT cores accelerate tree traversals

through BVH construction, this tree structure is not accessible to

the user and is limited to 3D space. Availability and programma-

bility of the spatial tree itself would be more helpful in using RT

cores for general applications.
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