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Abstract
This paper presents a fast solver for time-fractional two-dimensional convection-diffusion
problems that maintains non-negativity of numerical solutions. To this end, two new tech-
niques are developed. (i) A three-part decomposition of the L1 discretization for Caputo
derivatives is proposed and justified for fast evaluation while maintaining positivity; (ii)
A positivity-correction technique is devised for both diffusive and convective fluxes. An
upwinding technique for the bilinear finite volume approximation on general quadrilaterals
is utilized for enabling the solver robustness in handling convection dominance. The solver
attains optimal convergence rates when graded temporal meshes are used. These properties
are theoretically justified and numerically illustrated.

Keywords Caputo derivatives · Fast numerical solver · Finite volume method ·
Positivity-preserving · Time-fractional convection-diffusion · Upwinding
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1 Introduction

This paper is concerned with fast numerical solvers with certain desired properties, e.g., non-
negativity of numerical solutions, for time-fractional 2-dimensional convection-diffusion
boundary initial value problems prototyped as
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⎧
⎨

⎩

∂α
t u + ∇ · (bu − A∇u) = f , in Ω × (0, T ],
u(x, y, t) = g1(x, y, t), on ∂Ω × (0, T ],
u(x, y, 0) = g2(x, y), in Ω,

(1.1)

where ∂α
t u, α ∈ (0, 1) is the Caputo derivative defined as

∂α
t u(t) := 1

Γ (1 − α)

∫ t

0

∂su(s)

(t − s)α
ds. (1.2)

Here, Ω ⊂ R
2 is a bounded connected open domain with a Lipschitz boundary ∂Ω , T > 0

the final time, b a known velocity, A > 0 a constant for diffusivity, u(x, y, t) the unknown
concentration for the substance being transported, f ≥ 0 a known source, and g1 ≥ 0, g2 ≥ 0
boundary and initial data.

Fractional order partial differential equations (PDEs) have been attracting significant research
efforts, since they provide models for many problems in science and engineering [6, 16, 40],
biology [17], medical and health science [24], and finance [11]. A new collection of such
problems up to 2018 was presented in [38]. In particular, the equation in (1.1) can be used to
model gas transport through heterogeneous reservoirs [8].

For discretization of the Caputo derivative, the L1 scheme based on linear approximation
of the integrand is a popular choice [22, 27, 33, 45], whereas the L2 schemes based on
quadratic approximation of the integrand [13, 30] can be used to match higher order spatial
approximations. The L2-1σ discretization provides a more delicate choice [1].

Due to the nonlocal nature of fractional order derivatives [9], their discretizations involve
solution values at all spatial nodes/elements and/or all previous time steps. This results in
high computational costs. Various types of techniques have been investigated for develop-
ment of fast numerical solvers. Numerical methods based on the concept of nested meshes
were proposed in [10, 12]. Based on the integral representations of the singular kernels,
kernel compression techniques were developed in [2–4]. Based on approximation of a neg-
ative power kernel by sum-of-exponentials (SOE) [5], a new set of fast solvers have been
developed recently [19, 37, 43, 51]. As demonstrated in [47], fast Poisson solvers for spa-
tial discretization can also be utilized for time-fractional subdiffusion problems. However,
the fast solvers developed for time-fractional subdiffusion problems may not be extended
directly to fast solvers for time-fractional convection-diffusion problems when the positivity
of numerical solutions is concerned.

Positivity or non-negativity of numerical solutions is an important aspect of PDEs. For general
PDEs, there have beenmanymature results. In [14, 41, 46], a monotone finite volume scheme
for diffusion equations on polygonal and general quadrilateral meshes was proposed. Some
work on the finite element method can be found in [28]. A cut off method for the numerical
computation of nonnegative solutions of parabolic PDEs is studied in [29]. However, only few
work addressed such an issue of fractional order PDEs, e.g., [21] for a class of piecewise linear
finite element approximations for subdiffusion equations; [49] for a maximum-principle
preserving scheme for the time-fractional Allen-Cahn equation. As of our best knowledge,
there is not yet a known fast solver for time-fractional convection-diffusion problems that
preserves positivity, although recent developments of numerical methods can be found in [7,
18, 26, 31, 32, 34, 35, 42, 48, 50]. Some work on the meshless methods can be found in [39,
52].

This paper intends to fill such gaps.We take a comprehensive approach to develop a numerical
solver for time-fractional convection-diffusion problems that has several desired properties,
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e.g., preserving positivity, robust in handling convectional dominance, attaining optimal
convergence rates, and being a fast solver.

(i) For discretization of the Caputo derivative, we still consider L1 discretization and
approximation by sums of exponentials, but we propose a three-part decomposition
(current, transition, and history terms) that will play a key role in positivity-preserving.
It will be shown that a fast solver based on the conventional 2-part decomposition fails
to preserve positivity. Our fast solver based on the 3-part decomposition combined with
the graded temporal meshes will attain optimal temporal convergence rates.

(ii) For spatial discretization, we use bilinear finite volumes for general quadrilaterals. It
has been recognized that quadrilateral meshes are equally flexible as triangular meshes
for accommodating complicated domain geometry [15].

(iii) As motivated by the work [25], a new upwinding technique for bilinear finite volumes
is developed, which allows the solver to handle well convectional dominance.

(iv) A positivity-correction technique is developed for both diffusive and convective fluxes.
This contributes to a slightly nonlinear approximation, which is implemented via Picard
iterations. It will be discussed later such nonlinearization will be worthwhile in main-
taining positivity. A combination of the correction technique and the new upwinding
technique ensures the optimal spatial convergence rate.

The rest of this paper is organized as follows. Section 2 reviews the L1 discretization and then
proposes a 3-term decomposition for a modified fast evaluation algorithm (MFL1). Section 3
describes a new upwinding technique for the finite volume discretization on general quadri-
lateral meshes. Section 4 presents a positivity-correction technique for both convective and
diffusive fluxes. Section 5 describes our new solver that combines MFL1 and flux-correction
and its implementation based on Picard iterations. Section 6 elaborates on the positivity-
preserving property and computational efficiency of this solver. Section 7 presents numerical
tests to demonstrate convergence rates, positivity-preserving property, and efficiency of the
solver. The paper is concluded with some remarks in Sect. 8.

2 AModified Fast L1 Evaluation Algorithm for Caputo Derivatives

This section briefly reviews the L1 discretization for Caputo derivatives and the conventional
fast evaluation algorithm based on a two-part decomposition and approximation of a negative
power kernel by sums of exponentials (SOE). Then we propose a modified fast L1 algorithm
(MFL1) that will play an important role in positivity-preserving.

2.1 L1 Discretization and SOE Approximation

TheL1 discretization is based on a piecewise linear approximation of function u(·) in the inte-
grand. Assume the time interval [0, T ] has a partition tn = T (n/NT )r for n = 0, 1, . . . , NT ,
where r ≥ 1. Let τn = tn − tn−1 and τn,k = tn − tk for n ≥ k ≥ 0 and n = 1, 2, . . . , NT .
For convenience, we denote u(tn) as u(n). The piecewise linear approximant is expressed as

(Πku)(t) = u(k−1) tk − t

τk
+ u(k) t − tk−1

τk
, ∀t ∈ [tk−1, tk], 1 ≤ k ≤ NT . (2.1)
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Its derivative is a piecewise constant

(Πku)′(t) = u(k) − u(k−1)

τk
, ∀t ∈ (tk−1, tk). (2.2)

This implies that, for any tn with 1 ≤ n ≤ NT ,

∂α
t u(tn) = 1

Γ (1 − α)

∫ tn

0

u′(s)
(tn − s)α

ds ≈ 1

Γ (1 − α)

n∑

k=1

∫ tk

tk−1

(Πku)′(s)
(tn − s)α

ds

= 1

Γ (1 − α)

n∑

k=1

u(k) − u(k−1)

τk

∫ tk

tk−1

ds

(tn − s)α
=: Dα

L1u
(n).

(2.3)

Direct calculations of the above integrals yield, for 1 ≤ n ≤ NT ,

Dα
L1u

(n) = 1

Γ (2 − α)

n∑

k=1

u(k) − u(k−1)

τk
(τ 1−α

n,k−1 − τ 1−α
n,k ). (2.4)

Now we rewrite the above discretization formula of the Caputo derivative as

Dα
L1u

(n) = dn,1

Γ (2 − α)
u(n) − dn,n

Γ (2 − α)
u(0) −

n−1∑

k=1

dn,k − dn,k+1

Γ (2 − α)
u(n−k), (2.5)

where

dn,k := τ 1−α
n,n−k − τ 1−α

n,n−k+1

τn−k+1
, 1 ≤ k ≤ n. (2.6)

It is easy to prove that

dn,k ≥ 0 for 1 ≤ k ≤ n; dn,k − dn,k+1 ≥ 0 for 1 ≤ k ≤ n − 1. (2.7)

Remark 1 Note that in the L1 discretization (2.5), the coefficients of the history layers u(k)

(k = 0, . . . , n − 1) are negative, whereas the coefficient of the current layer u(n) is positive.

Computational costs for numerically solving time-fractional PDEs would be very high if the
direct L1 discretization formula was used. Fast evaluation algorithms have been developed
thanks to approximation by a sum of exponentials (SOE) to the negative power kernel in the
definition of the Caputo derivative.

Lemma 1 (Approximation to a negative power by SOE). For any fractional exponent β ∈
(0, 1), an error tolerance ε ∈ (0, e−1], and a cut-off time δ ∈ (0, 1], there exist a positive
integer Nexp, positive constants λ j and positive weights θ j for j = 1, 2, . . . , Nexp, such that
the relative error

∣
∣
∣t−β −

Nexp∑

j=1

θ j e
−λ j t

∣
∣
∣

/
t−β ≤ ε, ∀t ∈ [δ, 1]. (2.8)

Discussion of selection of Nexp, λ j and θ j can be found in [5].
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2.2 AModified Fast L1 Evaluation Algorithm

Recall the L1 discretization involves

Dα
L1u

(n) = 1

Γ (1 − α)

n∑

k=1

∫ tk

tk−1

(Πku)′(s)
(tn − s)α

ds. (2.9)

For the conventional fast algorithm based on SOE approximation [19], a common practice is
to split the sum (2.9) into two parts. The current term for interval [tn−1, tn] is approximated
directly via L1, whereas the history term for interval [t0, tn−1], which is related to the “long-
tail”, is approximated by SOE. However, this conventional fast algorithm fails to preserve
non-negativity of numerical solutions. Here, we propose a new algorithm that splits the sum
(2.9) into three parts (for n ≥ 3) as follows.

– The current term

IC (tn) = 1

Γ (1 − α)

∫ tn

tn−1

(Πnu)′(s)
(tn − s)α

ds; (2.10)

– A transitional term

IT (tn) = 1

Γ (1 − α)

∫ tn−1

tn−2

(Πn−1u)′(s)
(tn − s)α

ds; (2.11)

– The history term

IH (tn) = 1

Γ (1 − α)

n−2∑

k=1

∫ tk

tk−1

(Πku)′(s)
(tn − s)α

ds. (2.12)

The current term IC (tn) on [tn−1, tn] can still be handled by direct L1 approximation

IC (tn) = 1

Γ (1 − α)

∫ tn

tn−1

(Πnu)′(s)
(tn − s)α

ds = dn,1

Γ (2 − α)
.
(
u(n) − u(n−1)

)
. (2.13)

For the transitional term, we apply the SOE approximation Lemma 1 partially,

IT (tn) = 1

Γ (1 − α)

∫ tn−1

tn−2

(Πn−1u)′(s) (tn − s)−α ds

= 1

Γ (1 − α)

∫ tn−1

tn−2

u(n−1)

τn−1
(tn − s)−α ds − T−α

Γ (1 − α)

∫ tn−1

tn−2

u(n−2)

τn−1

( tn − s

T

)−α

ds

≈ dn,2

Γ (2 − α)
u(n−1) − T−α

Γ (1 − α)

Nexp∑

j=1

θ j

∫ tn−1

tn−2

u(n−2)

τn−1
e−λ j (tn−s)/T ds

= dn,2

Γ (2 − α)
u(n−1) − T−α

Γ (1 − α)

Nexp∑

j=1

θ j
e−λ j (τn/T ) − e−λ j (τn,n−2/T )

λ jτn−1/T
u(n−2).

(2.14)
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The history term IH (tn) on [0, tn−2] causing the “long-tail” needs to be reformulated. Apply-
ing Lemma 1, we obtain

IH (tn) = T−α

Γ (1 − α)

n−2∑

k=1

∫ tk

tk−1

(Πku)′(s)
( tn − s

T

)−α

ds

≈ T−α

Γ (1 − α)

n−2∑

k=1

∫ tk

tk−1

(Πku)′(s)
Nexp∑

j=1

θ j e
−λ j (tn−s)/T ds

= T−α

Γ (1 − α)

Nexp∑

j=1

θ j

n−2∑

k=1

∫ tk

tk−1

(Πku)′(s) e−λ j (tn−s)/T ds.

(2.15)

For convenience, we denote, for 2 ≤ n ≤ NT and 1 ≤ j ≤ Nexp ,

w
(n)
j =

n−2∑

k=1

∫ tk

tk−1

(Πku)′(s) e−λ j (tn−s)/T ds. (2.16)

Specifically, w(2)
j = 0. We split the above sum and perform direct calculations to obtain

w
(n)
j =

n−3∑

k=1

∫ tk

tk−1

(Πku)′(s) e−λ j (tn−s)/T ds +
∫ tn−2

tn−3

(Πn−2u)′(s) e−λ j (tn−s)/T ds

= e−λ j (τn/T )
n−3∑

k=1

∫ tk

tk−1

(Πku)′(s) e−λ j (tn−1−s)/T ds +
∫ tn−2

tn−3

u(n−2) − u(n−3)

τn−2
e−λ j (tn−s)/T ds,

(2.17)

which yields, for 3 ≤ n ≤ NT and 1 ≤ j ≤ Nexp ,

w
(n)
j = e−λ j (τn/T )w

(n−1)
j + e−λ j (τn,n−2/T ) − e−λ j (τn,n−3/T )

λ jτn−2/T

(
u(n−2) − u(n−3)). (2.18)

Shownbelow is ourmodified fast L1 evaluation algorithm (MFL1) for theCaputo derivative.

– For n = 1, 2, this algorithm is the direct L1 evaluation formula

Dα
F u(n) = Dα

L1 u
(n) = dn,1

Γ (2 − α)
u(n) − dn,n

Γ (2 − α)
u(0) −

n−1∑

k=1

dn,k − dn,k+1

Γ (2 − α)
u(n−k).

(2.19)

– For n = 3, 4, · · · , NT , we have

Dα
F u(n) = dn,1

Γ (2 − α)
u(n) − dn,1 − dn,2

Γ (2 − α)
u(n−1)

− T−α

Γ (1 − α)

Nexp∑

j=1

θ j
e−λ j (τn/T ) − e−λ j (τn,n−2/T )

λ j τn−1/T
u(n−2) + T−α

Γ (1 − α)

Nexp∑

j=1

θ jw
(n)
j ,

(2.20)

where the auxiliary quantity w
(n)
j satisfies a recurrence formula stated above but refor-

mulated as follows
⎧
⎪⎨

⎪⎩

w
(n)
j = e−λ j (τn/T )w

(n−1)
j + e−λ j (τn,n−2/T ) − e−λ j (τn,n−3/T )

λ j τn−2/T

(
u(n−2) − u(n−3)),

w
(2)
j = 0, ∀1 ≤ j ≤ Nexp.

(2.21)
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Next we show that the MFL1 algorithm maintains certain properties of the L1 discretization.

Theorem 1 For the MFL1 algorithm, Dα
F u(n) has the following properties.

(i) The coefficient of the current layer u(n) is positive;
(ii) The coefficients of the history layers u(k)(k = 0, . . . , n − 1) are negative.

Proof It is clear from (2.19) and (2.20) that the coefficient of the current layer u(n) is positive.
Yes, the MFL1 algorithm satisfies Property (i).

For n = 1, 2, we know that Dα
F u(n) = Dα

L1 u
(n) from (2.19). Property (ii) holds for

Dα
F u(n), n = 1, 2. To ease presentation, for n ≥ 3, we denote

v
(n)
j = −e−λ j (τn/T ) − e−λ j (τn,n−2/T )

λ jτn−1/T
u(n−2) + w

(n)
j . (2.22)

Then (2.20) can be written as

Dα
F u(n) = dn,1

Γ (2 − α)
u(n) − dn,1 − dn,2

Γ (2 − α)
u(n−1) + T−α

Γ (1 − α)

Nexp∑

j=1

θ jv
(n)
j . (2.23)

According to (2.7), the coefficient of u(n−1) is negative.

Next, we prove that the coefficients of time layers in v
(n)
j (n ≥ 3) are negative by math

induction. When n = 3, from (2.20) and (2.21), we obtain

v
(3)
j = −e−λ j (τ3/T ) − e−λ j (τ3,1/T )

λ jτ2/T
u(1) + e−λ j (τ3,1/T ) − e−λ j (τ3,0/T )

λ jτ1/T

(
u(1) − u(0)).

(2.24)

It is easy to see that the coefficient for u(0) is negative. As for the coefficient of u(1), we fix
1 ≤ j ≤ Nexp and then apply the Mean Value Theorem to obtain

e−λ j (τ3,1/T ) − e−λ j (τ3,0/T )

λ jτ1/T
− e−λ j (τ3/T ) − e−λ j (τ3,1/T )

λ jτ2/T
< 0. (2.25)

Thus the coefficients of time layers in v
(3)
j are indeed negative.

By induction hypothesis, the coefficients of time layers in v
(n)
j (n = 3, 4, . . . , l − 1) are

negative. According to (2.18) and (2.22), we have

v
(l)
j = eλ j (τl/T )v

(l−1)
j +

(
e−λ j (τl,l−2/T ) − e−λ j (τl,l−3/T )

λ j τl−2/T
− e−λ j (τl/T ) − e−λ j (τl,l−2/T )

λ jτl−1/T

)

u(l−2).

(2.26)

Similarly, the Mean Value Theorem implies that

e−λ j (τl,l−2/T ) − e−λ j (τl,l−3/T )

λ jτl−2/T
− e−λ j (τl/T ) − e−λ j (τl,l−2/T )

λ jτl−1/T
< 0. (2.27)

So the claim about the time layer coefficients for v
(l)
j holds. Property (ii) holds by mathemat-

ical induction. 
�
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Fig. 1 A bilinear mapping FK

Remark 2 The conventional fast L1 algorithm (CFL1) basedon a two-part decomposition [19]
does not satisfy Property (ii). The correction technique in (4.30) and (4.31) (to be elaborated
on later) will not work under CFL1. The modified fast L1 algorithm (MFL1) based on the
above three-part decomposition will play a key role in preserving positivity of numerical
solutions.

3 Upwinding for Bilinear Finite Volume Discretization

Let Th = {K } be a quadrilateral mesh on Ω , where K represents a typical quadrilateral and
h denotes the mesh size. Let Ph be the set of all vertices and NP be the number of vertices.
Let K̂ = [0, 1]2 be the reference element with coordinates (ξ, η). We consider a typical
quadrilateral K with vertices Pi = (xi , yi )(i = 1, 2, 3, 4) ordered in the counterclockwise
orientation. There exists a unique invertible bilinear mapping FK from K̂ to K (see Fig. 1):

{
x = x1 + a1ξ + a2η + a3ξη,

y = y1 + b1ξ + b2η + b3ξη,
(3.1)

where
{
a1 = x2 − x1, a2 = x4 − x1, a3 = x3 − x4 − x2 + x1,
b1 = y2 − y1, b2 = y4 − y1, b3 = y3 − y4 − y2 + y1.

(3.2)

The Jacobian matrix of the mapping FK is

JK (ξ, η) =
[

∂x
∂ξ

∂x
∂η

∂ y
∂ξ

∂ y
∂η

]

=
[
a1 + a3η a2 + a3ξ
b1 + b3η b2 + b3ξ

]

. (3.3)

Denote the Jacobian determinant as JK (ξ, η). By direct calculations, we get

∇ξ =
[

∂ξ

∂x
,

∂ξ

∂ y

]�
= ((1 − ξ)q14 + ξq23) /JK (ξ, η),

∇η =
[

∂η

∂x
,

∂η

∂ y

]�
= ((1 − η)q21 + ηq34) /JK (ξ, η),

(3.4)

where qi j is obtained by rotating the vector
−−→
Pi Pj by π/2 clockwise (see Fig. 2). We denote

q1(ξ) = (1 − ξ)q14 + ξq23, q2(η) = (1 − η)q21 + ηq34. (3.5)
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Fig. 2 The normal vectors on the
edges of a quadrilateral

Fig. 3 The dual elements
surrounding the primal vertices
P1, P2, P3, P4

Then

∇ξ = q1(ξ)

JK (ξ, η)
, ∇η = q2(η)

JK (ξ, η)
. (3.6)

Let Uh(K̂ ) be the standard bilinear polynomial space on K̂ . Define the trial space as

Uh = {uh ∈ C(Ω) : uh |K = ûh ◦ F−1
K , ûh ∈ Uh(K̂ ), ∀K ∈ Th} = Span{φP : P ∈ Ph},

(3.7)

where φP represents a typical nodal basis function. For any shape function uh ∈ Uh , the
reference shape function ûh corresponding to uh |K can be expressed as

ûh = uP1 (1 − ξ)(1 − η) + uP2 ξ(1 − η) + uP3 ξη + uP4 (1 − ξ)η. (3.8)

By combining Formulas (3.6) and (3.8), we obtain the gradient of uh |K as follows.

∇(uh |K ) = ∂ ûh
∂ξ

∇ξ + ∂ ûh
∂η

∇η

= (uP2 − uP1)(1 − η)
q1(ξ)

JK (ξ, η)
+ (uP3 − uP4)η

q1(ξ)

JK (ξ, η)

+ (uP4 − uP1)(1 − ξ)
q2(η)

JK (ξ, η)
+ (uP3 − uP2)ξ

q2(η)

JK (ξ, η)
.

(3.9)

Let T ∗
h be the dual mesh corresponding to the primary mesh Th . A dual element is a polygon

centred at a given node and enclosed by zig-zag line segments that connect the midpoints of
the adjacent edges and the centers of the surrounding primal volumes (see Fig. 3). We define
the test function space as the space of piecewise constants on the dual mesh

Vh = {vh ∈ L2(Ω) : vh |K ∗
P

= constant, ∀K ∗
P ∈ T ∗

h } = Span{ψP : P ∈ Ph}, (3.10)
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where ψP is the characteristic function for K ∗
P .

The finite volume bilinear form for diffusion is defined as

Ah(uh, vh) = −
∑

K ∗
P∈T ∗

h

∫

∂K ∗
P

A∇uh · n vh ds, ∀uh ∈ Uh, ∀vh ∈ Vh, (3.11)

where n is the outward unit normal vector on ∂K ∗
P .

Now we introduce the pointwise average gradient on a shared edge. Let K1
∣
∣K2 be the

common edge of two adjacent elements K1 and K2 in Th . Define the average gradient of v

at (x, y) ∈ K1
∣
∣K2 as

∇v(x, y) = 1

2

(
(∇v|K1)(x, y) + (∇v|K2)(x, y)

)
. (3.12)

Consider e1 as a line segment shared by two adjacent dual elements K ∗
P1

and K ∗
P2

(see Fig. 3).

The reference coordinates corresponding to e1 are 1
2 and η with η ∈ (0, 1

2 ). The upstream
point (x̂(η), ŷ(η)) is defined as

(x̂(η), ŷ(η)) =
{
FK (0, η), if

∫

e1
b · n1 ≥ 0,

FK (1, η), if
∫

e1
b · n1 ≤ 0,

η ∈
(
0,

1

2

)
, (3.13)

where n1 is the outward unit normal vector for K ∗
P1

with respect to edge M1O . Then we
obtain the upwind approximation of u at any point (x0, y0) ∈ e1 as

u(x0, y0) ≈ uup(η0) := u(x̂(η0), ŷ(η0)) + v · ∇u(x̂(η0), ŷ(η0)), (3.14)

where ( 12 , η0) are the reference coordinates corresponding to (x0, y0), and v = [x0 −
x̂(η0), y0 − ŷ(η0)]�. Especially, if (x̂, ŷ) ∈ ∂Ω , then we take ∇u(x̂, ŷ) = ∇u(x̂, ŷ).

Accordingly, the bilinear form for convection reads as

Bh(uh, vh) =
∑

K ∗
P∈T ∗

h

∫

∂K ∗
P

(b · n)uuph vhds, ∀uh ∈ Uh, ∀vh ∈ Vh . (3.15)

Thus, our semi-discrete upwinding finite volume scheme for the time-fractional 2-dim
convection-diffusion Eq. (1.1) is formulated as

(
∂α
t uh, vh

)+ Ah(uh, vh) + Bh(uh, vh) = ( f , vh) , ∀vh ∈ Vh, (3.16)

where

(
∂α
t uh, vh

) =
∑

K ∗
P∈T ∗

h

∫∫

K ∗
P

(∂α
t uh)vh dxdy, ∀vh ∈ Vh, (3.17)

( f , vh) =
∑

K ∗
P∈T ∗

h

∫∫

K ∗
P

f vh dxdy, ∀vh ∈ Vh . (3.18)

4 Flux Correction for Bilinear Finite Volume Discretization

The semi-discrete bilinear finite volume scheme (3.16) can be rewritten as
(
∂α
t uh, ψP

)+ Ah(uh, ψP ) + Bh(uh, ψP ) = ( f , ψP ) , ∀P ∈ Ph . (4.1)
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The discrete bilinear forms Ah(uh, ψP ) and Bh(uh, ψP ) involve line integrals along the
boundary segments of a typical dual element K ∗

P . In this section, our flux correction technique
is established for these integral terms. For ease of presentation, assume e1 is a common
boundary segment of two adjacent dual elements K ∗

P1
and K ∗

P2
.

4.1 Splitting of the Diffusive Flux

Plugging the test functions ψP1 , ψP2 into (3.11), respectively, we end up with the following
integrals on the line segment e1:

FP1,e1 = −
∫

e1
A∇uh · n1ds, FP2,e1 = −

∫

e1
A∇uh · (−n1)ds. (4.2)

Obviously, FP1,e1 + FP2,e1 = 0.

For a quadrilateral element K , the normal vector n1 can be written as

n1 = q1( 12 )

|q1( 12 )|
. (4.3)

Applying Formula (3.9), we obtain the gradient of uh |e1 as shown below.

∇(uh |e1) = (uP2 − uP1)(1 − η)
q1( 12 )

JK ( 12 , η)
+ (uP3 − uP4)η

q1( 12 )

JK ( 12 , η)

+ (uP4 − uP1)
(
1 − 1

2

) q2(η)

JK ( 12 , η)
+ (uP3 − uP2)

1

2

q2(η)

JK ( 12 , η)
,

(4.4)

where η ∈ [0, 1
2 ]. Then we have

FP1,e1 = −
∫ 1

2

0
A∇(uh |e1)(η) · q1

(1

2

)
dη

=
∫ 1

2

0
A(1 − η)

|q1( 12 )|2
JK ( 12 , η)

dη
(
uP1 − uP2

)+
∫ 1

2

0
Aη

|q1( 12 )|2
JK ( 12 , η)

dη
(
uP4 − uP3

)

+
∫ 1

2

0

A

2

q2(η) · q1( 12 )
JK ( 12 , η)

dη
(
uP1 − uP4

)+
∫ 1

2

0

A

2

q2(η) · q1( 12 )
JK ( 12 , η)

dη
(
uP2 − uP3

)
.

(4.5)

Examining the 1st term of the right-hand side of (4.5), we note that the numerical flux FP1,e1
demonstrates a two-point flux structure γ (uP1 − uP2) with γ ≥ 0. Therefore, we split the
numerical flux FP1,e1 into two parts: the major part with a two-point flux structure and a
remainder. Specifically,

FP1,e1 = γe1
(uP1 − uP2) + Rd

P1,e1 , (4.6)

where

γe1
=
∫ 1

2

0
A(1 − η)

|q1( 12 )|2
JK ( 12 , η)

dη, (4.7)
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and

Rd
P1,e1 =

∫ 1
2

0
Aη

|q1( 12 )|2
JK ( 12 , η)

dη
(
uP4 − uP3

)+
∫ 1

2

0

A

2

q2(η) · q1( 12 )
JK ( 12 , η)

dη
(
uP1 − uP4

)

+
∫ 1

2

0

A

2

q2(η) · q1( 12 )
JK ( 12 , η)

dη
(
uP2 − uP3

)
.

(4.8)

Direct calculations yield

FP2,e1 = γe1
(uP2 − uP1) + Rd

P2,e1 , Rd
P2,e1 = −Rd

P1,e1 . (4.9)

4.2 Splitting of the Convective Flux

Now we consider the convection terms expressed as integrals on the line segment e1:

GP1,e1 =
∫

e1
(b · n1)uuph ds, GP2,e1 = −

∫

e1
(b · n1)uuph ds. (4.10)

Assume that
∫

e1
(b · n1)ds ≥ 0. According to (3.13), we have

(x̂(η), ŷ(η)) = FK (0, η), η ∈
(
0,

1

2

)
. (4.11)

Combining (3.14), (4.3) and (4.11), we obtain

GP1,e1 =
∫ 1

2

0

(

b̂
(1

2
, η
)

· q1
(1

2

))(

uh(x̂(η), ŷ(η)) + v̂(η) · ∇uh(x̂(η), ŷ(η))

)

dη

=
∫ 1

2

0

(

b̂
(1

2
, η
)

· q1
(1

2

))(

(1 − η)uP1 + ηuP4 + v̂(η) · ∇uh(x̂(η), ŷ(η))

)

dη

=
∫ 1

2

0

(

b̂
(1

2
, η
)

· q1
(1

2

))

dη uP1 − 0 × uP2

+
∫ 1

2

0

(

b̂
(1

2
, η
)

· q1
(1

2

))(

η
(
uP4 − uP1

)+ v̂(η) · ∇uh(x̂(η), ŷ(η))

)

dη,

(4.12)

where b̂(ξ, η) = b ◦ FK (ξ, η) and v̂(η) = FK ( 12 , η) − FK (0, η).

We conduct a splitting similar to that in handling the diffusion term. We choose the terms
containing uP1 and uP2 as the major part that demonstrates a quasi two-point flux structure,
since uP1 ,uP2 are respectively the upstream and downstream nodes. Accordingly, the integral
can be decomposed as

GP1,e1 = κe1
uP1 − 0 × uP2 + Rc

P1,e1 , (4.13)

where

κe1
=
∫ 1

2

0

(

b̂
(1

2
, η
)

· q1
(1

2

))

dη ≥ 0, (4.14)

and

Rc
P1,e1 =

∫ 1
2

0

(

b̂
(1

2
, η
)

· q1
(1

2

))(

η(uP4 − uP1) + v̂(η) · ∇uh(x̂(η), ŷ(η))

)

dη. (4.15)
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Similarly, we obtain a splitting as shown below.

GP2,e1 = 0 × uP2 − κe1
uP1 + Rc

P2,e1 , Rc
P2,e1 = −Rc

P1,e1 . (4.16)

4.3 Positivity-Correction for Diffusive and Convective Fluxes

Nowwe explain the technique for positivity correction. First, we introduce two integral terms

IP1,e1 = FP1,e1 + GP1,e1 =
(
γe1

+ κe1

)
uP1 − γe1

uP2 + Rd
P1,e1 + Rc

P1,e1 , (4.17)

IP2,e1 = FP2,e1 + GP2,e1 = γe1
uP2 −

(
γe1

+ κe1

)
uP1 + Rd

P2,e1 + Rc
P2,e1 . (4.18)

Setting

Re1 = Rd
P1,e1 + Rc

P1,e1 = −Rd
P2,e1 − Rc

P2,e1 , (4.19)

we obtain

IP1,e1 =
(
γe1

+ κe1

)
uP1 − γe1

uP2 + Re1 , (4.20)

IP2,e1 = γe1
uP2 −

(
γe1

+ κe1

)
uP1 − Re1 . (4.21)

Next, we denote the positive and negative parts of Re1 as

R+
e1 = |Re1 | + Re1

2
, R−

e1 = |Re1 | − Re1

2
. (4.22)

The integrals can be rewritten as

IP1,e1 =
(
γe1

+ κe1

)
uP1 − γe1

uP2 + R+
e1 − R−

e1 , (4.23)

IP2,e1 = γe1
uP2 −

(
γe1

+ κe1

)
uP1 − R+

e1 + R−
e1 . (4.24)

Let B be an empirical large positive constant. Then we have

IP1,e1 =
(

γe1
+ κe1

+ BR+
e1

BuP1 + h2

)

uP1

−
(

γe1
+ BR−

e1

BuP2 + h2

)

uP2 + h2R+
e1

BuP1 + h2
− h2R−

e1

BuP2 + h2
, (4.25)

IP2,e1 =
(

γe1
+ BR−

e1

BuP2 + h2

)

uP2

−
(

γe1
+ κe1

+ BR+
e1

BuP1 + h2

)

uP1 − h2R+
e1

BuP1 + h2
+ h2R−

e1

BuP2 + h2
. (4.26)

Dropping the last two terms in (4.25) and (4.26), respectively, we obtain nonlinear approx-
imations to IP1,e1 and IP2,e1 as follows.

ĨP1,e1 =
(

γe1
+ κe1

+ BR+
e1

BuP1 + h2

)

uP1 −
(

γe1
+ BR−

e1

BuP2 + h2

)

uP2 , (4.27)
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ĨP2,e1 =
(

γe1
+ BR−

e1

BuP2 + h2

)

uP2 −
(

γe1
+ κe1

+ BR+
e1

BuP1 + h2

)

uP1 . (4.28)

Note that ĨP1,e1 + ĨP2,e1 = 0, which means the corrected finite volumemethod satisfies local
mass conservation. Note also that when the node is on the domain boundary, the corrected
integral terms appear as

⎧
⎪⎪⎨

⎪⎪⎩

ĨP1,e1 =
(

γe1
+ κe1

+ BR+
e1

BuP1+h2

)

uP1 − γe1
uP2 − R−

e1 , if P2 ∈ ∂Ω,

ĨP2,e1 =
(

γe1
+ BR−

e1
BuP2+h2

)

uP2 −
(
γe1

+ κe1

)
uP1 − R+

e1 , if P1 ∈ ∂Ω.

(4.29)

Finally, the fully discrete finite volume scheme with flux positivity-correction read as

Ãh(uh, ψP1) + B̃h(uh, ψP1) =
∑

e⊂∂K ∗
P1

ĨP1,e, (4.30)

Ãh(uh, ψP2) + B̃h(uh, ψP2) =
∑

e⊂∂K ∗
P2

ĨP2,e. (4.31)

5 A Positivity-Preserving Fast Solver for Time-fractional
Convection-Diffusion Problems

Combining the techniques and results in Sections 2–4, we establish a novel numerical scheme
(MFL1-Correction) for the time-fractional convection-diffusion equation in (1.1) that seeks
u(n)
h ∈ Uh such that

(
Dα

Fu
(n)
h , ψP

)
+ Ãh(u

(n)
h , ψP ) + B̃h(u

(n)
h , ψP ) = ( f , ψP ) , ∀P ∈ Ph . (5.1)

5.1 A Nonlinear Discrete System for the Solver

We examine the algebraic aspects of the nonlinear system resulted from (5.1).

Firstly, consider the stiffness matrix for the diffusion and convection terms combined. Let
K ∗

Pi
and K ∗

Pj
be two adjacent dual elements sharing a common boundary e. Similar to (4.27)

and (4.28), the integral terms ĨPi ,e and ĨPj ,e are represented in a nonlinear algebraic form

[
ĨPi ,e

ĨPj ,e

]

= Ke(uh)
[
uPi
uPj

]

− ge (uh), (5.2)

where uh = [uP1 , uP2 , . . . , uPNP
]� with NP being the number of nodes in the mesh,

Ke(uh) =
⎡

⎢
⎣

βe + BR+
e

BuPi +h2
− ρe − BR−

e
BuPj +h2

−βe − BR+
e

BuPi +h2
ρe + BR−

e
BuPj +h2

⎤

⎥
⎦ , ge (uh) =

[
0
0

]

, (5.3)

and βe and ρe are positive constants. If one of the nodes Pi and Pj is on the boundary ∂Ω , the
scheme changes slightly. Assume that Pi is an interior node but Pj ∈ ∂Ω . Then ĨPj ,e = 0.
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By (4.29), we have

Ke(uh) =
[

βe + BR+
e

BuPi +h2
0

0 0

]

, ge (uh) =
[

ρe uPj + R−
e

0

]

. (5.4)

Denote byTe an NP×2matrixwhose entries are 1 at positions (i, 1) and ( j, 2). The assembly
from element stiffness matrices into the global stiffness matrix is expressed as

K(uh) =
∑

e

TeKe(uh)T�
e , g(uh) =

∑

e

Tege (uh). (5.5)

For the time-fractional derivative, we apply the lump-of-mass technique to obtain
(
Dα

Fu
(n)
h , ψP

)
= |K ∗

P |Dα
Fu

(n)
P , (5.6)

where |K ∗
P | is the area of K ∗

P . This implies that the mass matrix M is a diagonal matrix
whose entries are just the areas of the dual elements.

Accordingly, the MFL1-correction time-marching solver is formulated as

– For n = 1, 2, the temporal discretization is handled by the direct L1 algorithm as
(

dn,1

Γ (2 − α)
M + K(u(n)

h )

)

u(n)
h = f (n) + g(u(n)

h )

+ M

(
dn,n

Γ (2 − α)
u(0)
h +

n−1∑

k=1

dn,k − dn,k+1

Γ (2 − α)
u(n−k)
h

)

.

(5.7)

– For n = 3, 4, · · · , NT ,
(

dn,1

Γ (2 − α)
M + K(u(n)

h )

)

u(n)
h = f (n) + g(u(n)

h ) + dn,1 − dn,2

Γ (2 − α)
Mu(n−1)

h

+ M

⎛

⎝
T−α

Γ (1 − α)

Nexp∑

j=1

θ j
e−λ j (τn/T ) − e−λ j (τn,n−2/T )

λ jτn−1/T
u(n−2)
h − T−α

Γ (1 − α)

Nexp∑

j=1

θ jw
(n)
j

⎞

⎠ ,

(5.8)

where the auxiliary quantity w(n)
j satisfies a recurrence formula

⎧
⎪⎨

⎪⎩

w
(n)
j = e−λ j (τn/T )w

(n−1)
j + e−λ j (τn,n−2/T ) − e−λ j (τn,n−3/T )

λ jτn−2/T

(
u(n−2)
h − u(n−3)

h

)
,

w
(2)
j = 0, ∀1 ≤ j ≤ Nexp.

(5.9)

For both cases, f (n) is the contribution from the source term.

123



   59 Page 16 of 26 Journal of Scientific Computing            (2024) 98:59 

5.2 Implementation Based on Picard Iterations

Algorithm 1 Picard iterations for the MFL1-Correction solver
1: Choose a small positive value ε, a large parameter B, NT as # of time-marching steps
2: Determine a error tolerance of SOE approximation ε, parameters Nexp, λ j , θ j

3: Let u(0)
h = (g2(P1), g2(P2), . . . , g2(PNP )

)� ≥ 0
4: for n = 1, 2 do
5: [u(n)

h ]0 = u(n−1)
h ;

6: for p = 0, 1, · · · do
7: S([u(n)

h ]p) [u(n)
h ]p+1 = f(n) + g([u(n)

h ]p) + w1(u
(0)
h , . . . , u(n−1)

h );
8: Solve the linear system

9: if ‖[u(n)
h ]p+1 − [u(n)

h ]p‖max < ε then

10: u(n)
h = [u(n)

h ]p+1;
11: Stop.
12: end if
13: end for
14: end for
15: for n = 3, 4, · · · , NT do
16: [u(n)

h ]0 = u(n−1)
h ;

17: Compute w(n)
j , 1 ≤ j ≤ Nexp by the recurrence formula (5.9)

18: for p = 0, 1, · · · do
19: S([u(n)

h ]p) [u(n)
h ]p+1 = f(n) + g([u(n)

h ]p) + w2(w
(n)
1 , . . . ,w

(n)
Nexp

, u(n−2)
h , u(n−1)

h );

20: Solve the linear system

21: if ‖[u(n)
h ]p+1 − [u(n)

h ]p‖max < ε then

22: u(n)
h = [u(n)

h ]p+1;
23: Stop.
24: end if
25: end for
26: end for

Picard iterations can be used to solve the nonlinear systems (5.7) and (5.8), that is, for an
integer p ≥ 0,

(
dn,1

Γ (2 − α)
M + K([u(n)

h ]p)
)

[u(n)
h ]p+1 = f (n) + g([u(n)

h ]p)

+ M

(
dn,n

Γ (2 − α)
u(0)
h +

n−1∑

k=1

dn,k − dn,k+1

Γ (2 − α)
u(n−k)
h

)

,

(5.10)

and similarly,
(

dn,1

Γ (2 − α)
M + K([u(n)

h ]p)
)

[u(n)
h ]p+1 = f (n) + g([u(n)

h ]p) + dn,1 − dn,2

Γ (2 − α)
Mu(n−1)

h

+ M

⎛

⎝
T−α

Γ (1 − α)

Nexp∑

j=1

θ j
e−λ j (τn/T ) − e−λ j (τn,n−2/T )

λ jτn−1/T
u(n−2)
h − T−α

Γ (1 − α)

Nexp∑

j=1

θ jw
(n)
j

⎞

⎠ ,

(5.11)

where [u(n)
h ]p is the approximate solution at the p-th iteration. We set

S(u(n)
h ) = dn,1

Γ (2 − α)
M + K(u(n)

h ), (5.12)
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along with

w1(u
(0)
h , . . . , u(n−1)

h ) = M

(
dn,n

Γ (2 − α)
u(0)
h +

n−1∑

k=1

dn,k − dn,k+1

Γ (2 − α)
u(n−k)
h

)

, (5.13)

and

w2(w
(n)
1 , . . . ,w

(n)
Nexp

, u(n−2)
h , u(n−1)

h ) = dn,1 − dn,2

Γ (2 − α)
Mu(n−1)

h

+ M

⎛

⎝
T−α

Γ (1 − α)

Nexp∑

j=1

θ j
e−λ j (τn/T ) − e−λ j (τn,n−2/T )

λ jτn−1/T
u(n−2)
h − T−α

Γ (1 − α)

Nexp∑

j=1

θ jw
(n)
j

⎞

⎠ .

(5.14)

Note that (5.10) and (5.11) can be simplified as

S([u(n)
h ]p) [u(n)

h ]p+1 = f (n) + g([u(n)
h ]p) + w1(u

(0)
h , . . . , u(n−1)

h ) (5.15)

and

S([u(n)
h ]p) [u(n)

h ]p+1 = f (n) + g([u(n)
h ]p) + w2(w

(n)
1 , . . . ,w

(n)
Nexp

, u(n−2)
h , u(n−1)

h ),

(5.16)

respectively.

6 Advantages of theMFL1-Correction Solver

This section elaborates on the positivity-preserving property and computational efficiency of
our new solver that combines the modified fast L1 evaluation algorithm and flux correction.

6.1 Positivity-Preserving Property of theMFL1-Correction Solver

For the upwinding bilinear finite volume scheme on a general quadrilateral mesh, some off-
diagonal entries of the coefficient matrix may be positive. The scheme does not guarantee
positivity of the numerical solution to problem (1.1). However, our flux correction technique
converts the coefficient matrix to an M-matrix. As is well known, the inverse of an M-matrix
has the non-negativity property, which guarantees non-negativity of the numerical solution
produced by Algorithm 1.

Theorem 2 The solution by Algorithm 1 (MFL1-Correction solver) is nonnegative.

Proof We apply mathematical induction on the time-marching step n. The claim is true for
n = 0, since

u(0)
h = (g2(P1), g2(P2), . . . , g2(PNP )

)� ≥ 0. (6.1)

Fix n ∈ {1, 2}. Assume that u(k)
h is nonnegative for k = 0, . . . , n − 1. By (2.7), we have

w1(u
(0)
h , . . . , u(n−1)

h ) ≥ 0. (6.2)
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According to Algorithm 1, the iterative approximation [u(n)
h ]0 = u(n−1)

h is nonnegative. Note
that

S([u(n)
h ]p) [u(n)

h ]p+1 = f (n) + g([u(n)
h ]p) + w1(u

(0)
h , . . . , u(n−1)

h ). (6.3)

From (5.3),(5.4), we know g([u(n)
h ]p) ≥ 0. Note matrix S([u(n)

h ]p) satisfies the following
conditions

(i) All diagonal entries are positive;
(ii) All off-diagonal entries are non-positive;
(iii) The column sum is positive.

This implies that S� is anM-matrix and hence S−1 = ((S�)−1)� is a nonnegativematrix. For
the model problem (1.1) with f ≥ 0, it is clear that f (n) ≥ 0. By the induction hypothesis,

[u(n)
h ]p+1 =

(
S([u(n)

h ]p)
)−1 (

f (n) + g([u(n)
h ]p) + w1(u

(0)
h , . . . , u(n−1)

h )
)

≥ 0, for n ≤ 2.

(6.4)

Thus u(n)
h ≥ 0 for n ∈ {0, 1, 2}.

Similarly, fix n ∈ {3, 4, . . . , NT }. Assume that u(k)
h is nonnegative for k = 0, . . . , n − 1.

According to Theorem 1, we have

T−α

Γ (1 − α)

Nexp∑

j=1

θ j
e−λ j (τn/T ) − e−λ j (τn,n−2/T )

λ jτn−1/T
u(n−2)
h − T−α

Γ (1 − α)

Nexp∑

j=1

θ jw
(n)
j ≥ 0. (6.5)

Then

w2(w
(n)
1 , . . . ,w

(n)
Nexp

, u(n−2)
h , u(n−1)

h ) ≥ 0. (6.6)

It is straightforward to prove that

[u(n)
h ]p+1 =

(
S([u(n)

h ]p)
)−1 (

f (n) + g([u(n)
h ]p) + w2(w

(n)
1 , . . . ,w

(n)
Nexp

, u(n−2)
h , u(n−1)

h )
)

≥ 0,

(6.7)

where n ∈ {3, 4, . . . , NT }. By mathematical induction, this implies that the numerical solu-
tion produced by Algorithm 1 is indeed nonnegative. 
�

6.2 Reduction in Bandwidth and Computational Complexity

Anoticeable benefit offlux-correction is the reductionof stencil size and thenbandwidthof the
coefficient matrix of the discrete algebraic system, and accordingly savings in computational
costs for each Picard iteration.

Recall discretization of convection utilize information from the upstream elements/nodes.
For instance, in the case b ≥ 0, the stencil size of the original scheme on the dual element
K ∗

P (shown in Fig. 4a) is 15. It is clear from a comparison of (4.5), (4.12), and (4.27) that
our flux correction technique can reduce the stencil size to 5, as shown in Fig. 4b.

Assume a primal mesh has NP nodes. The MFL1-Correction solver requires O(NP ) opera-
tions for w

(n)
j for each fixed n (one step in time-marching) and each fixed j (one term in the
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Fig. 4 Reduction in stencil size and hence bandwidth of the coefficient matrix thanks to positivity correction.
a Before correction: 15 nodes with nonzero coefficients; b After correction: Only 5 nodes with nonzero
coefficients

SOE approximation) in the recurrence formula. Since Nexp ≤ O((log NT )2) (see [5]), this
solver requires only

O(NP NT (log NT )2), O(NP (log NT )2) (6.8)

for operations and storage, respectively.

On the other hand, the L1 discretization does satisfy the two properties in Theorem 1, it can
also be combined with our flux correction technique. Such a combination is more expensive,
since its requirements for operations and storage are respectively

O(NPN
2
T ), O(NP NT ).

7 Numerical Experiments

This section presents numerical examples to demonstrate accuracy, efficiency, and positivity-
preserving property of our fast solver. General quadrilateral meshes are used. They are
generated from random perturbations of uniform rectangular meshes. For an interior node
(x, y) in a uniform rectangular mesh with size h, the corresponding node of the quadrilateral
mesh is

(x, y) = (x, y) +
(

−h

4
+ h

2
∗ rand(1, 2)

)

, (7.1)

where rand(1, 2) generates a matrix of size 1 × 2 with entries being random numbers in
(0, 1). The distortion range of node coordinates is (−h/4, h/4). Such meshes (see Fig. 5)
are used in Example 1 & 3. For all numerical tests, NE denotes the number of elements and
NT denotes the number of time steps.

Example 1 (Convergence rates). We consider a time-fractional convection-diffusion prob-
lem with Ω = (0, 1)2, T = 1, α = 0.6, b(x, y) = [2, 1]�, A = 10−8, and a known exact
solution

u(x, y, t) = (1 − e2x+y− 3
A + ex+y) (t3 + tα), (7.2)
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Fig. 5 A quadrilateral mesh obtained from perturbation of a rectangular mesh

which is weakly singular at t = 0. More specifically, there exists a constant C > 0 so that

|∂t u(x, y, t)| ≤ C(1 + tα−1). (7.3)

Such singularitymay result in accumulation of errors as time-marching progresses. To address
this issue, temporal gradedmeshes should be used. For instance, one may set tn = T (n/NT )r

for n = 0, 1, . . . , NT . The optimal index is r = 2−α
α

, as suggested in [36], while r = 1 gives
a uniform temporal partition. We examine two types of errors.

– The L2-norm of the spatial errors at the final time T : ‖u(·, T ) − u(NT )
h (·)‖L2 ;

– The overall spatial-temporal errors: max
0≤n≤NT

||u(·, tn) − u(n)
h (·)||L2 .

We use quadrilateral meshes obtained from perturbation of uniform rectangular meshes.
Parameter B = 1010 is used for correction and ε = 10−6 for controlling Picard iterations.

Remark 3 Parameter B is problem-dependent, somewhat like the penalty factor for the
discontinuous Galerkin finite element methods. It needs to be large enough to guarantee
convergence of the numerical solutions to that of the given problem. Here we make a simple
empirical choice B = 1010 for Example 1. Parameter ε is also empirical. Here we expect
various types of errors to reach the level of 10−3 and accordingly choose ε = 10−6, which
is three-magnitude lower.

Our numerical solver has errors O((Δt)2−α + h2), when quasi-uniform spatial meshes
(with size h) and graded temporal partitions (with understanding Δt = 1

NT
) are used. But

a rigorous proof is omitted due to page limitation. With the consideration to emphasize
(Δt)2−α , we choose h ≈ Δt (so that h2 is a higher order infinitesimal) or equivalently
NE ≈ N 2

T in Tables 1 & 3. With the consideration to emphasize h2, we choose h2 ≈ Δt or
equivalently NE ≈ NT in Table 4. Listed below are observations for the individual tables.

(i) When the optimal graded temporal mesh (r = 2−α
α

) is used and h ≈ 1
NT

, the overall

errors are proportional to (Δt)2−α , as shown in Table 1;
(ii) If a uniform temporal mesh is used instead and h ≈ 1

NT
, the overall errors converge at

a lower rate (close to α), as shown in Table 2;
(iii) When the optimal graded temporal mesh is used and h ≈ 1

NT
, the spatial L2-errors at

the final time T exhibit a convergence rate close to (2 − α), as shown in Table 3;

123



Journal of Scientific Computing            (2024) 98:59 Page 21 of 26    59 

Table 1 Ex.1 (α = 0.6): Overall errors for graded temporal meshes with r = 2−α
α

CFL1-Uncorrected solver MFL1-Correction solver

NE NT max
n

||u(n)
h − u(tn)||L2 Rate max

n
||u(n)

h − u(tn)||L2 Rate

8 × 8 8 1.4558 × 10−1 – 1.4514 × 10−1 –

16 × 16 16 6.3456 × 10−2 1.198 6.3683 × 10−2 1.188

32 × 32 32 2.5641 × 10−2 1.307 2.5805 × 10−2 1.303

64 × 64 64 1.0117 × 10−2 1.341 1.0118 × 10−2 1.350

128 × 128 128 3.9192 × 10−3 1.368 3.9251 × 10−3 1.366

Table 2 Ex.1 (α = 0.6): Overall errors for uniform temporal partitions (r = 1)

CFL1-Uncorrected solver MFL1-Correction solver

NE NT max
n

||u(n)
h − u(tn)||L2 Rate max

n
||u(n)

h − u(tn)||L2 Rate

8 × 8 8 9.7168 × 10−2 – 9.8382 × 10−2 –

16 × 16 16 9.1061 × 10−2 0.093 9.1020 × 10−2 0.112

32 × 32 32 7.3654 × 10−2 0.306 7.3571 × 10−2 0.307

64 × 64 64 5.5226 × 10−2 0.415 5.5227 × 10−2 0.413

128 × 128 128 3.9651 × 10−2 0.478 3.9659 × 10−2 0.477

Table 3 Ex.1 (α = 0.6): Spatial errors of numerical solutions at t = 1 for graded temporal meshes with
r = 2−α

α

CFL1-Uncorrected solver MFL1-Correction solver

NE NT L2-error Rate L2-error Rate

8 × 8 8 1.4558 × 10−1 – 1.4514 × 10−1 –

16 × 16 16 6.3456 × 10−2 1.198 6.3683 × 10−2 1.188

32 × 32 32 2.5641 × 10−2 1.307 2.5805 × 10−2 1.303

64 × 64 64 1.0117 × 10−2 1.341 1.0118 × 10−2 1.350

128 × 128 128 3.9192 × 10−3 1.368 3.9251 × 10−3 1.366

(iv) When the optimal graded temporal mesh is used and h2 ≈ 1
NT

, the spatial L2-errors

at the final time T behave like h2, as shown in Table 4.

Remark 4 . It is also interesting to note that Tables 1 and 3 record the same results. This
is mainly due to the weak singularity of the solution at t = 0. When the optimal graded
temporal partition (r = 2−α

α
) is used, the following holds

max
0≤n≤NT

‖u(·, tn) − u(n)
h ‖L2 = ‖u(·, tNT ) − u(NT )

h ‖L2 .

Example 2 (Positivity-preservingproperty).Hereweconsider a time-fractional convection-
diffusion problem in Ω = (− 1

2 ,
1
2 )

2 with T = π , b = [2y,−2x]�, A = 10−4, and f = 0.
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Table 4 Ex.1 (α = 0.6): Spatial errors of numerical solutions at t = 1 for graded temporal meshes with
r = 2−α

α

CFL1-Uncorrected solver MFL1-Correction solver

NE NT L2-error Rate L2-error Rate

4 × 4 42 1.5836 × 10−1 – 1.5700 × 10−1 –

8 × 8 82 4.2648 × 10−2 1.892 4.4818 × 10−2 1.808

16 × 16 162 1.0322 × 10−2 2.046 1.0296 × 10−2 2.121

32 × 32 322 2.5676 × 10−3 2.007 2.5155 × 10−3 2.033

Fig. 6 Ex.2 with α = 0.3: Numerical solutions at t = π by three different solvers. a, b Solutions exhibit
negative values (shown as white dots) for the solvers without correction; c the solution remains nonnegative
for the solver with correction

Fig. 7 Ex.2 (α = 0.95): Numerical solutions by the MFL1-Correction solver at t = 0, π
3 , 2π

3 , π (from left to
right)

A Gaussian hump is specified as the initial condition

g2(x, y) = exp

(

− (x − xc)2 + (y − yc)2

2σ 2

)

, (xc, yc) = (−0.25, 0), σ = 0.0447.

(7.4)

The boundary condition is set as

g1(x, y, t) = 2σ 2

2σ 2 + 4At

exp

(

− (cos(2t)x − sin(2t)y − xc)2 + (sin(2t)x + cos(2t)y − yc)2

2σ 2 + 4At

)

. (7.5)

According to the maximum principle [23], for α ∈ (0, 1), the solution u is nonnegative on
Ω × (0, T ].
The problemwas solved forα = 0.3 by four different solvers on a 96×96 uniform rectangular
mesh with a uniform time partition (NT = 3000). Picard iteration control parameter is set as
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Fig. 8 Ex.3: Numerical solutions at t = 1 by three different solvers. a Nonphysical oscillations; b, c No
nonphysical oscillations

ε = 10−5. Other parameters are the same as in Ex.1. The concentration profiles for the final
time T = π (see Fig. 6) show clearly negative values (marked as white dots) for the solvers
without correction. For CFL1 with correction, it still produced negative solution values as
early as n = 3 (graphics not presented though). Only the MFL1-Correction solver works and
maintains non-negativity of the numerical solution as shown in Fig. 6c. It is clear that both
temporal modification and spatial correction are needed.

Example 2 was also solved for α = 0.95 by the MFL1-Correction solver. Concentration
profiles at time moments t = 0, π

3 , 2π
3 , π are shown in Fig. 7. The numerical solution

remains nonnegative and a “long tail" is clearly observed as the counterclockwise rotation
progresses.

Example 3 (Efficiency while preserving positivity). We consider a quasi-2d problem with
a boundary layer, which is similar to those in [20, 44]. Specifically, Ω = (0, 1)2, T = 1,
α = 0.5, A = 1, and b = [x(1 − x) + 400, 0]�. The initial condition is g2(x, y) = 0 and
the boundary condition is

g1(x, y, t) = − 1 − e10x

2.20255 × 104
t2. (7.6)

The problem is solved on a 24 × 24 quadrilateral mesh with a uniform temporal partition
NT = 128. The correction parameter is B = 1010 and the control parameter for Picard
iterations is ε = 10−6.

As shown in Table 5, there could be six solvers. But none of Solver#1,#3,#5 would guarantee
non-negativity of numerical solutions, since there is no flux correction. Solver#4 does not
preserve positivity either, since it is based on a conventional fast L1 algorithm, namely, a 2-part
decomposition of the L1 discretization (see Section 2). Solver#2 does preserve positivity but
may be slow. Solver#6 preserves positivity and is faster than Solver#2, as shown in Table 6.
Figure 8 provides more details about features of the numerical solutions. Therefore, Solver#6
(MFL1-Correction) is the right choice.

8 Concluding Remarks

In this paper, we have developed a novel positivity-preserving fast solver for time-fractional
2-dim convection-diffusion problems. The solver is robust in handling convection dominance.
It attains optimal convergence rates when graded temporal meshes are used.
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Table 5 Six possible solvers

Without flux correction With flux correction

L1 discretization Solver#1 Solver#2 (L1-correction)

2-part splitting Solver#3 Solver#4 (CFL1-correction)

3-part splitting Solver#5 Solver#6 (MFL1-correction)

Table 6 Ex.3: Comparison of #steps of Picard iteration and solver runtime

L1-correction (solver#2) MFL1-correction (solver#6)

NT Avg. #steps for CPU time Avg. #steps for CPU time
Picard iteration (s) Picard iteration (s)

10,000 2.09 717.87 2.09 444.64

15,000 1.99 1251.32 1.99 632.19

20,000 1.99 1946.26 1.99 841.37

The three-part decomposition of L1 discretization of Caputo derivatives plays an important
role in maintaining numerical solutions nonnegative. As discussed in Section 2, the conven-
tional two-part splitting fails to preserve positivity of numerical solutions.

The flux-correction technique discussed in Section 4 leads to a slightly nonlinear problem
that involves Picard iterations. As demonstrated in numerical experiments, only few iterations
are needed for each time-marching step. But the bandwidth of the stiffness matrix is actually
reduced. The numerical solution is guaranteed to be nonnegative and hence the efforts are
worthwhile.

Our solver applies to the time-fractional Fokker-Planck equation also. Here we would like
to comment on the differences between our work and that in [44]. The work in [44] is con-
cerned with the discrete maximum principle by using the cell-centred finite volume method,
but it does not consider fast computation. For our work, the non-negativity of numerical
solutions is critical to time-fractional convection-diffusion problems. The finite volume ele-
ment method was used and our positivity-correction applies to both diffusive and convective
fluxes. Moreover, our solver is a fast solver.

The methodology for developing the new solver in this paper can be extended to 3-dim
problems and other fractional order PDEs. Combining the higher order temporal discretiza-
tions L2 and L2-1σ with the upwinding and flux-correction techniques in this paper will be
interesting topics for further study. These will be reported in our future work.
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