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A B S T R A C T   

The burgeoning significance of energy coupling at interfaces of nm dimension aligns seamlessly with the rapid 
strides made in micro/nanoelectronics. The nm-scale interface thermal resistance (ITR) is strongly affected by 
temperature but is poorly understood to date due to extreme challenges in nm-scale characterization. This work 
reports a pioneering and high-level study on how temperature affects the ITR of single-walled carbon nanotube 
(SWCNT)-SiO2 interface with a < 8 nm lateral dimension. From 297 to 77 K, the ITR is observed to increase from 
530 to 725 to (1.56–1.74)×104 K⋅m⋅W−1. The reported ITRs at room temperature are in line with reported data 
for SWCNT/SiO2 interface. The ITR variation with temperature is compared with the prediction based on the 
phonon diffuse mismatch model (DMM). A great qualitative agreement is observed while the DMM under the 
Debye approximation of linear dispersion underestimates the ITR. Our ITR dependency on temperature takes the 
form of T−n where n is found to be 2.4 and 2.56 for two different locations of the sample. Such observation 
resembles the dependency of specific heat on temperature far below the Debye temperature. We introduce a 
concept termed as the effective interface energy transmission velocity (vi,eff) in an attempt to rule out the role of 
specific heat in ITR-temperature dependence to uncover the intrinsic effect of temperature on interface energy 
coupling. Very interestingly, vi,eff shows little variation over a wide temperature range for various reported in
terfaces. Further exploration and refinement of this concept is expected in forthcoming research endeavors.   

1. Introduction 

The exploration of interfacial thermal resistance (ITR) has under
gone significant expansion and diversification [1]. This shift is primarily 
attributed to the rapid advancements in semiconductor and energy in
dustries, particularly the miniaturization of microelectronics and the 
emergence of nanotechnology [2]. The relentless progress in micro
electronic devices, characterized by enhanced speed and power, has 
amplified the significance and urgency of investigating ITR. Moreover, 
as semiconductor technology permeates various applications, the ITR 
challenge has surfaced in novel fields and devices, encompassing 
light-emitting diodes, quantum cascade lasers, phase change memory, 
thermoelectric devices, wearable devices, and photovoltaic cells. Addi
tionally, the role of ITR in efficient heat dissipation from batteries is 
pivotal, as demonstrated in studies focused on smartphone and electric 
vehicle batteries. Inadequate heat removal from these energy storage 

systems not only compromises performance and reliability but also 
poses the risk of catastrophic consequences, including device failure and 
potential fire hazards [3]. 

For efficient microelectronics design, the underlying physics behind 
the ITR must be understood at the atomistic level. The conventional 
models of phonon transport at material interfaces, such as the acoustic 
mismatch model (AMM) [4] and diffuse mismatch model (DMM) [5], 
have primarily focused on the frequency mismatch between the two 
materials at the bulk scale. The surface roughness is yet another factor 
that impacts the conductance at the interface. We have demonstrated in 
our previous work that rough contact can enhance the thermal transport 
at the interface [6]. In fact, the surface roughness can act as a modifier 
that smoothens the transition from high to low acoustic impedance 
mediums in highly mismatched interfaces, thereby enhancing thermal 
energy transfer across the interface. The efficiency of heat transfer 
across interfaces is influenced by the nature of bonding between the 
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materials. For single-walled carbon nanotubes (SWCNT) on a silicon (Si) 
substrate, it has been observed that a covalently bonded interface ex
hibits a significantly lower interfacial thermal resistance compared to a 
van der Waals bonded interface [7]. This finding can be attributed to the 
higher density of low-frequency phonons, specifically the radial 
breathing mode, in the covalently bonded interface compared to the van 
der Waals bonded interface. The density of states of tangential modes, 
which correspond to high-frequency phonons around the G band, 
showed no significant difference, suggesting that longer wavelength 
phonons play a more prominent role in heat transfer. Additionally, it 
was observed that van der Waals forces between different nanotubes 
within the bundle enhance the interfacial thermal conductance [8]. 

Carbon nanotubes (CNTs) have captured the interest of many re
searchers [9], mainly for their exceptional thermophysical properties 
[10]. They have been proposed for various applications, from space el
evators to thermal interface materials (TIM) between surfaces in contact 
[11]. Achieving perfect contact is practically impossible, and tiny air 
gaps will inevitably be present. These air gaps pose a challenge to effi
cient heat transfer, as the thermal conductivity of air (0.026 W⋅m−1⋅K−1) 
is approximately four orders of magnitude lower than that of metals. 
Consequently, hotspots can form within devices, reducing device effi
ciency and acting as a bottleneck for the advancement of microelec
tronics [12]. Harnessing the exceptional properties of CNTs, researchers 
have turned their attention to utilizing these one-dimensional structures 
as advanced TIMs. CNTs exhibit remarkable thermal conductivity, sur
passing conventional TIM materials, and can efficiently bridge gaps 
between uneven surfaces, minimizing thermal contact resistance. 
Furthermore, their flexibility and compressibility enable conformal 
contact, optimizing heat transfer. Combining low density with 
outstanding chemical stability, CNT-based TIMs offer lightweight solu
tions that can withstand harsh environments and high temperatures [11, 
13]. 

The solid-solid ITR have been studied extensively for different ma
terials via computational models and various experimental techniques. 
The metal-metal interface is studied in details by Gundrum et al. [14] 
and is found to be one order of magnitude higher than a typical 
metal-dielectric interface. These results were compatible with the pre
dicted by the DMM. The enhanced transport is well understood by the 
existence of free electrons in metals, which contributes significantly to 
heat transport [15]. Numerous studies experimentally have measured 
the ITR between CNTs and different substrates. The reported values 
vary, partly due to the different uncertainty levels introduced by 
different experimental techniques. For instance, Pop et al. [16] exam
ined the electrical and thermal characteristics of metallic SWCNTs on 
insulating substrates using in-air joule breakdown of SWCNT. They 
determined the thermal conductance between SWCNTs and substrates to 
be 0.17±0.03 W⋅m−1⋅K−1. Additionally, their findings indicated that 
electrons contribute less than 15 % to the overall thermal conductivity of 
metallic nanotubes at room temperature. Maune et al. reported the ITR 
between SWCNT and sapphire substrate of around 3 K⋅m⋅W−1 [17] 
utilizing electrical breakdown phenomenon. The results indicate that it 
suffices to have a contact length between SWCNT and solid substrates 
for an efficient heat transport, and the heat transport is dominated by 
interfacial resistance rather than the conduction resistance in the sub
strate. Shi et al. [18] reported the interfacial thermal conductance for 
SWCNT on SiO2 to reach 0.7 × 10−4 W⋅m−1⋅K−1. Yang et al. measured 
the ITR between multi-walled carbon nanotubes (MWCNT) to be in the 
order of 10−9 K⋅m2⋅W−1 [19]. They reported that as the contact area 
transitions from a cross-contact to an aligned contact, the thermal 
conductance at the interface can surge by almost two orders of magni
tude. Yang et al. reported a cross-contact interfacial thermal conduc
tance that ranges from 3 × 108–1.3 × 109 W⋅m−2⋅K−1 for MWCNTs, 
where it is found to have a linear dependence on the tube diameter. In 
our recently published work [20], we reported the interfacial thermal 
conductance between nm-scale SWCNT bundle and Si to be in the range 
(2.5–5.6)×10−4 W⋅m−1⋅K−1. The results suggest a loose contact with the 

substrate possibly due to the nonuniformity of the bundle as revealed by 
atomic force microscopy (AFM) and Raman scanning. 

The former studies give a comprehensive idea on the nature of the 
energy coupling at the interface between CNTs and different substrates 
at room temperature. However, they give little to no insight into how the 
interfacial thermal conductance varies with temperature. The impact of 
the temperature variation on the energy transport at the graphene/SiO2 
interface is studied by Chen et al. [1] using the 3ω method for different 
sample thicknesses. Their results indicate an inverse relation between 
the ITR and the temperature, with no clear thickness dependency. The 
room temperature ITR varies in a range of (0.56–1.2)×10−8 K⋅m2/W 
which is significantly lower than the reported values for carbon-based 
materials cited earlier. Wang et al. [21] have investigated the interfa
cial thermal conductance of mechanically exfoliated black phosphorus 
and SiOx for different thickness range. Their results confirm the thick
ness independency and suggest that the discrepancies of the interfacial 
thermal conductance from sample to sample overshadow the intrinsic 
thickness dependency. However, their ITR values show a direct pro
portionality with temperature, contrary to the expectations, yet are 
consistent with previous work reported by Taube et al. [22]. The re
ported ITR values in their research vary from (0.88–4.6)×10−8 K⋅m2/W. 
Despite its importance, no study was reported to address the impact of 
temperature on the energy coupling between SWCNTs and SiO2 sub
strate, to our best knowledge. Hence, this study aims to bridge the gap 
for a better understanding of the underlying physics of the SWCNT/SiO2 
interface. 

Here, we present a comprehensive investigation of the temperature 
dependent ITR for SWCNT bundle on a SiO2 substrate. To the best of our 
knowledge, this is the first systematic exploration of the temperature 
dependency of the ITR at the SWCNT/SiO2 interface. The outcomes of 
this research are expected to enhance our understanding of the under
lying physics of the interface energy transport between SWCNTs and 
SiO2 and are essential when temperature variation exists in many ap
plications such as batteries and thermoelectrics. Nanosecond-resolved 
Raman thermal probing offers a significant advantage over traditional 
techniques when analyzing the thermal properties of carbon nanotubes 
and their interaction with substrates, particularly for the nanosized 1- 
dimensional (1D) contact between the SWCNT and the substrate. This 
allows for highly localized and sensitive measurements of thermal 
response, providing insights into the unique thermal transport mecha
nisms within these structures that are not accessible through conven
tional methods [23]. We employ an innovative technique developed in 
our lab, the energy transport state-resolved Raman (ET-Raman), which 
effectively mitigates the uncertainties associated with laser absorption 
measurements and Raman temperature calibration [24]. 

The temperature-dependent investigations are conducted by pre
cisely controlling the sample’s temperature using liquid nitrogen. We 
differentiate the thermal energy transport mechanisms in the SWCNT 
sample at each temperature point under laser heating. The differentia
tion is achieved by alternating between a continuous wave (CW) laser 
beam and an amplitude-modulated nanosecond pulsed beam, intro
ducing a unique temperature rise exclusively within the SWCNT. 
Experimentally measurable Raman signal redshifts are effectively 
generated by analyzing the resulting Raman wavenumber with varied 
laser powers. The ET-Raman technique is designed to use the relative 
Raman wavenumber redshift information. Consequently, as discussed in 
previous work, it circumvents the need for a sample-dependent Raman 
temperature coefficient and mitigates the potential impact of light 
interference at the interfacial gap. We have developed a robust numer
ical model based on the finite-volume method, which solves the heat 
equation and extracts the ITR at each temperature. The forthcoming 
sections will expound in greater detail on the experimental methodol
ogy, the results of the temperature-dependent investigations, and the 
underlying physical insights gleaned from this research. 
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2. Sample structure characterization 

SWCNTs used in this work are synthesized using atmospheric pres
sure chemical vapor deposition (APCVD) with sulfur, ferrocene, and 
xylene as initiator materials. The growth process involves placing a 
nickel foil downstream of a quartz tube in a CVD furnace. Initially, the 
furnace is heated to 1160 ◦C under a pure argon gas stream. A solution of 
sulfur and ferrocene dissolved in xylene is then injected into the up
stream side of the quartz tube while simultaneously switching the carrier 
gas to a mixture of argon and hydrogen. The flow rates are controlled to 
achieve the desired conditions. The reaction time is varied to control the 
thickness of the CNT films. After growth, the CNT films are collected on 
the nickel foil and transferred onto a silicon substrate. 

Atomic force microscopy (AFM) is first used to characterize the 
sample’s profile as illustrated in Fig.1a, with the specific locations of 
interest marked in red dashed line. The AFM results revealed a reduction 
in the height of the bundle from 7.7 to 5.55 nm, at the first and second 
locations as shown in Fig. 1b and 1c, respectively. The shaded green 
areas in Fig. 1b and 1c illustrate the laser spots in Raman spectroscopy 
study. To study this variation, the radial breathing mode (RBM) peaks in 
the Raman spectra are acquired and analyzed. The RBM are commonly 
used to determine the diameter of individual SWCNTs within the 
bundle, where the frequency (ωRBM) is known to be inversely propor
tional to the tube diameter (d) as d = A/ωRBM where A is taken as 223.75 
(cm−1 nm) [25]. 

Here, we utilize the RBM peaks as identified in Fig. 1e and 1f to 
calculate the diameter of the individual SWCNTs and reveal the 

structure. We collect the RBM spectrum using 2400 grating/mm, 
allowing for a high spectral resolution. Thus, we account for the peaks as 
illustrated where any abrupt discontinuity is considered to represent a 
distinct peak. Using the previous relation, the diameter of each distinct 
SWCNT can be calculated based on the frequency of the peak. This has 
an impact on calculating the effective density of the SWCNT bundle, 
which is the density of graphite corrected by a factor γ = As/Ac that 
represents the packing density of the SWCNT bundle. Here As is the solid 
area of the bundle and calculated as As =

∑
(π /4)(do

2
−di

2
) and Ac is 

the total area enclosed by the AFM measurements. do is the diameter of 
individual SWCNTs as revealed by the RBM, di = do − 2t, and t = 0.335 
nm as the SWCNT wall thickness [26]. Here we assume there exists only 
one individual SWCNT per RBM peak, which is reasonable for such a 
smaller diameter bundle. This yields the minimum packing density γmin 
inside the bundle which is calculated to be 43 % and 50 % for the first 
and second locations. Consequently, it leads to the upper limit of the ITR 
(detailed in Section 4). The packing density is then maximized by 
allowing double counting of some RBM peaks such that the nominal area 
of the bundle as measured by the AFM is fully occupied, which yields 
γmax to be 63 % for the two locations. We emphasize here that γmax cannot 
exceed this value since individual SWCNT themselves are hollowed and 
hence there exist an inevitable porosity in the bundle that cannot be 
filled. Solving the heat equation under this condition yields a lower limit 
of ITR. In general, the ITR and the mass inside the bundle are related 
such that ρR′ is an invariant where ρ is the density of the bundle and R’ is 
the ITR. The results are shown in Fig. 4b and will be discussed in detail 
later. To calculate the nominal dimensions of the bundle, we note that 

Fig. 1. (a) AFM scan image. Sample height measurement by AFM, with the laser spot size shown in the green shaded area for (b) Location #1 (c) Location #2. (d) 
Radial breathing modes (RBM) scan. RBM under the 532 nm laser excitation with identified peaks for (e) Location #1 (f) Location #2. The RBM of the two locations 
are compared in the inset of figure (e). 
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the AFM measurements usually provide confident probing of the sam
ple’s height, but it inevitably overestimates the width due to the tip 
convolution. The apparent width (w) as revealed by AFM measurements 
is 22.74 and 24.21 nm for the locations with heights of 7.7 and 5.55 nm. 
The AFM tip used in the measurement is circular and has a radius of 10 
nm. The width measured by the AFM is a function of the AFM tip radius 
and the intrinsic radius of the sample, which can be approximated using 
w ≃ 4(rtip⋅rsample)

1/2 as widely adopted in literatures [27]. Consequently, 
the sample’s width (2rsample) after the correction is 6.5 and 7.3 nm for 
location #1 and #2. 

3. Physics of ET-Raman and experimental procedure 

Conventional Raman measurement for thermal characterization re
lies heavily on the Raman temperature coefficient. Not only this, but the 
laser absorption coefficient plays a vital role in estimating the absorbed 
laser energy. The ET-Raman is a novel technique that successfully 
eliminates such unnecessary dependency by establishing two distinct 
energy-transport states to characterize the ITR between the SWCNT 
bundle and the SiO2 substrate (300 nm on Si wafer). A 50× objective 
lens focuses the laser onto the sample, with a laser spot size of ~ 1.5 µm 
as shown in the inset of Fig. 2. The steady-state heating employs a CW 
laser with a wavelength of 532 nm (photon energy of 2.33 eV). On the 
other hand, the transient state uses a function generator to modulate the 
CW laser and achieve a square-wave nanosecond pulse. The square-wave 
pulse’s duty defined as te/(te+tr) is set to be 1.96 %, corresponding to 20 
ns of laser heating time (te) and 1 µs relaxation time (tr). The 1 µs off-time 
has been chosen to ensure the sample has enough time to cool down, 
yielding a more distinct energy transport state than the CW laser heat
ing. If the material does not get enough time to thermally relax, a 
remnant of the heating effect might still exist in the sample before the 
new pulse comes in [26]. As a result, the temperature will start to build 
up and eventually reach the steady state scenario. The temperature 
profile of the sample under consideration, which may not necessarily 
correspond to its true temperature increase, can be obtained by 
acquiring the Raman spectrum. By comparing the response of a steady 
state heating using a CW laser to that of a transient response using an 
amplitude-modulated laser, we eliminate the necessity to calculate the 
Raman temperature coefficient of the sample, which carries its own 
uncertainties to the measurement. More thorough discussion can be 
found in our previous work [28]. 

In the experiment, the laser power (P) is tuned using an automated 
filter controlled by LabVIEW to facilitate the experimental procedure. 
The range of laser power is chosen to obtain a sound Raman spectrum 

and an observed redshift while simultaneously ensuring the sample is 
undamaged. The Raman spectrum is collected at each laser power using 
HORIBA-iHR550 spectrometer. The G band, which is a first-order Raman 
active mode of SWCNTs represented by a dominant peak around 1586 
cm⁻1 in the Raman spectrum, is chosen for the analysis due to its optimal 
signal-to-noise ratio. The G band wavenumber is identified by employ
ing a Gaussian fitting to the Raman spectrum. Once the Raman spectrum 
is collected, we plot the wavenumber variation with the laser power to 
obtain the Raman shift power coefficient (RSC) for the steady state 
heating (i.e., ψCW). Then we modulate the laser and repeat the same 
procedure for the transient-state heating and obtain ψ tr. Having done 
that, we compute the ratio Θexp = ψ tr/ψCW, which relates the average 
temperature rise under the transient heating to that under the steady- 
state heating for each ambient temperature condition. However, the 
temperature rise during measurement is not only a function of the ITR 
and thermophysical properties, but it strongly depends on the laser 
absorption coefficient for the sample and the Raman temperature coef
ficient. While the previous two parameters can be obtained from liter
ature or measured, the uncertainty will increase when incorporated. 
Here, we utilize the power of ET-Raman to eliminate the effect of the 
temperature coefficient and absorption coefficient dependency by 
comparing the steady-state heating to a transient one. In other words, 
the ratio of ψ tr/ψCW is calculated to eliminate the dependencies. This 
work is done repeatedly and systematically at each ambient tempera
ture, starting from 297 K and down to 77 K. 

The thermal response of the sample is shown in the schematic dia
gram in Fig. 2 where the steady state is compared with the transient one, 
with the thermal diffusion length (LT) indicated on graph. The distance 
over which heat diffuses through a material within a specific time in
terval is effectively infinite for the steady state, and we approximate that 
as 10 times the diameter of the laser spot. Conversely, the transient state 
diffusion length is finite and is a function of the thermal diffusivity and 
the heating time, as LT = 2

̅̅̅̅̅̅
αte

√
, where α is the thermal diffusivity of the 

substrate and te is the laser pulse width. The value is evaluated to be 130 
nm for the SiO2 substrate. To validate our assumption of a negligible 
temperature rise in the substrate, the conduction thermal resistance 
must be calculated and compared to the ITR. The conduction thermal 
resistance can be calculated as R′ = Ln(r2 /r1) /(2πκs) where κs is the 
substrate thermal conductivity taken as 1.2 W⋅m−1⋅K−1 [29], r1 is the 
contact width of the sample with substrate and is taken to be 1 nm, and 
r2 is taken to be the thermal diffusion length for the transient state (i.e., 
130 nm), and the thickness of the SiO2 for the steady state (i.e., 300 nm). 
We note that by using the thickness of the SiO2 layer for the steady-state 
heating calculations, we effectively neglect any thermal resistance that 

Fig. 2. (a) The steady state energy transport schematic using a continuous-wave (CW) laser with 532 nm wavelength with the thermal diffusion length (LT) shown in 
yellow arrow. The steady state diffusion length is practically infinite, but is assumed to be 10 times the laser spot size. (b) The transient energy transport state using 
an amplitude-modulated CW laser with 532 nm wavelength, with the thermal diffusion length in yellow arrow defined as LT = 2

̅̅̅̅̅̅
αte

√
, where α is the thermal 

diffusivity of the substrate, te is the heating time which is set to be 20 ns. The relaxation time (tr) is chosen to be 1 μs to ensure that the sample cools down to room 
temperature during laser off-time. (c) Cell chamber for cryogenic measurement down to 77 K, with the laser spot shown in the inset. 
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might arise in the silicon wafer. This is justified since κ of Si is roughly 
100 times that of SiO2. By substituting the values, we calculate the 
substrate thermal resistance in the steady and the transient states to be 
0.76 and 0.65 K⋅m⋅W−1. They are negligible when compared to the ITR 
determined experimentally which is found to be of order 102 K⋅m⋅W−1 at 
room temperature. To sum it up, the ITR governs the heat conduction at 
the nanoscale, and this justifies our assumption of an isothermal 
boundary condition on the substrate side (i.e., no temperature rise in the 
substrate). More details will be provided in the Results and Discussion 
section. 

4. Theoretical model development for heat conduction 

The theoretical model for heat conduction is built upon the 
assumption that heat is transferred by means of conduction only, 
neglecting the impact of the convection and radiation heat transfer 
modes. The convection heat transfer coefficient for air at low Reynolds 
number is of the order ~ 25 W⋅m−2⋅K−1. The radiation heat transfer 
coefficient (hr) is calculated to be 6.64 W⋅m−2⋅K−1. The calculations for 
hr will be provided in the Results and Discussion section. These values 
are 4–5 orders of magnitude lower than the interfacial thermal 
conductance as calculated in this work and previous ones [1]. Another 
assumption is implemented by considering an isothermal boundary 
condition on the substrate side. This has been justified earlier by 
calculating the conduction thermal resistance and comparing it with the 
order of magnitude of the ITR. The validity of these assumptions will be 
discussed in the Results and Discussion section. Under these assump
tions, the governing equation for the heat conduction is given as: 

κ
∂2T
∂x2 −

T − Ts

R′⋅Ac
+ q̇ = ρc

∂T
∂t

, (1)  

where the right-hand side represents the transient response and is set to 
zero for steady state heating. Here, κ denotes the thermal conductivity of 
the sample as reported in our recently published work for various tem
peratures [30], ρ is the density, c the specific heat, Ts the substrate 
temperature, and Ac the cross-sectional area of the CNT bundle. The 
second order term in the equation represents the heat conduction along 
the bundle in the x-direction (axial direction), while the second term 
represents the heat transfer in the thickness direction (termed "c-axis" 
hereafter) from SWCNT to the Si substrate, which is governed by the 
ITR. 

The induced laser heating (q̇) is represented by a Gaussian profile 
and is defined as: 

q̇(x) = q̇0exp
(

− x2 /
r2

0

)
, (2)  

where q̇0 is the maximum heat source at the laser beam’s center (x = 0), 
and r0 is the laser beam radius, which is measured to be 0.75 µm as 
shown in Fig. 2. 

While the thermal conductivity is borrowed from our recently pub
lished work, it can be measured simultaneously with the ITR by con
trolling the laser spot size. This can be achieved by using different 
objective lenses in the measurement. A qualitative argument can be 
constructed as follows: suppose we use a large laser heating spot that 
covers the entire sample, the heat conduction is then controlled via the 
interfacial thermal conductance with the substrate in the cross-plane 
direction, and the in-plane thermal conductivity of the sample will 
play little to no role in the measured thermal response. On the other 
hand, if the laser heating size was a point-like source, then the in-plane 
thermal conductivity will play a more significant role in dictating the 
thermal transport, whereas the ITR impact will be reduced. By analyzing 
the thermal response under these two distinct conditions, we can infer 
the thermal conductivity as well as the ITR simultaneously. We note that 
the thermophysical properties in Eq. (1) vary drastically with temper
ature, which has a direct impact on the data processing. To explain the 

physics behind such variation, take the specific heat capacity for 
instance, which to some extent can be explained by the Debye model. At 
low temperatures, phonons do not get scattered by a single defect due to 
their long wavelength, and therefore, the effect of a single defect on the 
transmission function of phonons is almost negligible [31]. However, 
this behavior changes significantly at high temperatures when shorter 
wavelength phonons get excited, the transmission function deviates 
dramatically from the ideal stepwise structure [32]. Further, optical 
phonons are frozen out at low temperatures, leading to a linear tem
perature dependence of thermal conductivity, which approaches zero as 
the temperature approaches absolute zero. This linear relationship is 
quantized in terms of fundamental constants, with the proportionality 
constant being 4π2kB

2
/(3ℏ), where the factor 4 represents the four 

acoustic branches [33]. Notably, this linear temperature slope at low 
temperatures is independent of the diameter of the tube. As the tem
perature increases, the contribution of optical phonons to thermal 
transport becomes increasingly significant, and the thermal conductivity 
deviates from the linear temperature dependence observed at low tem
peratures. The range of temperatures at which the thermal conductivity 
changes linearly with temperature is dependent on the diameter of the 
tube. Specifically, smaller-diameter tubes require higher temperatures 
to activate the lowest-energy optical phonon mode, resulting in a higher 
temperature range needed to deviate from the linear dependence [34]. 
This phenomenon can be attributed to the increase in the energy gap of 
the lowest optical phonon as the size of the tube decreases. 

Previous research has shown that defects introduced during the 
synthesis process can compromise CNT’s κ. The influence of impurities 
in low-dimensional structures can be much greater than in bulk mate
rials [35]. In support of this, Maruyama et al. [36] have investigated the 
impact of isotope impurities on CNTs. Their results show a significant 
decrease of 40 % in CNTs’ κ due to impurities. This result highlights the 
critical role defects and impurities can play in determining the thermal 
transport properties of CNTs, and in low-dimensional structures in 
general. We have measured the thermal conductivity variation with 
temperature for SWCNT bundle in our recent work [30]. The results 
show a non-monotonic behavior, where it increases at low temperatures 
and peaks around 200 K, and then starts to decrease. The range of 
temperatures is similar to the current study, from 77 to 297 K. The 
explanation for such behavior can be understood by various phonon 
scattering processes. Namely, the scattering due to various defects in the 
material, and Umklapp scattering where phonons get scattered by each 
other. The former is weak temperature dependent or independent and 
dominates at low temperatures. The latter, however, depends on the 
phonon population governed by the Boltzmann factor, which itself 
embodies temperature dependency. As the temperature increases, more 
phonons get excited leading to more Umklapp scattering events, and 
therefore, lower thermal conductivity. The specific heat variation with 
temperature for SWCNT is obtained from Ref. [37]. We feed these 
temperature-dependent thermophysical properties values to our nu
merical simulation to capture the impact of temperature variation which 
yields more accurate results for ITR determination. 

It is important to note that the results obtained in the previous sec
tion (i.e., Θexp = ψ tr/ψCW) represents the average temperature rise of the 
irradiated region of the sample. Hence, we must account for this by 
averaging the results in the theoretical model. The steady-state heating, 
as the name suggests, is time independent and therefore the Raman- 
intensity weighted average temperature rise can be calculated by inte
grating over the spatial domain as:ΔTCW =

∫ x0
0 IΔT⋅dx /

∫ x0
0 I⋅dxwhere I 

is the intensity that takes the form I = I0exp( − x2 /r0
2). On the other 

hand, the transient state is time dependent, and the temperature rise 
must be weighted over the temporal and the spatial domains as ΔTtr =
∫ t0

0
∫ x0

0 IΔT⋅dxdt /
∫ t0

0
∫ x0

0 Idxdt, where t0 is the laser pulse width (20 ns). 
The weighted theoretical temperature rise ratio Θ= ΔTtr/ΔTCW can be 
plotted as a function of the ITR (R′) at each ambient temperature, which 
is shown in Fig. 4c for three different ambient temperatures and will be 
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discussed later. One can clearly notice the different output for the 
theoretical results with ambient temperatures by comparing the three 
different curves. This in fact is a manifestation of the impact of tem
perature on the thermophysical properties, which is involved in heat 
conduction. The ITR can be determined by interpolating the Θexp in the 
Θ ~ ITR curve. 

5. Results and discussion 

5.1. Interfacial thermal resistance 

Following the experimental procedure described in Section 2, we 
present some of the results for the first location in Fig. 3. The Raman 
intensity contour of the G band (~ 1586 cm−1) as a function of the laser 
power for the transient state and the steady state at 237 K are shown in 
Fig. 3a and b, respectively. We use the G band for characterizing the 
sample since it has the highest signal-to-noise ratio, where the redshift 
can be clearly observed as the laser power increases. The RSC calculated 
as ψCW = ∂ω/∂P quantifies that redshift and the results are presented in 
Fig. 3c. The power of ET-Raman can be clearly seen by inspecting the 
RSC results. First, the RSC depends heavily on the intensity of the 
collected Raman signal, which itself is a function of the optical focus. For 

more reliable results, the focus should be maintained around the same 
level, which can be hard to meet throughout the whole experiment. 
However, since ET-Raman technique depends solely on the relative 
redshift, the effect of being more in-focus or out-of-focus can be also 
eliminated, providing that the two energy transport state measurements 
are done successively, which is the case. For instance, the value of RSC at 
137 K clearly deviated from the general trend, which we suspect to be 
due to focus-level discrepancies. Yet, since this observation exist in the 
two energy states (i.e., the steady and the transient states), they cancel 
each other, and that abnormality is no longer observed in the ratio Θexp 
at 137 K as shown in Fig. 4a. The RSC values in Fig. 3c show little 
variation up to 200 K, then it starts to increase with increased temper
ature. The RSC gives an indication about the temperature rise in the 
sample, the higher the RSC, the higher the temperature rise. We inter
pret this as a possible increase of the overall thermal resistance as the 
thermal conductivity decreases where it starts to drop around 200 K as 
mentioned earlier. It is worth noting that the RSC information can be 
greatly affected by the optical focus of the laser. Therefore, the ratio 
Θexp= ψ tr/ψCW provides more reliable insights. 

The average temperature rise of the sample can be obtained by 
referring to Fig. 3d which illustrates the Raman spectrum variation with 
temperature. It is evident that at higher temperatures the Raman-active 

Fig. 3. A 2D contour for Raman shift variation with laser power at Location #1 at 237 K for (a) transient state and (b) steady state. (c) Raman shift coefficient 
variation with temperature for the two energy transport states. (d) 2D contour for Raman shift variation with temperature, with the Raman temperature coefficient 
shown in the figure. 
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G-band undergoes a redshift, consistent with previous observations 
found in the literatures. The Raman temperature coefficient (∂ω/∂T) can 
be determined by fitting the peaks’ location against the temperature 
which yields a value of −0.0169 cm−1⋅K−1. This value is within the 
range for different carbon-based materials. Namely, −0.011 cm−1⋅K−1 

for highly oriented pyrolytic graphite, −0.028 cm−1⋅K−1 for disordered 
graphite [38], and −0.028 cm−1⋅K−1 for MWCNT. Using the RSC and the 
Raman temperature coefficient, one can estimate the average tempera
ture rise as ΔT=(∂ω/∂T)/∂ω/∂P)⋅ΔP, where ΔP is the laser power range 
used during the experiment. Using the values for the first location at 237 
K, we obtain an average temperature rise of 30

◦

C. This value also rep
resents the temperature difference between the sample and the ambient 
air, which for a convection heat transfer coefficient of the order ~ 25 
W⋅m−2⋅K−1 contributes an insignificant amount to the total heat transfer 
from the sample. This justifies neglecting the heat transfer via convec
tion as stated earlier. On the other hand the radiation heat transfer co
efficient can be calculated as hr = σ(T2

2 +T1
2)(T2 +T1) where σ is the 

Stefan-Boltzmann constant (σ = 5.67 × 10−8 W⋅m−2⋅K−4) T1 is the 
substrate temperature which is taken to be room temperature and T2 =

T1 + ΔT. The value for hr is determined to be 6.64 W⋅m−2⋅K−1, which 

also justifies neglecting it. 
The numerical calculation results shown in Fig. 4b for two different 

temperatures reflect the impact of the variation of thermophysical 
properties of SWCNTs with temperature. The temperature dependent 
heat capacity and thermal conductivity is used to capture these effects. 
We further solve the heat conduction equation twice at each tempera
ture to account for the uncertainty of the effective density. The 
maximum packing density calculations leads to a higher thermal mass 
which yields a lower ITR. We map out the experimental temperature rise 
ratio Θexp onto the graph to determine the ITR bounds at each temper
ature. The reported results shown in Fig. 4c are the average of the two 
bounds at each temperature, with half the difference to quantify the 
uncertainty. It is observed that the ITR decreases with increased tem
perature, agreeing with the ones reported earlier for various solid-solid 
interfaces. The value of the ITR at room temperature is 530 and 725 
K⋅m⋅W−1 for the first and second locations. These are of similar order of 
magnitude as the results reported by Shi et al. [18] for 1.2 nm metallic 
SWCNT on SiO2 shown on Fig. 4c. In their work, a joule heating method 
was used, and the ITR was estimated to be in the range of 17–142 
K⋅m⋅W−1 at room temperature. We note that their model to deduce the 

Fig. 4. (a) The experimental Raman shift power coefficient ratio’s (Θexp) variation with temperature. (b) The theoretical temperature rise ratio of the first location as 
a function of ITR at two different temperatures. The solid and dashed lines set the upper and lower limits of the ITR, respectively. The measured Θexp are mapped onto 
the graph to extract the ITR. (c) The determined ITR values as a function of temperature for the two locations. The inset shows trend details and uncertainties at high 
temperatures. (d) The ITR~T trend showing the T−nrelation compared with DMM calculations with a T−3 law. 
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ITR is sensitive to the thermal conductivity of the SWCNT which is ob
tained for an assumed value in the range 1000–3000 W⋅m−1⋅K−1. This 
range is much higher than the recently reported one in our lab for 
SWCNTs of 50 W⋅m−1⋅K−1 and is used in this study, which could explain 
the differences in the reported ITR. We note that the thermal conduc
tivity is a strong function of the defects’ concentration in the sample, as 
well as the size of tube as theoretically investigated by Zhang et al. using 
molecular dynamics simulations [39]. Jia et al. [40] experimentally 
measured the thermal conductivity of MWCNT to be around 100 
W⋅m−1⋅K−1, which is the same order as the one used in the current study. 

To have a sense of the order of magnitude of the interfacial thermal 
conductance (G) per unit area, here we assume a contact width of ~1 
nm, and obtain G as illustrated in Fig. 5a. The current results are 
compared with the those of a 2.8 nm thick graphene layer on SiO2 re
ported by Chen et al. [1]. Their results ranged from 30 to 95 
MW⋅m−2⋅K−1, an order of magnitude higher than the reported ones in 
this work. At low temperatures, the results follow the same trend: 
increasing with increased temperature. However, at higher tempera
tures, their reported values seem to become saturated, whereas our re
sults exhibit a monotonic increase up to room temperature. At room 
temperature, their reported G (95 MW/m2⋅K) is significantly higher than 
the current work (1.8 MW⋅m−2⋅K−1). We find our values consistent with 

the previously reported G by Yu et al. [41] for carbon nanofibers on 
silicon where it is measured to be 1.4 MW⋅m−2⋅K−1. Schmidt et al. [42] 
reported G of 5 MW⋅m−2⋅K−1 for highly ordered pyrolytic graphite on 
aluminum at 300 K using the pump-probe thermoreflectance technique. 
Liu et al. [43] investigated the thermal transport across graphe
ne/diamond interface by non-equilibrium molecular dynamics simula
tions for different numbers of graphene layers. The reported G is in the 
range 18–50 MW⋅m−2⋅K−1 for 1–6 layers of graphene. The discrepancies 
in the reported values are likely due to the unique interface structure as 
well as the different measurement techniques used. Since G is known to 
be a function of temperature, the induced temperature rise during the 
experiment can play a role in determining G. In our experiment, the 
average temperature rise of 30 K as discussed earlier. 

We further calculate the ITR using the diffuse mismatch model 
(DMM) which accounts for the scattering of phonons at the interface and 

compare it to our experimental ones. The ITR can be calculated as R″ =

[

(π/15)(kB
4
/ℏ3)

∑

j
vi,j

−2αi(ω)

]−1

T−3 where kB is the Boltzmann con

stant, ℏ is the reduced Planck constant, and αi(ω) is the averaged 
transmission probability of the phonons from one side to the other one 

Fig. 5. (a) The interfacial thermal conductance assuming a contact width of 1 nm with the substrate for this work and Ref. [1]. (b) Schematic of the energy transport 
in the c-axis with the c-phonon specific heat. The effective energy transmission velocity of the energy carriers at the interface (vi,eff ) which is defined as the ratio of the 
interfacial thermal conductance to the volumetric heat capacity for (c) our work and Graphene/SiO2 interface [1], and (d) GaN/ZnO interface [2]. 
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(i=1, 2). Here, i still denotes the side of the interface and goes from 1 to 
2, j denotes the phonon mode, which are restricted to the acoustic modes 
at each side, and v is the phonon group velocity from the literature. The 
transmission coefficient αi(ω) is effectively calculated by the mismatch 
in the density of states for the two materials across the interface. We 
utilize the Debye approximation for the density of states and the linear 
dispersion assumption, and use the reported phonon group velocities for 
SWCNT [44] and SiO2 [45] which reduce αi(ω) to take the following 
form: αi(ω) = (1/2)

∑

j
v3−i,j

−2 /
∑

i,j
vi,j

−2. 

We make one further simplification by considering the out-of-plane 
acoustic branch as the mechanism to transfer heat (e.g. the c-axis pho
nons of graphite). Further discussion in sufficient detail will follow 
shortly. The DMM calculations provide values for the ITR in K⋅m2⋅W−1, 
we assume a contact width of ~1 nm to obtain an ITR per unit length for 
comparison purposes as shown in Fig. 4d. Note this "1 nm" width is just 
assumed for order estimation, rather than precise calculation. It is 
evident that the Debye approximation (i.e., the linear dispersion) un
derestimates the ITR value in the DMM calculations. This is consistent 
with previous observations made by Duda et al. [46] where they 
demonstrated that the Debye dispersion leads to substantially higher 
interfacial thermal conductance (underestimated ITR). In our preceding 
work [20], we reported an ITR value at room temperature of 3000 
K⋅m⋅W−1 for the SWCNT/Si interface. By implementing a qualitative 
theoretical model, we demonstrated that the presence of an air gap 
significantly contributes to this ITR. In contrast, the current study has 
revealed a substantially reduced ITR, ranging between 530 and 725 
K⋅m⋅W−1. This represents nearly a 75 % decrease from the previously 
reported value. Such notable reduction hints at a superior contact 
quality between the sample and substrate in the present investigation. 
As a result, the conduction via air molecules contributes very little to the 
heat transport in the current work. A perfect contact is unlikely to exist 
for van der Waals bonded interfaces. Hence, it will ultimately contribute 
to the discrepancies between the measured values and the predicted 
ones. Also for the DMM prediction, we assume a contact width of 1 nm, 
which could overestimate the contact width for a bundle of only few nm 
diameter, thereby leading to a lower ITR prediction. Yet, the ITR trend 
with temperature qualitatively aligns well with the DMM trend, espe
cially when viewed under the log coordinate of ITR. For the experi
mental results, the ITR-T relation can be fitted nicely following a T−n law 
with n=2.56 and 2.40 for the first and second locations. In calculating 
ITR by the DMM formulation, the T−3 is completely analogous to the 
Debye T3 law of specific heat. However, numerous research suggest that 
the specific heat of graphite can exhibit ~ T2 dependency after some 
threshold temperature identified to be 10 K for graphite [47], which we 
speculate to be the case in our SWCNT sample. Previous work by Chen 
[48] suggests that in the diffuse limit, the ITR can indeed be calculated 
as R″ = 4 /(Td12C1v1) where C is the volumetric heat capacity and v is the 
phonon group velocity. As can be seen, the ITR is inversely proportional 
to the heat capacity which can also confirm the observed trend in our 
experimental results. Our ITR-T trend suggests the Debye temperature of 
the phonons sustained by the van der Waals interactions between 
SWCNT and SiO2 should be much higher than 300 K. 

5.2. Effective energy transmission velocity at the interface 

It is well known that heat can be mediated across the interface via 
phonons and electrons. As far as graphite is concerned, the energy 
transport across different carbon layers in the c-axis is dominated by 
low-frequency phonons, termed c-phonons. This has been demonstrated 
in our previous work [49] where the different carbon layers exchange 
the energy via weak van der Waals phonons as shown in Fig. 5b. We 
have suggested earlier a two-step process in which the interactions 
across acoustic phonon modes govern the heat conduction along the 
c-axis [49]. We introduce the concept of anisotropic phonon heat ca
pacity, delineated as C1 and C2. While C1 signifies the volumetric heat 

capacity attributed to phonons participating in cross-plane atomic in
teractions, termed c-phonon heat capacity shown in Fig. 5b, it is note
worthy that C1 is scalar in nature. Conversely, C2, termed a-phonon heat 
capacity, characterizes the volumetric heat capacity of phonons engaged 
in-plane atomic interactions. In this context, a-phonons convey their 
energy to c-phonons via in-plane atomic interactions within the same 
layer, then c-phonons transfer the energy across the SWCNT-SiO2 
interface via the van der Waals interaction. 

In previous work, Chen [48] has developed a theoretical model for 
the ITR based on the Boltzmann transport equation (BTE) and the results 
were in good agreement with numerical solutions of the BTE. Due to the 
inevitable presence of surface roughness at the interface which can 
extend from 3 to 9 Å [50], we consider the diffuse scattering limit for 
phonons. As mentioned earlier, the ITR can then be calculated using 
R″ = 4 /(Td12C1v1) [48], where Td12 is the phonon transmissivity at the 
interface and can be calculated as Tdij = Cjvj /(Civi +Cjvj) [5], C is the 
volumetric heat capacity and v the phonon group velocity, which can be 
obtained from dispersion relations. The indices "i" and "j" denote the side 
of the interface. Under this formulation, the transmission probability 
Td12 (i.e., from side 1 to side 2) is not equal to Td21. Under these con
ditions, it can be clearly seen that we must deal with the inescapable 
probabilistic nature of phonon transmission. 

To subtract the impact of heat capacity on ITC variation with tem
perature, we introduce a parameter termed effective energy trans
mission velocity across the interface (“vi,eff ” hereafter), which is defined 
as vi,eff = G /ρcp. By considering c-phonons only as the way to mediate 
the energy in the cross-plane, the results for the interfacial thermal 
conductance shown in Fig. 5a are divided by C1 (c-phonon specific heat) 
to obtain vi,eff for our sample. The results are compared with the one 
obtained from Chen et al. [1] for graphene (Fig. 5c). In this work, vi,eff 

varies from 1 to 60 m/s for the two locations as shown in Fig. 5c. We 
observe that vi,eff is an order of magnitude lower than the one obtained 
for Chen et al.’s work [1], which held almost constant around 900 m/s. 
We explore the vi,eff for various interfaces found in literatures and 
observe an almost constant value that varies little for a wide range of 
temperatures and is more apparent at high temperatures. For instance, 
for metallic interfaces, such as Al-Cu [14], we find vi,eff to be an order of 
magnitude lower than the Fermi velocity. For interfaces where the heat 
conduction is dominated by phonons, as the one shown in Fig. 5d for 
GaN/ZnO [2], vi,eff is an order of magnitude lower than that of the 
acoustic phonon branches. Since vi,eff depends on ρcp used in the 
calculation, we process the data based on ρcp for ZnO and GaN and 
compare the results. As shown in Fig. 5d, the results are quite similar, 
where vi,eff is found to be in the range of 150–200 m/s. We find the lower 
vi,eff when compared to energy carrier velocities (Fermi velocity, phonon 
group velocity) is consistent with previous formulation to the ITR as 
adopted from literatures [5,48]. The range of velocities obtained in this 
work are in line when applying the ITR approximation using the formula 
R″ = 4 /(Td12C1v1)for diffuse scattering conditions and suggests an 
average transmission coefficient of ~10 %. For the largely varying vi,eff 

for our results, we speculate the C1 used in the calculation does not 
represent that of the local van der Waals bonds. 

At the interface, the cross-plane atomic interactions directly lead to 
the c-axis heat conduction, facilitating direct energy exchange among 
phonons through these interactions. The term "c-phonon" encompasses 
all phonon modes arising from atomic interactions along the c-axis. The 
specific heat used in the above analysis is for c-phonons of graphite. For 
a SWCNT bundle on Si, c-phonons will have different dispersion re
lations and specific heat since the C-Si van der Waals bond is different 
from the C–C van der Waals bond in graphite. However, this uncer
tainty will only impact the newly introduced concept vi,eff which is still 
under exploration and will be refined in our future work. In summary, 
we expect this parameter to give an intrinsic picture of the transmission 
of heat carriers, not related to the temperatre-dependent heat capacity. 
The primary origin of ITR as in the AMM and DMM is phonon reflection 
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at the interface. By assuming a constant group velocity for phonons as 
adopted in the Debye model, one can indicate how the average phonon 
transmission coefficient changes with temperature. Thus, we conclude 
that in several cases, the transmission probability is unaltered and re
mains constant. Hence, by observing a non-constant vi,eff , it is very likely 
that inelastic phonon transmission plays a significant role in the heat 
transport. This is the case for interfaces of solids with dissimilar Debye 
temperatures. Future research efforts are directed to make practical use 
of such observations. 

6. Conclusion 

In this work we systematically investigated the impact of tempera
ture on the energy coupling across SWCNT bundle/SiO2 interface at two 
locations with bundle heights of 7.7 and 5.55 nm. The ET-Raman 
technique used in this work ensures sound measurement accuracy as 
the laser absorption data and sample temperature rise is not needed. The 
ITR was measured from 297 K down to 77 K, where it has increased over 
an order of magnitude. This strong temperature dependency is found to 
follow a T−n law where n is 2.56 and 2.4 for the first and second loca
tions, respectively. At room temperature, the measured ITR of 530–725 
K⋅m⋅W−1 are close to that of SWCNT/SiO2 interface in the literature. We 
further compared our ITR results with the ones predicted by the DMM 
model and observed a great qualitative agreement, despite that the 
DMM calculations being significantly less in magnitude. These discrep
ancies are consistent with previous reported work where the DMM 
under the Debye approximation of linear dispersion massively un
derestimates the ITR. A new concept termed interface effective energy 
transmission velocity (vi,eff ) was introduced, which relates G to the 
volumetric heat capacity. We observed an almost unaltered vi,eff as the 
temperature changes for various interfaces. Depending on the nature of 
the interface, we observed an order of magnitude lower vi,eff than the 
Fermi and acoustic phonon group velocities for metallic and semi
conducting interfaces. Further refinement of this concept will be 
considered in future work. While this work has considered a ~ 8 nm 
width bundle, future research efforts will be directed towards pushing 
the limit to ~ 1 nm individual SWCNT. Despite the great challenge, 
advancements in growth and nanofabrication techniques make the 
sample preparation achievable. A greater challenge arises from the low 
scattering volume of individual SWCNT and therefore a weaker Raman 
signal. Hence, we anticipate that ET-Raman should be replaced by the 
frequency-domain energy transport state-resolved Raman (FET-Raman) 
which provides stronger signal and feasible probing. 
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