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ABSTRACT

We study the problem of noisy sparse array interpolation,
where a large virtual array is synthetically generated by inter-
polating missing sensors using matrix completion techniques
that promote low rank. The current understanding is quite
limited regarding the effect of the (sparse) array geometry on
the angle estimation error (post interpolation) of these meth-
ods. In this paper, we make advances towards solidifying this
understanding by revealing the role of the physical beampat-
tern of the sparse array on the performance of low rank matrix
completion techniques. When the beampattern is analytically
tractable (such as for uniform linear arrays and nested arrays),
our analysis provides concrete and interpretable bounds on
the scaling of the angular error as a function of the number of
sensors, and demonstrates the effectiveness of nested arrays
in presence of noise and a single temporal snapshot.

Index Terms— Sparse arrays, Matrix completion, Inter-
polation, Toeplitz, Positivite semidefinite.

1. INTRODUCTION

Sparse sensor arrays offer several advantages over conven-
tional uniform arrays, such as enhanced angular resolution [1]
and the ability to identify more sources than sensors [2]. Con-
sequently, they hold great promise in a plethora of emerging
applications, including mmWave channel estimation [3], au-
tomotive radar [4], and integrated sensing and communica-
tions (ISAC) [5]. A key challenge is to fully leverage the ben-
efits of sparse arrays in sample-starved (even single-snapshot)
[1,6-12] scenarios. Array interpolation provides a potential
remedy to these challenges [7]. In particular, matrix com-
pletion based approaches have gained significant attention [7,
9, 11] due to their ability to harness the large filled aper-
ture of sparse arrays for high-resolution beamforming and
direction-of-arrival estimation. Despite the surge of research
on sparse array matrix completion, several theoretical ques-
tions remain open. Most notably, the impact of the physical
array geometry on source localization error (post interpola-
tion) is poorly understood. We address this outstanding issue
by establishing that the beampattern of sparse arrays plays
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a major role in matrix completion based array interpolation.
We rigorously show that the physical array beampattern con-
trols the worst-case error of these interpolation techniques,
even when the goal is not to perform beamforming, but to
estimate target parameters using other methods. Since beam-
forming is a linear operation, it is not a priori obvious that
the beampattern should also directly influence the error of
low-rank matrix completion—a nonlinear and nonconvex op-
timization problem. Although several nonlinear beamform-
ing schemes [13-15] have been designed for sparse arrays,
the connection between the (irregular) beampattern of sparse
arrays and noisy matrix completion has not been investigated.
Our results also offer an intuitive interpretation of the worst-
case angular error (specifically, its scaling with the number of
sensors) of any given array geometry in terms of the associ-
ated beampattern and its main lobe width (spatial resolution)
/ side lobe levels (noise robustness) with respect to the signal-
to-noise ratio (SNR).

To make the connection concrete and for ease of expo-
sition, we focus on a single source model with an unknown
angle and (positive) amplitude. Single source models are rel-
evant in, e.g., beam alignment for mmWave communication
[16], as well as target detection and tracking for ISAC [5,
pp. 122, 422]. The physical beampattern of sparse arrays will
continue to play an important role for multiple (possibly real
or complex-valued) sources. While such extensions are possi-
ble, they are not straightforward and are part of ongoing work.

Notation: Given matrix X € CVN*M Xy denotes the
|X| x M matrix formed by retaining the |X| < N rows in-
dexed by set X + 1 C N,. The Hermitian Toeplitz matrix
whose first column is ¢ € C¥ is denoted by 7 (t) € CV*V.

2. SIGNAL MODEL

Consider a P-sensor linear array with sensor positions given
bySCtD: {dl,dg,...,dp} CNdi=0<dy<...<dp
in units of half the carrier wavelength. We will focus on the
uniform linear array (ULA), D = Up £ {0,1,...,P — 1},
and nested array [17], D =S 2 Uy U (M + 1)Uy + M),
where M £ g and P is assumed even. Suppose we observe
a single snapshot of a narrowband far field source signal with

unknown angular direction ¢ € [—7, ) and (positive) ampli-
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tude o > 0 impinging on the array in the presence of noise:
y = aap(f) + n. (1)

Here, ap(0) € C? is the steering vector satisfying [ap(6)]; =
eimdisin® 7. < T and noise is assumed to be bounded as
[nfl2 <e

The objective of array interpolation is to emulate a large
virtual ULA Uy 2 D with N > P sensors, by “compu-
tationally filling in” the missing sensors. A popular array
interpolation approach is to solve a matrix completion prob-
lem [7-9, 18, 19] such as the following positive semidefinite
(PSD) Toeplitz completion problem:

minig}}ze rank 7 (¢) s.t. |[y — tplla < €, T(t) = 0. (PO)
te

In the following, we denote the steering vector of Uy by
a(9) € CN, where a;(f) = e/m0=Dsin0 j — 19 N.
Hence, ap(#) € C? can be interpreted as consisting of a sub-
set of the entries of a(6), sampled by D.

Proposition 1 (Rank-1 solutions). Suppose y = aap(0)+n,
where ||n|s < e and a > 2¢/\/P. Then any solution t € CV
to (PO) is of the form t = aa(h), & > 0.

Proof. Let  be a minimizer of (P0). Note that ' = aa(6)
is a feasible point, since 7 (t') = aa(f)a™(f) is PSD and
ly — aap(9)||2 = ||n||2 < e. Hence, there exists a feasible
point satisfying rank (7 (¢')) = 1. This is also the minimum
rank solution, since a zero-rank solution is infeasible due to
the assumption o > 2¢/+/P. Finally, as 7 (£) is a rank-
1 PSD Toeplitz matrlx, it admits Vandermonde decomposi-
tion T (¢ A) = aa(@) H(0) by Caratheodory’s theorem [20].
Hence, t = aa(&) a>0. O

Proposition 1 establishes that for large enough «, any so-
lution to (PO) will have the parametric form £ = aa(@) which
represents a scaled virtual steering vector corresponding to
angle 0. Consequently, the remainder of this paper focuses on
the angle estimation error of the class of estimators that use 0
as an estimate of 6. Prominent members of this class include
beamforming and subspace methods [21,22] that operate on
t.! The following question underlies our main contribution:
“Is it possible to obtain a universal upper bound on the angle
estimation error for this class?” 1f so, what is the quantity of
interest (specific to an array geometry) that determines such
a bound? Interestingly, an answer is given by the so-called
unweighted physical array beampattern.

lBeamformmg seeks arg maxy |aH ()| =arg max, a|at (9)a(d)]
=0, whereas subspace methods find 6 by identifying the (rank-1) subspace
spanned by a(0) from T (£) = aa(0)al (6).

3. BEAMPATTERN AND ANGULAR ERROR OF
MATRIX COMPLETION

The unweighted beamformer of array D for spatial frequency
w € Ris given by

Hp(w) = Z eImde, ()

deb
For any nonzero solution of (P0), t= da(é) e CV, we have
ly = Eoll2 = lean(9) — Gan(8) + nlls = [|Apa + |2,

where Ap 2 [ap(6), ap(0)] and o £ [, —a] 7. Hence,
e |ly — oo > | Apallz—n]l2 > o2(Ap) s — e (3)

Here 05(Ap) denotes the second largest singular value of Ap.
The last inequality holds whenever Ap has full column rank,
which can be verified to be true for ULAs and nested arrays
when M > 2. Rearranging (3) yields

26 - 71/2
02(Ap) < \/ﬁ < 2* 2p “)

where p 2 (v/€)? is defined as the SNR. Now, let & £ sin —
sin 6, and note that

02(Ap) = 02(AF Ap) = Uz( [Hﬁ‘i@) Hm}g@)} )7

since all(§)ap(d) = Hp(@). The characteristic polynomial
of Al Ap, has two (non-negative) roots, the smaller one being

05(Ap) = P — |Hp(w)|. (5)

This establishes the correspondence between the beampattern
|Hp(w)| and the second largest singular value of Ap. For
convenience, instead of w € (—2,2), we henceforth consider
the wrap-around distance A € [0, 1], defined as

Aér]glin|siné—sin9+2k|. (6)

€z

It can be verified that | Hp(A)| = |Hp(@)|. Thus, by (4) to (6)
1 4
—|Hp(A 1—— 7
BlHs(&)] 21~ 5. @

Eq. (7) yields a useful necessary condition that the angular
error A of any solution to (PO) must satisfy. A key insight
offered by (7) is that a low A is guaranteed if the SNR p is
within the main lobe of the beampattern. This implies that
properly designed sparse arrays can achieve much lower an-
gular error than the ULA, provided the side lobes of the sparse
array are not too high. Fig. 1 illustrates these observations in
case of three arrays with P = 10 sensors: the ULA D = Uy,
dilated ULA I = 3U;, and nested array D = U5 U(6U5+5).
Note that (7) is independent of N. This is consistent with the
notion that extrapolation cannot fundamentally decrease an-
gular error. Finally, extensions to K > 1 sources require
ensuring that the solution to (P0) is of rank K, and character-
izing the smallest singular value of a 2K x 2K matrix.
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Fig. 1. Beampattern |Hp(A)| and SNR p control angular er-
ror A of matrix completion. Horizontal dotted lines indicate
the right hand side of (7) for different values of p. When p
is sufficiently large, A is determined by the intersection of
the corresponding horizontal line with the main lobe, which
is narrower for sparse arrays. However, low side lobes are
also necessary to guarantee low A.

4. ANALYTICAL UPPER BOUNDS ON ANGULAR
ERROR

Fig. 1 showed that simply plotting the (irregular) beampattern
of an arbitrary sparse array is a practical means of deducing
an upper bound on the angular error A. Since |Hp(A)| can be
a complicated function of A, analytically inverting it is chal-
lenging in general. However, for certain structured arrays,
| Hp(A)| becomes analytically tractable, which helps in char-
acterizing the scaling of A with parameters of interest such as
P. Let Ap denote the angle estimation error resulting from
solving (P0) and using any estimator from the class discussed
in Section 2. The following theorem provides upper bounds
on Ap which reveal how fast the error decays with P.

Theorem 1. Let P = 2M, where M > 2. If p > 25/ P, then
Ay, < 1.2/Pand Ag < 8/ P>

Proof. ULA: By basic properties of geometric series and

trigonometric identities, |Hy, (A)| = ‘t?ﬁ?;"f/g | Follow-
ing |siny| <y, Vy andsiny > 2y,y € (0, 5] [23, p. 33],
. 1
|Hy,, (A)] <min (m, © ) 0<A<L (8)

Since (7) holds for all feasible solutions, it is also true for the
worst-case error Ay,,. Combining this with p > 25/ P:

1 1 4 4 21
> | Hy, (Ap,)|>1— — >1— —= =
PAUP*P| vp(Bup)| 2 Pp~ " 25 25
25/21 1.2
— Bup = 1/3 =P

Nested Array: The nested array can be written as S =
S1USy where S; 2 Uy and So = (M + 1)Uy + M are

disjoint sets. Hence, by the triangle inequality,

Z ejrrdlA + Z ejrrdgA
d1 €Sy d2 €S2

M M
Zejﬂ'(ifl)A + ejﬂMA z ejﬂ(ifl)(M+1)A
=1 =1

< [Huy,, (D) + [Hu,, (M +1)A)]. ©)

|Hs(A)| =

Alternatively, S = S} US, where S§ 2 Upryq, Sy = (M +
DUp—1+2M +1, and S’ NS, = @ Hence, similarly to (9),

[Hs(A)] < [Hup oy (B)] + [Hup, o, (M 4+ 1)A)[. (10)

We proceed by showing that the worst-case angle error obeys
|Hs(As)| < 0.84P when Ag € [y 1], which can be
interpreted as upper bounding the highest side lobe level. We
consider two subintervals:

(1) AS € [m, M+1) Denote A’ = AS(M + 1)

Thus, A’ € [M , 1), which by (8) implies that
1 M
[H (M + 1)) = [Ho, (A)] < 5, < 5

Hence, |Hg(Ag)| < M + & = 22 by (8) and (9).

() Ase [M+1 ,1]: Note that sin(7rAg/2) is a positive in-
31> 1. Thus,
Moreover, sinz > (1 —

creasing function of AS when Ag € [+

1
sin(wAs/2) < sin(Tr/(Q(M-‘,-l)) .

%)x, x € [0, 5] can be established using the Taylor se-
ries expansion of sin z [24, Eq. (3.1)]. Applying these
two facts to |Hy,,,, (Ag)| yields

1 (M +1)12/x
|I_IIUJ\4-¢-1(AS)|S . w/2 < /2 \2
sm(M_H) 6—(M+1)

11

Recalling assumption M > 2, we substitute M = 2
in the denominator of (11)—an increasing function of
M—to obtain |Hy,, ., (Asg)| < 0.67(M + 1). Thus by
(10) and (8): |Hs(As)| < 0.67(M +1) + M —1 <
1.67M < 0.84P.

In summary, if Ag > W then +|Hs(As)| <max(2,0. 84)
=0.84. Also note that +|Hs(Ag)| = 1> 0.84 when Ag=0.
This shows that if +|Hs(Ag)| > 0.84 for some A, then it

must hold that Ag € [0, W)] Theorem 1 now follows

via contradiction: Let p > 25/P. Suppose As 2 W
However, by (7): 0.84 > +|Hs(Ag)| > 1 — 5= 7 3 =

0.84, which is a contradiction. Hence, if p 2 25/ P then

Ag < W < % = %. This completes the proof. [

Theorem 1 reveals an interesting fact: when the SNR is
at least proportional to %, the upper bound on the worst-case
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Fig. 2. Angular error of matrix completion as a function of
SNR p (for P = 10). The empirical error (solid) follows the
trends of the upper bounds derived from (7) (dashed curves).

angle estimation error decays with P at different rates for the
ULA and the nested array. The more favorable decay of the
bound in case of the nested array—% compared to % for the
ULA—can also be attributed to the narrower main lobe of its
beampattern, as discussed in Section 3.

5. NUMERICAL EXPERIMENTS

This section numerically validates the theory outlined in
Sections 3 and 4. We solve a well-known convex relax-
ation of (PO), where instead of the rank, we minimize the
trace? of 7T (t) using the CVX toolbox [25]. We obtain
an estimate 6 of angle 6 by applying root-MUSIC [26] on
T (£). We repeat this experiment for 1000 Monte Carlo
trials, where both the ground truth sinf, and the real and
imaginary parts of the entries of noise vector n are drawn in-
dependently at random from a uniform distribution, such that
sin 6, ﬁ%{ni}, ﬁ%{nl} ~U(-1,1),i =1,2,...,N.
We fix a=1. SNR is varied by only varying the noise level e.
Fig. 2 shows the angular error A as a function of SNR
p for the extrapolated ULA and nested array with P = 10
sensors and N = 30 (aperture of the nested array). An up-
per bound on A (dashed curves) computed using (7) and the
array beampatterns in Fig. 1, and the largest value of A ob-
served over the Monte Carlo trials (solid curves) display sim-
ilar trends and scaling with respect to the array geometries
and p . This demonstrates the utility of (7) for predicting the
angular error of matrix completion for diverse array configu-
rations. Fig. 2 shows an initial sharp transition from high to
low error, which corresponds to the transition from the side
lobe region to the mainlobe of the beampattern (cf. Fig. 1).
The (extrapolated) ULA seems to display an advantage in a
narrow range of low SNR values, which can be attributed to
its lower peak side lobe level. However, as SNR increases,
the nested array achieves a consistently lower angular error
thanks to its narrower main lobe, despite the fact that the ULA
is extrapolated to the same virtual aperture (since N = 30).

2Since 7T (t) is PSD, minimizing the trace is equivalent to minimizing the
nuclear norm (sum of singular values) or simply the first entry of vector ¢.
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Fig. 3. Angular error of matrix completion as a function of

the number of sensors P (for p = 1—19). For P € [4,22], the

empirical curves (solid) decay slightly faster than the scaling
1

laws % and 57 predicted by Theorem 1 (dashed lines).

Fig. 3 shows the scaling of the worst-case value of A as
a function of the number of sensors P when the SNR scales
as p = 16/P. The angular error of the nested array decays
faster with P compared to the extrapolated ULA both in case
of the trends predicted by Theorem 1 (dashed lines), and the
empirical maximum error over the Monte Carlo trials using
trace minimization and root-MUSIC (solid lines). Fig. 3 also
displays the approximate rates of decay estimated by a least-
squares fit of linear model log A = alog P + b to the empir-
ical curves. Over interval P = 4,6, ...,22, a faster decay is
observed experimentally—P~!6 (ULA) and P~2! (nested
array)—compared to Theorem 1 (P~! and P~2). Whether
this trend persists for larger values of P, or for other optimiza-
tion algorithms and noise models is still an open question.

6. CONCLUSIONS

We showed that the sparse array beampattern fundamentally
controls the angular error of array interpolation based on ma-
trix completion. Specifically, we derived upper bounds on the
error of angle estimates revealed by solutions to a low rank
Toeplitz completion problem, where noisy measurements of
a single unknown (positive) source signal are observed. Us-
ing this insight, we proved that nested arrays can attain lower
worst-case angle estimation error than ULAs (extrapolated to
the same aperture) for comparable SNR. The theoretical find-
ings were supported by numerical experiments that corrob-
orate the advantages of sparse arrays compared to uniform
arrays in noisy sample-starved regimes.
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