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ABSTRACT
Group decision making plays a crucial role in our complex and
interconnected world. The rise of AI technologies has the potential
to provide data-driven insights to facilitate group decision making,
although it is found that groups do not always utilize AI assistance
appropriately. In this paper, we aim to examine whether and how
the introduction of a devil’s advocate in the AI-assisted group deci-
sion making processes could help groups better utilize AI assistance
and change the perceptions of group processes during decision
making. Inspired by the exceptional conversational capabilities ex-
hibited by modern large language models (LLMs), we design four
di�erent styles of devil’s advocate powered by LLMs, varying their
interactivity (i.e., interactive vs. non-interactive) and their target of
objection (i.e., challenge the AI recommendation or the majority
opinion within the group). Through a randomized human-subject
experiment, we �nd evidence suggesting that LLM-powered devil’s
advocates that argue against the AI model’s decision recommenda-
tion have the potential to promote groups’ appropriate reliance on
AI. Meanwhile, the introduction of LLM-powered devil’s advocate
usually does not lead to substantial increases in people’s perceived
workload for completing the group decision making tasks, while
interactive LLM-powered devil’s advocates are perceived as more
collaborating and of higher quality. We conclude by discussing the
practical implications of our �ndings.
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1 INTRODUCTION
Group decisions are ubiquitous in everyday life. For instance, whether
a defendant is guilty can be decided by a group of jury members,
patients’ treatment plans are made by a team of healthcare profes-
sionals, and policies are often made after deliberation among many
policy-makers or even citizens. While it is widely believed that
groups of people working together can create intelligence beyond
the level that any individual can reach, with the rapid growth of AI
technologies in recent years, the integration of AI assistance into
group decision making processes has the potential to propel collec-
tive intelligence to new heights. Indeed, today, a growing number of
AI-driven decision aids are developed to extract actionable insights
from a large volume of historical data and provide decision recom-
mendations to groups of decision makers, showing the promise to
complement their expertise and increase their e�ciency.

On the other hand, AI models are not perfect. Inappropriate
usage of AI assistance in decision making may lead to suboptimal
decisions, resulting in losses and harms for individuals, organiza-
tions, and society [5, 102]. Unfortunately, previous research has
shown that the collective wisdom produced by groups does not
always guarantee that groups will appropriately utilize AI assis-
tance in their decision making. In fact, it was found that compared
to individuals, groups exhibit a higher level of over-reliance on
AI [14], potentially as some group members experience an “an-
choring e�ect” [28] by treating AI recommendations as reference
points while others have the desire to “follow the crowd” [68] or
to avoid social collision [42, 95]. Such a tendency of overly relying
on AI may be particularly concerning when AI models operate on
decision making cases that are di�erent from the kind of data that
they get trained on, as the performance of AI models often su�ers
from a substantial decrease on these “out-of-distribution data”. This
highlights the critical need for exploring ways to help groups utilize
AI assistance more appropriately and enhance their performance
in AI-assisted decision making.

In traditional group decision making settings, a common ap-
proach adopted to improve group performance is to have some
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individual in the group play the role of “devil’s advocate” [61, 62,
69, 88, 91]. The devil’s advocate is often asked to argue for a po-
sition that is di�erent from the accepted norm within the group
(e.g., the majority opinion among group members), for the sake of
provoking debate, testing the strength of the opposing arguments,
and forcing the group to explore more diverse perspectives [92].
The devil’s advocacy technique was shown to have the potential
to enhance decision quality and creativity of the group, as well as
avoid groupthink [61, 90, 91], especially when the devil’s advocate
practices the Socratic method to ask open-ended, critique questions
rather than simply declaring their opinions [30, 93].

The promise of the devil’s advocacy technique naturally makes
one wonder if it can be applied to AI-assisted group decision mak-
ing scenarios to promote more e�ective group-AI collaborations.
In practice, however, the devil’s advocacy technique can be less
e�ective than expected, as people who “play” the role of devil’s
advocate may not make the most persuasive and authentic argu-
ments due to their lack of belief in their positions [69] and may
even experience threats to belonging and self-esteem [39]. On the
other hand, the exceptional conversational capabilities exhibited
by the state-of-the-art large language models (LLMs) appear to
o�er a viable solution to fully release the potential of the devil’s
advocacy technique in enabling groups’ appropriate utilization of
AI assistance. This is because we may instruct LLMs to take the role
of devil’s advocate, presenting their genuine opposing viewpoints
and triggering thoughtful deliberations within the group without
compromising the psychological safety of any group member.

Therefore, in this paper, we make a �rst attempt to design LLM-
powered devil’s advocate and incorporate them into the AI-assisted
group decision making processes. We create four styles of LLM-
powered devil’s advocate based on the OpenAI’s GPT-3.5-turbo
model, varying along two design factors—the target of objection for
the devil’s advocate, and the interactivity of the devil’s advocate.
Speci�cally, in an AI-assisted group decision making setting, the
LLM-powered devil’s advocate can be introduced to argue against
the majority opinion within the group (i.e., “against majority”), as
typically done in the classical group decision making scenarios
without AI assistance. Alternatively, the devil’s advocate can be set
to explicitly argue against the AImodel’s decision recommendations
(i.e., “against AI”), aiming to encourage group members to carefully
deliberate about the trustworthiness of the AI recommendations.
Moreover, regarding the interactivity of the LLM-powered devil’s
advocate, it can be designed to only ask thought-provoking, critical,
seed questions at the beginning of group discussion (i.e., “static
devil’s advocate”), or to actively participate in the group discussion
to question group members and respond to their arguments (i.e.,
“dynamic devil’s advocate”).

To understand whether and how these LLM-powered devil’s
advocates will in�uence groups’ behavior and perceptions in AI-
assisted decision making, we conduct a randomized experiment
on Proli�c. In our experiment, participants are recruited to form
groups and complete a series of recidivism risk prediction tasks
in groups. On each decision making task, groups will receive a
decision recommendation provided by an AI model that is trained
on a biased sample of data and exhibits poor performance on Black
defendants with relatively low prior crime counts. Groups assigned
to di�erent experimental treatments di�er on whether and which

LLM-powered devil’s advocate they can interact with during the
group discussion process for each decision making task. At the end
of the experiment, we also ask participants to individually report
their perceived workload and teamwork quality in completing the
AI-assisted group decision making tasks, as well as their experience
of interacting with the LLM-powered devil’s advocate (if applicable).

Our experimental results show that when introducing LLM-
powered devil’s advocates that challenge the correctness of AI rec-
ommendations, the interactive version that dynamically responds to
groupmembers’ arguments helps groups signi�cantly increase their
appropriate reliance on AI assistance (mainly on in-distribution
decision making instances). Meanwhile, the non-interactive version
results in a marginal decrease in groups’ under-reliance on AI as-
sistance (mainly on out-of-distribution decision making instances).
In contrast, the devil’s advocate designed to challenge the majority
opinion within the group does not appear to signi�cantly in�uence
how appropriately groups utilize AI assistance. In general, inter-
active devil’s advocates are perceived as more collaborating and
of higher quality. Interestingly, while the incorporation of devil’s
advocate in AI-assisted group decision making has minimal im-
pact on most aspects of people’s perceived workload in completing
the decision making tasks, those who have interacted with the
dynamic devil’s advocate challenging AI have the lowest level of
self-perceived decision making performance as well as the lowest
perceptions of teamwork quality, despite that their actual decision
making performance is the highest.

In summary, our research o�ers valuable experimental insights
into how groups’ interactions with AI assistants in decision mak-
ing can be enhanced by the involvement of LLM-powered devil’s
advocates. We conclude by highlighting the practical design con-
siderations and acknowledging the limitations of our study, as well
as highlighting potential future avenues for research in the �eld of
group-AI interactions.

2 RELATEDWORK
2.1 Collaborative Decision Making via Group

Discussions
Group discussions are paramount for fostering productive collab-
oration in group decision making [96, 100]. An ideal group dis-
cussion process could facilitate knowledge sharing [29], opinion
exchange [77], and hence generate converged and well-informed
collaborative decisions. However, the quality of group discussions is
in�uenced by various factors. For instance, Curşeu et al. [20] found
that gender diversity and the group-level need for cognition a�ect
group discussion quality, which in turn predicts group performance.
They also found that group members may not always be active in
exchanging information with others during group discussions. In
fact, the lack of opposing perspectives during group discussions
may easily lead groups to the “groupthink” status [42], i.e., a group
of people quickly converge to a consensus as group members desire
for conformity within the group, which often results in poor deci-
sions [2, 14, 19, 41]. Therefore, a large body of previous research
has pointed out the importance of encouraging divergent opin-
ions in collaborative interactions [36, 94], as discussions around
these disagreements have the potential to bring about a deeper and
more comprehensive understanding of the topic [86]. As such, a
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long line of research has been developed in management and psy-
chology to enhance the e�ectiveness of group discussions [27, 67],
especially focusing on designing stimuli to promote constructive
argumentation within groups [13, 17].

“Devil’s advocate” [61, 62, 69, 88, 91] is one approach designed
to encourage discussions around opposing opinions and arguments
within groups, where some group members are asked to advocate
for an opposing or unpopular opinion to expose it to a thorough
examination. Empirical evidence shows that the devil’s advocacy
technique can encourage groups to conduct more frequent critical
reevaluations, enhance the quality of group discussions, and lead
to decisions of higher quality [87, 89, 90, 92]. However, a few lim-
iting factors of the classical devil’s advocate approach have also
been pointed out by previous research. For example, it was found
that dissenting arguments are most powerful in group discussions
when they are “authentic”, i.e., coming from people who actually
believe in their viewpoints, and this authenticity can be di�cult to
clone by role-playing devil’s advocates [69, 85]. In addition, people
who play the devil’s advocate role may also experience a degree
of threat to their psychological safety, as they are concerned with
being accepted by other people in the group [39]. In this study, we
explore the potential of an “arti�cial” devil’s advocate, powered
by large language models, to circumvent the limitations of tradi-
tional devil’s advocacy and to enhance group-AI interactions in
AI-assisted decision-making.

2.2 Empirical studies of AI-assisted decision
making

Research on how humans interact with AI has been growing rapidly
in recent years. This interaction can occur in di�erent formats. For
example, humans and AI can work together as a team with a shared
goal [18, 22, 63, 66, 114], or AI can take the lead in a human-AI
team [107]. In our paper, we concentrate on the AI-assisted decision-
making settings [11, 46, 49, 51, 101, 104, 106], where AI serves as an
assistant in decision making by o�ering decision suggestions to hu-
mans, and it is humanswho ultimatelymake the decisions [7, 11, 53].
To enhance human-AI decision performance in AI-assisted deci-
sion making, a long line of research has looked into how humans
trust and rely on the decision recommendations provided by AI
models [7, 9, 50, 57]. A common way to quantify people’s trust
and reliance on AI recommendations is to measure how frequently
people’s �nal decisions agree with the AI model’s decision recom-
mendations [6, 7, 11, 15, 35, 53, 59, 80, 83, 98, 109–112]. Researchers
have identi�ed a wide range of factors that can in�uence people’s
trust in AI recommendations, including the AI model’s accuracy
and con�dence [80, 111, 112], people’s AI literacy [16, 55], the de-
gree of alignment between the AI model’s recommendations and
people’s own judgments [59, 115], the timing and nature of errors
made by the AI model [23, 43, 58, 83], people’s mental model of the
AI model [7, 8], and more.

More recently, researchers have started to delve into di�erent
types of trust and reliance on AI to understand if this trust or
reliance is appropriate. For example, many studies speci�cally ex-
amine whether people exhibit any over-reliance or under-reliance
on AI recommendations [11, 15, 23, 33, 37, 45, 53, 56, 72, 76, 84, 98,

99, 105, 109, 110]. Additional studies look into whether people’s re-
liance on AI models are appropriate when these models su�er from
poor performance in novel environments (i.e., “out-of-distribution
data”) that are di�erent from the environments that they get trained
on [15, 45, 53, 99]. Correspondingly, researchers have also explored
di�erent ways to help people rely on AI recommendations more
appropriately. For example, Buçinca et al. [11] found that people
tend to exhibit a degree of over-reliance on AI in AI-assisted deci-
sion making as they have limited analytical engagement with the
AI recommendations. They showed that the use of cognitive forc-
ing interventions could force people to engage more thoughtfully
with AI recommendations, hence reducing over-reliance. Di�erent
frameworks of explainable AI have been proposed to support peo-
ple to better gauge the trustworthiness of AI recommendations and
rely on them appropriately through visualized explanations [109],
or the direct comparison of the evidence for or against di�erent de-
cision candidates [64]. Other approaches for promoting appropriate
reliance in AI-assisted decision making include adaptive designs of
the decision work�ows [60, 79], and educational interventions to
help people establish correct expectations for AI [12, 15, 16, 47].

While most research on AI-assisted decision making focuses on
the interaction between an individual decision maker and an AI
model, most recently, researchers have started to look into how
groups make decisions with AI assistants [14, 116]. For instance,
Zheng et al. demonstrated that when AI is given equal power as hu-
mans in group decision making (i.e., AI can discuss and vote equally
as their human teammates), people tend to treat AI as a secondary
role due to its limited capacity in engaging in the group dynam-
ics [116]. In addition, Chiang et al. found that in the AI-assisted
decision making scenarios, groups are in general more likely to
rely on the AI model’s decision recommendations compared to
individuals, e�ectively resulting in a higher level of over-reliance
on AI [14].

2.3 HCI research on large language models
The recent rapid progress in the development of generative large
language models (LLMs) like OpenAI’s GPT series [10, 71] and
Google’s Bard [1] has opened up new avenues for HCI researchers
to explore novel interactions between humans and AI. Researchers
have demonstrated the potential of generative LLMs in various
application domains, such as classi�cation [52], human-robot in-
teraction [65], software engineering [54, 73, 82], mobile interface
design [75, 103], and public health [40]. LLM-based services are
also utilized to promote critical thinking. For instance, Petridis et al.
leveraged large language models’ common-sense reasoning abili-
ties to assist journalists in thoroughly analyzing press releases and
identifying angles that are useful for di�erent types of stories [74].
On the other hand, it was found that when people interact with an
LLM in completing a writing task, the strong opinions expressed
by the LLM may in�uence the opinions in the writer’s writing and
may even alter their own viewpoints [38]. Additionally, generative
LLMs can contribute to decision making processes, such as trans-
forming data into textual outputs [108], providing reasoning [34],
or even making decisions [78]. In this study, we explore whether
LLMs can contribute to decision making processes by playing the
role of devil’s advocate to encourage human decision makers to
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engage in constructive deliberation, through generating critique
questions and comments to provoke human reasoning [21].

3 STUDY DESIGN
To examine whether and how introducing a devil’s advocate pow-
ered by large language models (LLMs) during the AI-assisted group
decision making processes can in�uence the ways that groups
utilize AI assistance and the perceptions of group processes, we
conducted a randomized human-subject experiment1. Our primary
research questions are:

• RQ1: Can LLM-powered devil’s advocate help groups utilize
AI assistance more appropriately?

• RQ2: How do the target of objection and interactivity of the
LLM-powered devil’s advocate a�ect the appropriateness of
groups’ utilization of AI assistance?

• RQ3:How does LLM-powered devil’s advocate a�ect groups’
utilization of AI assistance in the in-distribution and out-of-
distribution decision making cases, respectively?

• RQ4:How does LLM-powered devil’s advocate a�ect groups’
perceptions of the group processes?

3.1 Experimental Task
In this experiment, participants were assigned to di�erent groups,
and together with other members of their group, they were asked
to assess how likely di�erent defendants would re-o�end within
2 years of their most recent charge. Speci�cally, in each task, a
group of participants was presented with the pro�le of a criminal
defendant consisting of eight attributes, which was drawn from
the publicly available COMPAS dataset [24]. The attributes in a
defendant’s pro�le included the defendant’s demographic infor-
mation (e.g., gender, age, and race) and the defendant’s criminal
history (e.g., the count of prior non-juvenile crimes, juvenile misde-
meanor crimes, and juvenile felony crimes). Moreover, information
regarding the defendant’s most recent charge, including the rea-
son and degree of the charge, was also included in the defendant’s
pro�le. After reviewing the defendant’s pro�le, each participant
�rst needed to make an independent prediction on whether this
defendant would reo�end within 2 years. Then, participants were
presented with a recidivism prediction made by an AI model named
“RiskComp”, and they were asked to discuss this defendant’s case
within their group to deliberate on both each group member’s
assessment and the prediction made by RiskComp. During this
discussion, an LLM-based devil’s advocate may participate in the
deliberation depending on the experimental treatment the partici-
pants were assigned (see more details in Section 3.2). Finally, after
every member in the group indicated that they did not have any
more points to add to the discussion and they were ready to make
their �nal prediction on the defendant, participants would be given
the opportunity to update their �nal prediction. The group’s deci-
sion on the defendant was then determined by the majority �nal
prediction made by participants in the group.

In order to gain a comprehensive understanding of how the LLM-
powered devil’s advocate in�uences a group’s utilization of AI as-
sistance both when the AI model is operated on the in-distribution
data and the out-of-distribution data, the AI model we used in
1Our study was reviewed and approved by the Purdue IRB (IRB-2023-627).

the experiment (i.e., RiskComp) was intentionally trained on a bi-
ased sample of the COMPAS dataset. Speci�cally, we divided the
COMPAS dataset into training and test subsets based on an 80:20
split. Then, within the training set, we further �ltered out data
instances re�ecting those Black defendants who had a relatively
low number of prior non-juvenile crimes2. Using the resulting
dataset, we trained RiskComp, a predictive model based on the
RandomForestClassi�er algorithm from the sklearn library, con�g-
ured with a maximum depth of 5 and a random state of 26. Given
the way that RiskComp was trained, when applying RiskComp to
real-world defendant pro�les, the pro�les of Black defendants with
a low number of prior non-juvenile crimes should be considered
as the out-of-distribution data instances. Indeed, when evaluating
the performance of RiskComp on the test dataset, we found that
its overall accuracy was 66%. However, on those cases involving
Black defendants with a low count of prior non-juvenile crimes, the
accuracy of RiskComp dropped signi�cantly to only 48%. Note that
the design of RiskComp could re�ect what might happen in reality
due to the feedback loop created by the use of predictive policing,
that is, police resources are heavily allocated to Black neighbor-
hoods, resulting in an increased number of crimes identi�ed for
Black people, which leads to even more police resources allocated
to Black neighborhoods [3, 26].

3.2 Experimental Treatments
In our experiment, we created a total of 5 treatments by varying
whether and how LLM-powered devil’s advocate was introduced
to the AI-assisted group decision making processes. In particular,
in the C������ treatment, we did not introduce the LLM-powered
devil’s advocate to the group decision making processes, thus par-
ticipants in each group were asked to discuss the defendant’s case
for each task by themselves. However, in the other four treatments,
we introduced an LLM-powered devil’s advocate to the group deci-
sion making processes, and we arranged them in a 2⇥2 design by
varying the design of the devil’s advocate along the following two
dimensions across treatments:

• Target of objection: To help groups engage in more in-
depth deliberation in evaluating defendants’ recidivism risk,
the LLM-powered devil’s advocate was designed to present
critique questions and comments to argue for a position that
is the opposite of either what the majority of the group mem-
bers initially predicted (i.e., targeted at the M�������) or
what the AI model RiskComp predicted (i.e., targeted at AI).
Intuitively, having the devil’s advocate object to the major-
ity’s initial prediction made by a group of participants allows
the group to thoroughly examine the “unpopular” view. On
the other hand, as previous studies found that groups tend to
exhibit higher levels of over-reliance onAI recommendations
in AI-assisted decision making compared to individuals [14],
we also considered the design where the devil’s advocate
was required to object to the AI model’s recommendation
in order to encourage the group of participants to carefully
assess whether the AI recommendation is trustworthy.

2If the attribute value of a defendant’s prior non-juvenile crime count is smaller than
10, we considered them as having low prior non-juvenile crime count. This threshold
re�ects the 90% percentile of this attribute’s value.

106



Enhancing AI-Assisted Group Decision Making through LLM-Powered Devil’s Advocate IUI ’24, March 18–21, 2024, Greenville, SC, USA

• Interactivity: The LLM-powered devil’s advocate was de-
signed to be either S����� (i.e., non-interactive) or D������
(i.e., interactive). A static LLM-based devil’s advocate would
only present its critique questions and comments at the be-
ginning of the discussions to inspire more critical, follow-up
discussions from participants. In contrast, a dynamic LLM-
based devil’s advocate would participate in the group discus-
sion as an active member and provide critique questions and
comments in response to the points made by participants in
group discussions.

Designing LLM-powered devil’s advocate. The devil’s advocates
that we used in our experiment were designed based on OpenAI’s
GPT-3.5-turbo model3, utilizing the exceptional conversational ca-
pabilities of state-of-the-art large language models. For participants
who were in treatments with access to the LLM-powered devil’s
advocate, after each participant in a group made their initial pre-
diction on a defendant, we provided a series of prompts to the LLM
(i.e., the GPT-3.5-turbo model), instructing it to generate critique
questions and comments as needed in the corresponding treatments.
Speci�cally, for treatments with non-interactive devil’s advocate,
we �rst prompted the LLM to imagine itself as an “assistant” partic-
ipating in a court where a group of “jury” members are assessing
the recidivism risk for a defendant, and a textual description of
the information in the defendant’s pro�le was also included in the
prompt. Then, for the S������M������� treatment, we provided
another prompt to the LLM summarizing the initial recidivism pre-
diction made by each participant in the group (i.e., each member in
the “jury”) and informed the LLM that its goal as an assistant is to
help the jury members carefully deliberate on the correctness of
their initial majority prediction. We requested the LLM to generate
3 short critiques4 challenging the correctness of the group’s initial
majority prediction. Similarly, for the S������AI treatment, we used
another prompt to inform the LLM about the recidivism prediction
made by the AI model RiskComp, and asked it to generate 3 short
critiques challenging the correctness of the AI model’s prediction.
For these two treatments, the critiques made by the LLM would
be presented to participants only at the beginning of the group
discussion to provoke thoughtful debate among participants and
encourage participants to explore alternative perspectives. That
is, the LLM would not provide further critiques to di�erent partic-
ipants’ opinions as the discussion unfolded. Figure 1A shows an
example of the discussion log for participants in a treatment with a
non-interactive LLM-based devil’s advocate.

In contrast, for the two treatments involving interactive devil’s
advocate, the devil’s advocate was designed to actively participate
in the group discussions and respond to the arguments made by
participants in the group in an online fashion. To make this a
reality, we again �rst set up the scenario for the LLM-powered
devil’s advocate through a prompt that described the defendant’s
information, the goal of the LLM (i.e., challenge the correctness of
the initial majority prediction or the AI model’s prediction through
Socratic questioning), and the relevant contextual information (i.e.,
the initial prediction made by each participant in the group, or
3We set the temperature parameter of the model to be 1 when implementing the
LLM-powered devil’s advocates.
4We required each critique generated by the LLM to be less than 20 words so that the
devil’s advocate’s arguments would not be overly lengthy.

the AI model’s prediction). To enable the LLM-powered devil’s
advocate to actively participate in the discussion, each time after a
participant entered a chat message in the discussion, we had the
LLM go through a few reasoning steps to determine whether it
needed to respond to the message:

• Step 1 (Intent classi�cation): We �rst provided the LLM
the chat message that the participant entered, and asked it
to classify the intent of the message into one of the three
classes—analysis (i.e., the participant was making use of the
defendant’s pro�le information to analyze why or why not
the defendant would re-o�end within 2 years), question (i.e.,
the participant was asking a question to their group-mates),
or neither. In the latter two cases, the LLM would not need
to generate a response to the message.

• Step 2 (Stance classi�cation): If in Step 1, the LLM deter-
mined that the message entered by the participant re�ected
their analysis of the defendant’s case, we then had the LLM
classify if the stance of the participant regarding the reo�end-
ing risk of the defendant was consistent with the position
taken by the target that the LLM was supposed to object
to (i.e., the majority of group members for the D�������
M������� treatment, or the AI model for D�������AI treat-
ment).

• Step 3 (Critique generation): Only if in Step 2, the par-
ticipant’s stance was found to be in line with the target,
we would then instruct the LLM to provide one or two sen-
tences in a conversational style to challenge the correctness
of the participant’s reasoning behind their stance. In our
prompt, we provided the entire, up-to-date discussion log
on this defendant to the LLM to help it better contextualize
its argument in the conversation.

Figure 1B shows an example of the discussion log for participants
in a treatment with an interactive LLM-powered devil’s advocate.
For more details about the designs of LLM-powered devil’s advocate,
see the supplemental materials.

3.3 Experimental Procedure
We conducted our experiment on Proli�c, an online experimenta-
tion platform, using a two-phase experiment design. Figure 2 shows
the overall �ow of our experiment.

Phase 1. Since our experiment involves AI-assisted group de-
cision making, we need to coordinate the time that participants
participate in our experiment to enable the successful formation
of groups. To facilitate this, we created a separate Phase 1 of the
experiment to recruit a panel of potential participants for our real
experiment (i.e., Phase 2 of the experiment). Speci�cally, in Phase
1, participants were �rst asked to complete a demographic survey.
To help them better understand the type of tasks they would be
asked to do if they decided to enroll in our real experiment, they
also needed to complete a set of 9 recidivism risk assessment tasks
on their own, among which one task was an attention check ques-
tion in which participants were instructed to select a pre-speci�ed
option. After completing these tasks, participants could �ll out an
exit survey to indicate if they would be willing to participate in our
real experiment and receive noti�cations of di�erent sessions of
the real experiment.
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Figure 1: The task interface used in the formal task interface of our experiment, and (A) an example of the chat log re�ecting the
discussion in the S������AI treatment, and (B) an example of the chat log re�ecting the discussion in the D�������M�������
treatment. (A): In the S������AI treatment, the LLM-powered devil’s advocate (displayed as a red skull) asked three questions to
criticize the AI model’s decision recommendation at the beginning of the discussion. (B): In the D�������M������� treatment,
the LLM-powered devil’s advocate actively responds to group members’ arguments and challenges the majority opinion within
the group.

Phase 2. Phase 2 was our real experiment, and it was conducted
over a few batches of experimental sessions. For all Phase 1 partici-
pants who successfully passed the attention check and expressed
interests in participating in the real experiment, we sent email no-
ti�cations to them each time before we released a new batch of
Phase 2 tasks on Proli�c.

After accepting a Phase 2 task, participants were tasked with
completing a total of 17 AI-assisted recidivism risk assessment
tasks, including 9 example tasks and 8 formal tasks. The purpose of
the example tasks was to help participants familiarize themselves
with the performance of the AI model—RiskComp—across di�erent
scenarios, which could allow them to develop e�ective strategies for
utilizing the AI model in the subsequent formal tasks. Speci�cally,
in each of the 9 example tasks, participants began by reviewing a
defendant’s pro�le and independently making an initial recidivism
prediction for the defendant. Then, they were presented with the
prediction made by RiskComp, had the opportunity to update their
�nal prediction, and reviewed the actual recidivism outcome for
the defendant. Among these 9 example tasks, one task served as
an attention check where participants were asked to select a pre-
de�ned option. If participants failed to pass the attention check,
they would not be allowed to continue participating in the rest
of the experiment. In addition, the defendants’ pro�les included
in the other 8 example tasks were balanced on the defendant’s
racial background (i.e., they involved 4 Black defendants and 4
White defendants). However, to re�ect that participants only got
the opportunity to learn about the AI model’s performance on the
in-distribution data, all Black defendants presented in the example

tasks had a high number of prior non-juvenile crime counts. Across
these 8 example tasks, our AI model, RiskComp, had an accuracy of
75%, making wrong predictions on one White defendant and one
Black defendant.

Upon completing all example tasks, we presented participants
with a feedback page. This page summarized how well RiskComp
and participants themselves performed in predicting the recidivism
outcome in each example task. After reviewing this information,
participants were assigned to one of the 5 experimental treatments,
and were redirected to the corresponding “lobby” to wait for the
arrival of another two participants of the same treatment to form a
group; the group was then asked to complete the 8 formal, group
decision making tasks together. To protect the participants’ identity
in the formal tasks, each participant was asked to pick an avatar
to represent themselves. Participants who were assigned to treat-
ments with the LLM-powered devil’s advocate were further told
that during the formal tasks, an LLM-powered devil’s advocate
would participate in the group discussions to facilitate critical ar-
gumentation within the group. Then, participants completed each
formal task in groups following the procedure discussed previously
in Section 3.15.

To allow an investigation into how the introduction of LLM-
powered devil’s advocate a�ects AI-assisted group decision making
on both the in-distribution and out-of-distribution decision making

5To encourage active participation in discussions, we sent prompt messages to par-
ticipants if they were inactive on the interface for over a minute. If they did not take
any actions, such as sending chat messages or making predictions, for more than two
minutes, they would be removed from the group.
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Figure 2: Our experiment had two phases. Phase 1 focused on participant recruiting, while Phase 2 was the actual experiment.
During Phase 2, we introduced the LLM-powered devil’s advocate in the group decision making processes of the formal tasks
for participants in all but the C������ treatment.

instances, we carefully chose the defendant pro�les that we used
in our formal tasks. We started by sampling four sets of defendant
pro�les from the test subset of the COMPAS dataset, with each set
including eight pro�les and representing one combination of the
defendant’s race and their prior non-juvenile crime count level (i.e.,
White defendants with high prior crime counts, White defendants
with low prior crime counts, Black defendants with high prior
crime counts, and Black defendants with low prior crime counts).
Note that the set involving Black defendants with low prior crime
counts represented the out-of-distribution data that was di�erent
from what the RiskComp model had been trained on. Consequently,
RiskComp only had an accuracy of 37.5% on this set of defendants,
while its accuracy on the other three sets of defendants was 62.5%.
To create the eight formal tasks for a group of participants, we then
randomly selected two pro�les from each of the four sets.

Finally, after completing all the formal tasks, each participant
was individually asked to �ll out an exit survey. In this survey, we
adapted the NASA Task Load Index [31] to assess the workload
participants perceived during the group decision-making tasks6.
Following that, we presented three statements regarding the per-
ceived teamwork quality during the discussion in the group decision
making processes [25], and participants were asked to indicate their
agreement with these statements on a 5-point Likert scale from 1
(strongly disagree) to 5 (strongly agree):

6We modi�ed the original index by excluding unrelated questions (e.g., questions
about the physical demand) and focusing instead on the participant’s perceived mental
demand, temporal demand, performance, e�ort, and frustration in completing the
decision-making tasks.

• (Timeliness) I’m happy with the timeliness of the information
from other team members.

• (Precision) I’m happy with the precision of the information
from other team members.

• (Usefulness) I’m happy with the usefulness of the information
from other team members.
Additionally, if the participants were in a treatment that had

access to the LLM-powered devil’s advocate, they were further
asked to evaluate a few statements regarding their interactions with
the devil’s advocate that were adapted from previous research [81,
113], again on a 5-point Likert scale:
• (Collaboration): I feel like I was collaborating with devil’s
advocate during the task.

• (Satisfaction): I’m satis�ed with the assistance provided by
devil’s advocate in completing the tasks.

• (Quality): I’m pleased with the quality of devil’s advocate in
completing the tasks.
To mitigate the risk of inadvertently reinforcing or amplifying

biases among participants through their interaction with RiskComp,
we conducted a debrie�ng session for each participant after the
experiment. In the debrief, we explicitly told participants how
the RiskComp model was trained, emphasized that the RiskComp
model was biased against Black defendants due to the way it was
trained, and cautioned participants that generalizing the bias of the
RiskComp model that they observed in our experiment to the real
world is inappropriate.
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Each participant was allowed to take part in our experiment only
once. We provided a base payment of $0.2 USD for Phase 1 and $2.4
USD for Phase 2. Additionally, we o�ered a bonus of $0.25 USD
per minute to participants for waiting for other group members in
the lobby. Finally, to encourage participants to go through in-depth
discussion and deliberation in the formal tasks, we also informed
them that they could earn a $0.4 USD bonus on a formal task if their
group made a correct �nal decision on that task. In the end, the
average hourly wage participants received from our experiment
was $9 USD.

3.4 Measurements
To examine how di�erent designs of LLM-powered devil’s advocate
a�ect groups’ utilization of the AI recommendations in AI-assisted
group decision making, we measured the following metrics:

• Group’s decision accuracy: The accuracy of a group’s �nal
decision in a task.

• Group’s reliance on AI (AI correct): When the AI rec-
ommendation on a task is correct, whether a group’s �nal
decision is the same as the AI recommendation.

• Group’s reliance on AI (AI wrong): When the AI rec-
ommendation on a task is wrong, whether a group’s �nal
decision is the same as the AI recommendation.

Since the decision making task instances that each group worked
on were randomly sampled from a pool of task instances, to facil-
itate a fair comparison of the above metrics across di�erent task
instances, given"6,8—the group’s 6’s value on task instance 8 with
respect to metric" (e.g., decision accuracy, reliance)—we standard-
ized it by computing the z-score as follows:

"6,8 [I�B2>A43 ] =
"6,8 � `8

f8

Here, `8 is the mean value of metric" for all groups who have
worked on task instance 8 , and f8 is the standard deviation of the
values of metric" for all groups who have worked on task instance
8 .

After conducting this standardization, we de�ned a group’s stan-
dardized decision accuracy as the average z-score of this group’s
decision accuracy across the eight formal tasks that the group com-
pleted. Intuitively, a higher standardized decision accuracy of a
group implies that the group has more appropriate reliance on AI
assistance. Similarly, we de�ned a group’s standardized reliance on
correct AI recommendations (or standardized reliance on incorrect AI
recommendations) as the average z-score of this group’s reliance
across the formal tasks that the group completed and the AI rec-
ommendation was correct (or incorrect). Ideally, a group should
have high standardized reliance on correct AI recommendations
(hence under-reliance on AI is low) and low standardized reliance
on incorrect AI recommendations (hence over-reliance on AI is
low).

In addition, to examine how di�erent designs of LLM-powered
devil’s advocate a�ect groups’ perceptions of the group decision
making processes, we used participants’ self-reported workload
(measured using the NASA-TLX scale) and teamwork quality in
the exit survey as the main measurements. For participants who
interacted with the LLM-powered devil’s advocate, we further used

their self-reported degree of collaboration, satisfaction, and quality
of the devil’s advocate in the exit survey to analyze their perceptions
of the devil’s advocate.

4 RESULTS
In total, we collected data from 350 participants who were able
to complete all formal tasks in our experiment within a group
of at least two members7. Among these participants, 55.1% self-
identi�ed as male, 41.7% as female, 2.6% as non-binary, and 0.6%
preferred not to disclose their gender identity, and the majority
of them were between the age of 18 and 24. These participants
formed 120 groups (C������: 24, S������AI: 28, S������M�������:
23, D�������AI: 28, D�������M�������: 17). As a sanity check, we
found that participants’ independent prediction accuracy across all
example tasks as well as their reliance on the AI recommendations
in these tasks were not statistically di�erent across treatments.
Below, we answer our research questions based on the data collected
from these participants.

4.1 RQ1: Can LLM-powered devil’s advocate
help groups utilize AI assistance more
appropriately?

We start by examining whether introducing LLM-powered devil’s
advocates into the AI-assisted group decision making processes
helps groups rely on the AI recommendations more appropriately,
compared to the case when groups discuss and deliberate about the
decision making tasks all by themselves. To do so, we �tted linear
regression models to predict a group’s standardized accuracy, stan-
dardized reliance on correct AI recommendations, and standardized
reliance on incorrect AI recommendations, while the types of the
LLM-powered devil’s advocate that the group interacted with were
used as the independent variables (i.e., the C������ treatment
was set as the reference). The estimated coe�cients of di�erent
devil’s advocate designs as well as their 95% con�dence intervals
are reported in Figure 3.

In particular, Figure 3a re�ects the impacts of di�erent designs
of LLM-powered devil’s advocate on a group’s standardized deci-
sion accuracy. We �nd that compared to groups in the C������
treatment, groups that were assigned to the D�������AI treatment
had a signi�cantly higher level of accuracy in solving the deci-
sion making tasks (V = 0.135, SE = 0.068, 95% CI = [0.002, 0.269],
? = 0.047). This means that the introduction of an interactive
devil’s advocate that challenges the correctness of the AI model’s
decision recommendation promotes groups’ appropriate reliance
on AI. In addition, Figures 3b and 3c show the e�ects of di�erent
LLM-powered devil’s advocates in in�uencing groups’ reliance on
the AI recommendations, for tasks where the AI recommendation
is correct or wrong, respectively. Here, we notice that groups in the
S������AI treatment appeared to slightly increase their reliance on
correct AI recommendations than groups in the C������ treatment
(V = 0.200, SE = 0.107, 95% CI = [�0.010, 0.410], ? = 0.062), sug-
gesting that the non-interactive devil’s advocate that challenges the

7In our experiment, participants always started the formal tasks in groups of three.
However, as the experiment progressed, some groups may have members drop out
or get removed due to their inactivity. As such, some groups ended up with only two
members in completing some subsets of the formal tasks.
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correctness of AI recommendations may decrease groups’ under-
reliance on AI. In contrast, for decision making cases where the
AI recommendations are wrong, we do not �nd that the existence
of di�erent types of LLM-powered devil’s advocate signi�cantly
changes groups’ reliance on AI.

4.2 RQ2: How do the target of objection and
interactivity of the LLM-powered devil’s
advocate a�ect the appropriateness of
groups’ utilization of AI assistance?

Next, we look into whether the two design factors of the devil’s
advocate—the target of objection and interactivity of the devil’s
advocate—have any e�ects on the appropriateness of groups’ uti-
lization of AI assistance. To do so, we focus on the four treatments
with devil’s advocate, and we used two-way ANOVA tests to an-
alyze the main e�ects of both factors as well as their interactions
on groups’ standardized accuracy, standardized reliance on correct
AI recommendations, and standardized reliance on incorrect AI
recommendations, separately.

With respect to groups’ standardized accuracy, we detect a mar-
ginal main e�ect of the target of objection (� (1, 92) = 3.500, ? =
0.064, [2 = 0.029)—when the devil’s advocate was designed to
target the AI model’s recommendation (" = 0.042, (⇡ = 0.261)
rather than the majority initial opinion within the group (" =
�0.036, (⇡ = 0.227), groups exhibited a marginally higher level
of decision accuracy. The interactivity of the devil’s advocate has
no signi�cant e�ect on groups’ standardized accuracy, and no sig-
ni�cant interaction between the two design factors is detected,
either. Regarding groups’ standardized reliance on AI recommen-
dations, we �nd that neither the target of objection nor the in-
teractivity of the devil’s advocate signi�cantly changes groups’
reliance on correct AI recommendations. However, on those de-
cision making tasks where AI recommendations are wrong, we
�nd that the use of an interactive devil’s advocate marginally re-
duces groups’ reliance on AI than a non-interactive devil’s advocate
(non-interactive: " = 0.029, (⇡ = 0.252; interactive: " = �0.013,
(⇡ = 0.351; � (1, 91) = 3.554, ? = 0.063, [2 = 0.038). This suggests
that increasing the interactivity of the LLM-powered devil’s advo-
cate by enabling it to generate critique comments and questions in
response to group members’ arguments may lead to lower levels of
over-reliance on AI for groups.

4.3 RQ3: How does LLM-powered devil’s
advocate a�ect groups’ utilization of AI
assistance on the in-distribution and
out-of-distribution decision making cases,
respectively?

Recall that in our experiment, given the way that the AI model
RiskComp was trained, decision making cases involving Black de-
fendants with a low number of non-juvenile prior crime counts
should be considered as out-of-distribution (OOD) task instances,
while other decision making cases are in-distribution (IND) task
instances. To analyze the in�uence of LLM-powered devil’s advo-
cates on groups’ utilization of AI assistance in these two types of
decision making cases, we again learned linear regression models

to predict a group’s standardized accuracy, standardized reliance
on correct AI recommendations, and standardized reliance on in-
correct AI recommendations within IND instances only or within
OOD instances only, and results are reported in Figures 4 and 5,
respectively.

Overall, we �nd that the increase in groups’ decision accuracy
that is brought about by the interactive devil’s advocate challenging
the correctness of the AI model’s recommendation (i.e., the one used
in theD�������AI treatment) mainly occurs on in-distribution task
instances (Figure 4a, V = 0.122, SE = 0.067, 95% CI = [�0.009, 0.254],
? = 0.069). In addition, the marginal increase in groups’ reliance
on correct AI recommendations (i.e., a marginal decrease in under-
reliance onAI) observed in the S������AI treatment compared to the
C������ treatment mainly comes from the out-of-distribution task
instances (Figure 5b, V = 0.619, SE = 0.355 95% CI = [�0.077, 1.315],
? = 0.081). Finally, for groups’ reliance on incorrect AI recom-
mendations, especially on out-of-distribution task instances (i.e.,
Figure 5c), the two interactive LLM-powered devil’s advocate ap-
peared to have the trend to help groups decrease their over-reliance
on AI, but these in�uences are not statistically signi�cant.

4.4 RQ4: How does LLM-powered devil’s
advocate a�ect groups’ perceptions of the
group processes?

In the exit survey, we included a few questions to understand partici-
pants’ perceptions of the group processes, including their perceived
workload in completing the decision making tasks and their per-
ceived teamwork quality within the group. Figure 6 compares par-
ticipants’ average responses to these questions across treatments.
For each of these questions, we used one-way ANOVA tests to
examine if there were any signi�cant di�erences in the responses
across participants in di�erent treatments. With respect to partic-
ipants’ perceived workload, we �nd that participants in di�erent
treatments reported similar perceptions on all but one aspect, which
is their perceived performance on completing the decision making
task (� (4, 328) = 2.417, ? = 0.048, [2 = 0.029)—participants in
the D�������AI reported the lowest level of self-perceived per-
formance (" = 4.107, (⇡ = 0.791), and a post-hoc pair-wise com-
parison further reveals that they felt themselves as signi�cantly
less successful in completing the group decision-making tasks than
participants in the S������AI treatment (" = 4.421, (⇡ = 0.617).
In addition, we also �nd that participants in di�erent treatments
exhibited signi�cantly di�erent perceptions regarding the precision
and usefulness of the information provided by other members of
their group (� (4, 328) = 3.396, ? = 0.010, [2 = 0.040 for preci-
sion, and � (4, 328) = 4.813, ? < 0.001, [2 = 0.055 for usefulness).
Post-hoc analyses suggest that, consistent with the earlier obser-
vation that participants in the D�������AI treatment perceived
themselves as less successful in completing the group decision
making tasks, these participants (" = 3.940, (⇡ = 0.896) also
rated the information provided by their teammates as signi�cantly
less precise than participants in the C������ (" = 4.393, (⇡ =
0.781; ? = 0.010) or S������M������� (" = 4.211, (⇡ = 0.853;
? = 0.036) treatments. Participants in the D�������AI treatment
(" = 3.821, (⇡ = 0.933) also perceived the information provided by
their teammates as signi�cantly less useful than participants in the
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(a) Standardized accuracy (b) Standardized reliance (AI correct) (c) Standardized reliance (AI wrong)

Figure 3: Estimated coe�cients from linear regressionmodels for predicting a group’s (a) standardized accuracy, (b) standardized
reliance on correct AI recommendations, and (c) standardized reliance on incorrect AI recommendations. The error bars indicate
the 95% con�dence intervals. For standardized accuracy and standardized reliance on correct AI recommendations, an interval
above zero is better; for standardized reliance on incorrect AI recommendations, an interval below zero is better.

(a) Standardized accuracy (IND) (b) Standardized reliance (IND-correct) (c) Standardized reliance (IND-wrong)

Figure 4: Estimated coe�cients from linear regression models for predicting a group’s (a) standardized accuracy on all in-
distribution tasks, (b) standardized reliance on in-distribution taskswhere theAI recommendation is correct, and (c) standardized
reliance on in-distribution tasks where the AI recommendation is wrong. The error bars indicate the 95% con�dence intervals.
For standardized accuracy and standardized reliance on correct AI recommendations, an interval above zero is better; for
standardized reliance on incorrect AI recommendations, an interval below zero is better.

C������ (" = 4.410, (⇡ = 0.716;? < 0.001) or S������M�������
(" = 4.301, (⇡ = 0.775; ? = 0.010) treatments.

For participantswho had interactedwith an LLM-powered devil’s
advocate during the group decision making process, we also mea-
sured their perceptions of the devil’s advocate, and the average
responses across the four treatments are shown in Figure 7. To see
if the designs of the LLM-powered devil’s advocate have any signi�-
cant e�ect on the user experience, we use two-way ANOVA tests to
examine if the target of objection or the interactivity of the devil’s
advocate signi�cantly changes di�erent aspects of the user experi-
ence. We �nd that compared to the non-interactive devil’s advocate,
participants were more likely to report themselves as collaborating
with the interactive devil’s advocate (� (1, 268) = 9.757, ? = 0.002,
[2 = 0.035), and they also considered the interactive devil’s advo-
cate as exhibiting higher quality (� (1, 268) = 11.211, ? = 0.001,
[2 = 0.040). In contrast, whether the devil’s advocate is targeted at
challenging the AI model’s recommendation or the group’s initial
majority opinion does not appear to a�ect participants’ perceptions

of its collaborative degree or quality. In general, participants’ satis-
faction with the devil’s advocate is also not signi�cantly di�erent
across treatments.

4.5 Exploratory analysis: How does
LLM-powered devil’s advocate contribute to
the group deliberation?

To gain deeper insights into how di�erent designs of LLM-powered
devil’s advocates contribute to the deliberation process in group
decision making, eventually a�ecting groups’ utilization of AI as-
sistance and perceptions of group processes, we conducted an ex-
ploratory analysis of the discussion logs produced from di�erent
treatments. We �rst notice that the inclusion of the devil’s advocate
in the AI-assisted group decision making process generally makes
group members engage in longer discussions (as measured by the
number of words in the chat messages produced by participants),
especially for groups in the D�������AI treatment (V = 198.25,
(⇢ = 55.31, 95% CI = [89.85, 306.66], ? < 0.001). This implies the
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(a) Standardized accuracy (OOD) (b) Standardized reliance (OOD-correct) (c) Standardized reliance (OOD-wrong)

Figure 5: Estimated coe�cients from linear regression models for predicting a group’s (a) standardized accuracy on all out-
of-distribution tasks, (b) standardized reliance on out-of-distribution tasks where the AI recommendation is correct, and (c)
standardized reliance on out-of-distribution tasks where the AI recommendation is wrong. The error bars indicate the 95%
con�dence intervals. For standardized accuracy and standardized reliance on correct AI recommendations, an interval above
zero is better; for standardized reliance on incorrect AI recommendations, an interval below zero is better.

Figure 6: Participants’ responses on their perceived workload in completing the AI-assisted group decision making tasks using
the NASA-TLX questionnaire, as well as their perceived teamwork quality within the group. All responses are given on a 5-point
Likert scale. Error bars represent the 95% con�dence interval of the mean value.

potential of using LLM-powered devil’s advocate to help groups en-
gage in more in-depth, thorough deliberations in decision making.

To obtain a more qualitative understanding of the ways in which
LLM-powered devil’s advocates contribute to group deliberation as
well as humans’ responses to these devil’s advocates, we conducted
qualitative coding of the chat messages obtained from all groups in
di�erent treatments. Speci�cally, one author of the paper started
by reading through a subset of the chat logs, and performing open
coding to develop a preliminary codebook. Subsequently, this initial
codebook was reviewed and re�ned by the entire research team,
ensuring a comprehensive and consistent coding schema. Following
this, another two authors of this paper independently coded all chat
logs using the re�ned codebook. The inter-rater reliability, assessed

using the Cohen’s Kappa score, was 0.75. Finally, for all chat logs
that the two coders disagreed with each other, they engaged in
further discussions and reached a consensus. Below, we highlight
the primary themes emerged from our qualitative analysis. For
more details of the qualitative analysis results, see the supplemental
materials.

First, for non-interactive LLM-powered devil’s advocates, our
analysis reveals a few ways that they typically use to provoke
group deliberation. For example, they will question the majori-
ty/AI’s decision rationale (e.g., “Is the jury’s decision based solely on
the defendant’s prior criminal record?”, Group 59, S������M�������
treatment). When designed to object the AI model’s recommen-
dations, the non-interactive LLM-powered devil’s advocate will
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Figure 7: Participants’ responses on their perception of the
LLM-powered devil’s advocate. All responses are given on a
5-point Likert scale. Error bars represent the 95% con�dence
interval of the mean value.

sometimes explicitly prompt people to evaluate the AI model’s
trustworthiness and biases (e.g., “Is the RiskComp model biased
against Black defendants?”, Group 4). Moreover, non-interactive
LLM-powered devil’s advocate may also challenge the AI/major-
ity’s prediction by highlighting the lack of necessary information
for making a highly certain prediction (i.e., information provided
in the defendants’ pro�les is insu�cient). For example, in one task,
Group 18 of the S������AI treatment received the following ques-
tion from the devil’s advocate—“Does RiskComp take into account
the speci�c circumstances of this case, such as the severity and context
of the battery charge?”.

Compared to non-interactive LLM-powered devil’s advocates, we
�nd some subtle di�erences in how the interactive LLM-powered
devil’s advocates actively participate in the group discussions and
contribute to the group deliberation. For example, although not
explicitly programmed to do so, we �nd that interactive devil’s
advocates sometimes attempt to ensure equal participation in group
discussions by explicitly inviting speci�c members in the group to
express their opinions and/or decision rationales. Interactive devil’s
advocates can also detect some participants’ misunderstanding of
the task information during the discussions and remind them about
the correct information (e.g., “It is worth noting that the defendant is
a 21-year-old male, not a juvenile.”, Group 60, D�������M�������
treatment). We also �nd the interactive devil’s advocates actively
guide participants to engage in a holistic evaluation of the decision
making case by taking all relevant information into consideration.
They also encourage participants to articulate the assumptions
behind their decision rationale and remind them to ground their
discussions on concrete evidence rather than speculation.

Finally, regarding participants’ responses to the devil’s advocate,
we �nd that in general, participants actively responded to the ques-
tions and requests from the devil’s advocate. Sometimes, they even
explicitly acknowledged in the discussion that the devil’s advocate
made interesting and valid points (e.g., “The DA is asking interesting

questions.”). However, the limited capabilities of the LLM-powered
devil’s advocate also led to some negative responses among partici-
pants in some cases. For example, the devil’s advocate sometimes
repeat the same argument multiple times, making participants de-
cide to ignore it (e.g., “Let the devil dance by its own”). When the
devil’s advocate keeps suggesting participants to consider features
that were not provided as a part of the task information in their
decision making, participants made fun of it, and in the extreme
cases, even expressed a degree of frustration towards it (e.g., “The
devil’s advocate was struck dumb”, Group 60). Overall, we observe
that participants often treat the LLM-powered devil’s advocate
as a personi�ed agent and tend to respond to it in an emotional,
human-like way.

5 DISCUSSION
In this paper, we make a �rst attempt to incorporate LLM-powered
devil’s advocates in AI-assisted group decision-making processes.
We conduct an experimental study to explore whether and how
di�erent designs of LLM-powered devil’s advocates can impact
groups’ behavior and performance in AI-assisted decision making,
as well as their perceptions of the group processes. Our �ndings
indicate that incorporating an LLM-powered devil’s advocate, es-
pecially one that questions the correctness of AI recommendations,
can be helpful for promoting groups’ appropriate utilization of AI
assistance. Moreover, people have a better experience collaborating
with interactive devil’s advocates and consider them as of higher
quality. In this section, we discuss the implications and limitations
of our study.

5.1 Unpacking the impacts of the interactive
LLM-powered devil’s advocate challenging
AI recommendations

One of the key �ndings of this study is that in the AI-assisted
group decision making scenarios, the inclusion of an interactive
LLM-powered devil’s advocate that challenges the correctness of AI
recommendations (as those used in the D�������AI treatment) can
help groups improve their appropriate reliance on AI and increase
groups’ decision making accuracy. This could be partly caused by
the fact that the interactive design of the devil’s advocate catalyzes
extended and in-depth discussions within groups, i.e., the devil’s
advocate increases the “amount” of deliberation. This is supported
by our observation that participants in the D�������AI treatment
have signi�cantly longer group discussions compared to partic-
ipants in the C������ treatment. In addition, as shown in our
exploratory analysis of the chat logs produced during the group
discussions, the devil’s advocate used in the D�������AI treatment
appears to encourage participants to make predictions in a more
systematic manner by having them examine a more comprehensive
set of factors and constantly re�ect on the soundness of their deci-
sion arguments. In other words, the devil’s advocate helps increase
the “quality” of deliberation as well.

That said, we notice that the improvement of appropriate re-
liance brought up by the devil’s advocate used in the D�������AI
treatment mostly occurs on the in-distribution task instances. On
the out-of-distribution task instances, while the devil’s advocate of
the D�������AI treatment shows a tendency to help groups reduce
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their over-reliance on incorrect AI recommendations, this reduc-
tion is not reliable. This limited capability in promoting groups’
appropriate reliance on out-of-distribution task instances may be
partly attributed to the way that the devil’s advocate is designed—
in designing the interactive devil’s advocate to challenge the AI
recommendations, we only provide to the LLM the decision rec-
ommendations made by the AI model as the context. Should more
information be provided to the LLM, such as the characteristics
of the training data of the AI model, it is possible that the LLM-
powered devil’s advocate could help groups better identify out-
of-distribution task instances and determine their reliance on AI
assistance on these instances more carefully. Future research could
explore more e�ective ways to explicitly enhance AI-assisted group
decision making on out-of-distribution task instances through the
use of devil’s advocate.

Another somewhat puzzling observation regarding the e�ects
of the devil’s advocate used in the D�������AI treatment is that
despite participants in this treatment having the highest decision
accuracy among participants in all treatments, they reported the
lowest level of self-perceptions of decision making performance. In
addition, they also had the lowest rating on the perceived teamwork
quality within their groups. We conjecture that this is because the
constant argumentation and debate brought up by the devil’s advo-
cate lead to some level of discomfort or discord within the group,
even if it may in fact improve group performance [69, 70]. The
level of this discomfort or discord may be the highest within the
D�������AI treatment, as participants in this treatment engage in
the most extensive argumentation. This observation highlights the
potential tension between di�erent design goals, such as increasing
group performance and promoting a collaborative group environ-
ment and experience. Future studies should look deeper into how
to strike a balance between these goals in designing LLM-powered
devil’s advocate.

5.2 Why does devil’s advocates challenging the
majority’s opinions have limited impacts?

An unexpected �nding in this study is that the LLM-powered devil’s
advocate appears to have limited impacts on groups’ appropriate
utilization of AI assistance when its primary goal is to challenge
the majority opinions within the group, rather than questioning the
AI model’s recommendations. This result suggests that the LLM-
powered devil’s advocate may fall short in presenting convincing
arguments that are capable of changing the majority opinion within
the group. Previous research has suggested that the devil’s advo-
cate is less e�ective than the “authentic dissenter”, likely because
it struggles to o�er creative and persuasive perspectives that gen-
uinely make a case for the minority opinion [69]. It’s worth noting
that the creative abilities of LLMs still lag behind those of humans
and is an area of ongoing development [97], which may partly ex-
plain why the devil’s advocate is less e�ective when it is designed
to challenge the majority’s viewpoints.

Another potential reason could be that, when the devil’s advo-
cate challenges the majority opinions, it may decrease people’s
con�dence and negatively a�ect the group’s overall climate, thus

reducing group members’ willingness to engage in discussions. Pre-
vious research has expressed the signi�cant roles that both con�-
dence and team climate play in the quality of group discussions [44].
In our experiment, we did observe that when the interactive devil’s
advocate challenges the majority opinion within the group, it re-
sults in shorter discussions compared to when it challenges the AI
model. Thus, future research should look into how devil’s advocate
can be designed to e�ectively challenge the majority’s viewpoints
without creating a sense of threat to group members’ con�dence
and psychological safety.

5.3 Challenges of utilizing large language
models for promoting group collaboration

As our study has shown, LLMs hold signi�cant promise for enhanc-
ing group collaboration and decision making processes, but they are
not without their challenges and constraints. LLMs like ChatGPT
are mainly designed and �ne-tuned for one-on-one conversations.
When it comes to multi-person discussions, the traditional design
of these LLM-powered conversational agents has limitations that
potentially hinder their e�ectiveness. For example, one notable dif-
ference between one-on-one conversations and group discussions
is how the LLMs should handle conversational turns. In one-on-
one conversations, LLMs respond to their conversation partner
in each turn. However, this approach becomes less practical in a
multi-person setting where many individuals talk simultaneously.
To make LLMs adapt better to group discussions, two key questions
need to be addressed—knowing when the LLM should speak, and
deciding to whom it speaks to. In our study, we decomposed this de-
cision process into three reasoning steps and used separate prompts
for each step. This approach helped engage LLMs in ongoing group
discussions and tailored their responses based on the conversa-
tional context. While our method showed promising outcomes, in
practice, it also exhibited some limitations—for example, as it takes
time for LLM to complete all reasoning steps, there is often a time
lag between the LLM’s output message and the participant’s input
message; new conversation may have taken place during this time,
making LLM’s messages sometimes out of context. Ultimately, the
goal is to enable LLMs to autonomously �gure out the right timing
to join the conversation and identify the most relevant people to
respond to in an online fashion. How to enable LLMs to do this
in multi-person conversations is an interesting research area for
further study.

Another interesting �nding from our research is that partici-
pants tended to treat the LLM-powered devil’s advocate as a per-
soni�ed agent, which is consistent with the �nding in the previous
research [32]. Unlike their interactions with traditional AI assis-
tants, participants in our study engaged with the devil’s advocate
in a manner that re�ected the attribution of human-like qualities
to LLMs. This anthropomorphization was evident in their expecta-
tions of intelligence from LLMs and emotional responses to LLMs.
In fact, participants not only expected the LLM-powered devil’s
advocates to make valid and diverse argumentation points, but also
expected them to know whether initiating an argumentation is
“meaningful”. When the devil’s advocate fell short of these expecta-
tions, participants expressed emotions such as sco�ng or anger, as
if interacting with another human. As an example, for Group 74 in
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the D�������AI treatment, after participants predicted a defendant
would reo�end due to their high number of prior crime counts, the
devil’s advocate suggested the group to go beyond just the defen-
dant’s criminal history and consider the fact that the current charge
is a misdemeanor battery o�ense before making their �nal predic-
tion. One participant, S275, in the group, however, considered this
process of critical thinking as unnecessary and complained “devil
advocate please relate...he has 19 prior crimes...he is on his late 30s,
no time to rethink, probably member of a gang.” In general, people’s
tendency to personify the LLM-powered devil’s advocate highlights
a fundamental shift in user expectations and behaviors when en-
gaging with advanced LLMs. It underscores the pressing need to
design LLM-powered agents for promoting group collaboration
that strikes a balance between meeting user expectations and not
creating false user expectations.

In addition, this dynamic raises important questions about the
blurred lines between human and arti�cial intelligence interac-
tions. In the past, individuals with strong decision-making abilities
might readily discern errors in AI-generated content [16]. How-
ever, nowadays, the personalized tones that LLMs take can make
“arti�cial hallucinations” [4] appear more convincing and harder to
identify [48, 117], potentially leading to ethical concerns regarding
deception and manipulation. Indeed, as shown in our study, when
LLMs participate in group decision making, they may be prone
to hallucinating and draw the group’s attention to information
that is not provided in the task. This is particularly concerning
as humans often embrace suggestions and comments provided by
advanced AI models like LLMs more readily than those made by
human experts, yet LLMs can hardly take any responsibility on
behalf of humans [14, 99]. These challenges all highlight the urgent
need for a clear ethical framework surrounding the use of LLMs in
participating and in�uencing group collaboration.

5.4 Limitations
While our study sheds light on the integration of the devil’s advo-
cate approach in AI-assisted group decision making in an online
setting, we acknowledge that our �ndings may not directly apply
to other modes of group collaboration, such as in-person group
decision making. Real-world group decision making encompasses a
spectrum of interaction modes, each with its unique dynamics and
challenges. Furthermore, our study had speci�c characteristics, in-
cluding the anonymity of participants, one-shot collaborations, and
the absence of domain expertise among participants. Consequently,
readers should exercise caution when generalizing our results to
scenarios where group members are familiar with each other, en-
gage in long-term interactions, and possess substantial domain
expertise. The dynamics of such settings may di�er signi�cantly
from those observed in our study.

In addition, our research was conducted within one speci�c
domain of recidivism risk assessment, and caution should be ex-
ercised when attempting to extrapolate our �ndings to decision-
making processes in entirely di�erent domains. Future research
endeavors should aim to investigate the applicability and adaptabil-
ity of devil’s advocate interventions across a broader spectrum of
decision-making scenarios. In addition, our study did not collect

data on why some participants may decide to drop out of the exper-
iment, thus our results mainly re�ect the impacts of LLM-powered
devil’s advocate on those participants who completed all the tasks
in our experiment. Understanding the reasons for participants to
drop out could have provided insights into how the introduction of
devil’s advocate in AI-assisted group decision making may a�ect
participants’ willingness to engage in the decision making activities.
Moreover, in our study, we intentionally employed a speci�c AI
model known to exhibit poor performance on defendants with cer-
tain characteristics. While this decision was deliberate, allowing us
to explore the impacts of LLM-powered devil’s advocate on groups
on out-of-distribution task instances, it did limit the generalizabil-
ity of our �ndings. The observed e�ectiveness of devil’s advocate
interventions may not hold in situations where AI models exhibit
di�erent kinds of biases or operate at a di�erent level of perfor-
mance. To achieve a more comprehensive understanding of the
e�cacy of devil’s advocate approaches, future research endeavors
should encompass a broader range of AI models and biases.

6 CONCLUSION
In this paper, we conduct an experiment to examine if including an
LLM-powered devil’s advocate can improve group discussions and
help people better utilize AI assistance in group decision-making
scenarios. We �nd that when the LLM-powered devil’s advocate
opposes the AI model and dynamically responds to the group’s con-
versation, it improves the group’s appropriate reliance on AI assis-
tance and leads to an increased level of decision accuracy. When the
devil’s advocate opposes the AI model’s recommendations without
interactive engagement, it helps people slightly reduce their under-
reliance on the AI model. On the other hand, we do not observe
signi�cant impacts on the groups’ behavior and performance when
the LLM-powered devil’s advocate disputes the majority viewpoints
within the group. Moreover, interactive LLM-powered devil’s advo-
cate are generally perceived as more collaborating and of higher
quality. In conclusion, our study shows the promise of leveraging
LLMs to facilitate group collaboration and enhance AI-assisted
group decision making, and we hope our work encourages more
future studies in this direction.
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