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Abstract—Stochastic games model the strategic interactions between
two or more players that occur in a sequence of stages. In this paper
we focus on computing the average reward Nash equilibrium (ARNE) of
a nonzero-sum stochastic game when the transition probabilities of the
game and reward structure of the players are unknown. We note that
the current state-of-the-art reinforcement learning (RL) algorithms that
compute the ARNE of nonzero-sum stochastic games requires solving a
matrix game corresponding to each state of the game at every iteration of
the algorithm, which is PPAD'-complete and incurs a memory complexity
that is exponential in the number of players. In this paper, we use
temporal difference error minimization and stochastic approximation
to develop a scalable RL algorithm to compute an ARNE of nonzero-
sum stochastic games. We prove the convergence of our algorithm to an
ARNE. We evaluate the performance of our algorithm using an attacker-
defender game modeled on a real-world ransomware dataset.

Index Terms—Stochastic games, Average reward Nash equilibrium,
Reinforcement learning

I. INTRODUCTION

Stochastic games introduced by Shapley generalize Markov de-
cision processes to model the strategic interactions between two or
more players that occur in a sequence of stages [1]. Dynamic nature
of stochastic games enables the modeling of competitive market
scenarios in economics [2], competition within and between species
for resources in evolutionary biology [3], resilience of cyber-physical
systems in engineering [4], and secure networks under adversarial
interventions in computer science [5].

Study of stochastic games is often focused on finding a set of Nash
Equilibrium (NE) [6] policies for the players such that no player
is able to increase their respective payoffs by unilaterally deviating
from their NE policies. The payoffs of a stochastic game are usually
evaluated under discounted or limiting average payoff [7], [8]. In
games with discounted payoff, the future rewards of the players are
scaled down by a factor between zero and one, and existence of
an NE is always guaranteed [9]. Limiting average payoff on the
other hand considers the time-average of the rewards received by the
players [8]. The existence of an NE under limiting average payoff
criteria for a general stochastic game is an open problem. When
an NE exists, value iteration, policy iteration, and linear/nonlinear
programming based approaches are proposed in the literature to find
an NE [7], [10]. These approaches, however, require the knowledge
of transition and the reward structures of the game. Further, these
solution approaches are only guaranteed to find an exact NE for
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special classes of stochastic games, such as zero-sum games, where
rewards of the players sum up to zero in all the game states [7].

Multi-agent reinforcement learning (MARL) algorithms have been
proposed in the literature to obtain NE policies of stochastic games
when the transition probabilities of the game and reward structure
of the players are unknown. MARL algorithms can be grouped
into three categories based on the objectives of the players [11].
(i) Cooperative games where players coordinate to achieve a common
goal. (ii)) Competitive games where players compete against each
other, and for any set of strategies the sum of the rewards to all
players is zero (referred to as zero-sum stochastic games). (iii) Mixed
games where each player tries to maximize its individual payoff
function and the rewards of the players may not necessarily add up
to zero (referred to as nonzero-sum stochastic games). In this paper
we focus on MARL algorithms for mixed games.

The authors of [12], [13] introduced a Q-learning algorithm (Nash-
R) to learn an NE of average reward stochastic games. Nash-R was
empirically shown to find an NE of a nonzero-sum game by ensuring
the players always use the same NE value for updating their Q-
values. However, the convergence guarantee of Nash-R assumes that
the game has a unique NE value, which is often not satisfied by
most of the games that model real-world applications [7]. Nash-R
also requires solving a matrix game corresponding to each state of
the game at every iteration of the algorithm which is PPAD!-complete
[14], [15] and incurs an exponential memory complexity in number
of players [12], [13]. Q-learning algorithms proposed in [16], [17]
for discounted stochastic games require solving matrix games and
similar conditions as in Nash-R for the convergence.

References in [18], [19], [20] developed actor-critic algorithms
to enhance the scalability of MARL algorithms for nonzero-sum
discounted stochastic games. Later [21], [22], [23] introduced ef-
ficient MARL algorithms for NE in zero-sum stochastic games,
but these are not suited for the nonzero-sum games we explore
here. In this work our goal is to develop a scalable algorithm to
compute average reward NE of nonzero-sum stochastic games when
the transition structure of the game is unknown. Though we employ
a multi-time scale, TD error minimization method similar to [18], our
work diverges by focusing on average reward stochastic games and
presents distinct convergence proofs, underscoring key differences in
approach and analysis. Our contributions are as follows.

e We provide a reinforcement learning algorithm, RL-ARNE, that
learns an average reward Nash equilibrium (ARNE) of nonzero-
sum stochastic games using TD error minimization.

e We prove the convergence of RL-ARNE algorithm to an ARNE
of the game using stochastic approximation.

e We evaluate the performance of RL-ARNE algorithm via an
attacker-defender game grounded on ransomware attack data
obtained from Refinable Attack INvestigation (RAIN) [24].

Organization of the Paper: Section II presents definitions and
existing results. Section III presents an RL algorithm to compute
an ARNE of nonzero-sum stochastic games. Section IV provides
evaluation of the proposed algorithm using an attacker-defender game
grounded on a real-world dataset. Section V presents the conclusions.
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II. FORMAL DEFINITIONS AND EXISTING RESULTS

Stochastic Games: A stochastic game G is defined as a tuple <
K,S, AP, r>, where K denotes the number of players, S represents
the state space, A := Ay X..., x Ak denotes the action space, P des-
ignates the transition probability kernel, and r represents the reward
functions. Here S and A are finite spaces. Let A := Uges Ax(s) be
the action space of each player k € {1,...,K}, where A (s) denotes
the set of actions allowed for player k at state s € S. Let &y be the set
of stationary policies corresponding to player k € {1,...,K}. A policy
T € My is said to be a deterministic stationary policy if 7, € {0, 1} 144
and said to be a stochastic stationary policy if m € [0, 1], Let
P(s|s,ay,...,ak) be the probability of transitioning from state s € S
to a state s’ € S under set of actions (ay,...,ak), where a; € Ai(s)
denotes the action chosen by player k at the state s. Further let
r¢(s,ay,...,ak,s") be the reward received by the player k when state
of G transitions from states s to s’ under set of actions (ay,...,ag).
Average Reward Payoff Structure: Let 7 = (7y,...,7g). Define
pi(s, ) to be the average reward payoff of player k when the game
starts at an arbitrary state s € S and the players follow their respective
policies 7. Let s" and aj be the state of game at time ¢ and the action
of player k at time ¢, respectively. Then py(s, ) is defined as

1
= liminf
Pe(s, ) = liminf -

T
ZEW[rk(s’,all,,.,,a’K)], (1)
=0

where the term B, z[ri(s',a},...,ak)] denotes the expected reward
at time ¢ when the game starts from a state s and the players draw a
set of actions (df,...,dY) at current state s’ based on their respective
policies from 7. All the players in G aim to maximize their individual
payoff values in Eqn. (1). Let —k be the opponents of a player k €
{1,...,K} (e, —k:={1,...,K}\k). Then let m_; := {m,..., g} \
7, denotes a set of stationary policies of the opponents of player k.
Equilibrium of G under average reward criteria is given below.

Definition II.1 (ARNE). A set of stationary policies ©* =
(7f,...,mg) forms an ARNE of G if and only if py(s,m},n*,) >
Pi(s,me,7*,), for all s € S,m € My and k € {1,...,K}.

A policy * = (x], ..., mg) is referred to as an ARNE of G. When
all the players follow ARNE policy, no player k can increase its
payoff by unilaterally deviating from its respective ARNE policy 7.
Unichain Stochastic Games: Let P(7) be the transition probability
structure of G induced by a set of deterministic policies 7. Stochastic
games that satisfy Assumption I1.2-(a) are referred to as unichain.

Assumption IL2. (a) For each deterministic policy set &, induced
Markov chain P(T) consists of one recurrent class of states. (b) There
exists a state sy such that for every deterministic T, sq is visited with
a nonzero probability within the first m stages for some integer m.

Assumption I1.2-(a) imposes a structural con-
straint on the Markov chain (MC) induced by
deterministic stationary policy set. Any G that
also satisfies Assumption I1.2-(b) will contain
only one recurrent class in P(x) for any given
stochastic policy set 7 [25]. MC with a single
recurrent class need not necessarily contain all
s € S. There may exist some transient states in P(7). Figure 1 shows
an example instance of P(7) induced by 7. It distinguishes between
the recurrent class (in blue) and transient states (in green), with
directional arrows representing possible transitions and probabilities.

Let R; and T denote a set of states in the /™ recurrent class of P(r)
for I € {1,...,L}, and a set of transient states in P(7), respectively,
where L denote the number of recurrent classes. Proposition I1.3 gives
results on the average reward values of the states in each R; and T.

MC with recurrent
and transient states.

Proposition I1.3 ([7], Section 3.2). The following statements are true
for any induced MC P(m) of G.

1) Forl€{1,...,L} and for all s € Ry, py(s,7) = p,i, where each
p]i denotes a real-valued constant.

L
2) pe(s,m)=Y q (s)p,i, if s € T, where q;(s) is the probability of
=1
reaching a state in ™ recurrent class from s.

1) in Proposition IL.3 implies that the average reward payoff of
player k takes the same value p,ﬂ for each state in the {™ recurrent
class. 2) suggests that the average reward payoff of a transient state
is a convex combination of the average payoffs corresponding to L
recurrent classes p,i.,...,p,f. Proposition I1.3 shows that for any G,
the average reward payoffs corresponding to each state solely depends
on the average reward payoffs of the recurrent classes in P(7).
ARNE in Unichain Stochastic Games: Existence of an ARNE
for nonzero-sum stochastic games is open. However, the existence of
ARNE is shown for some special classes of stochastic games [7].

Proposition I1.4 ([8], Theorem 2). There exists an ARNE for a
stochastic game that satisfies Assumption 11.2.

Let m, € m; be expressed as mp = [m(s)]|ses, Where mi(s) =
[nk(svak)]akeAk(s)' Further let a := (ay,...,ax) and a_j :=
a\ay. Define P(s'|s,ar,m )= Y  P(s|s,a)m_i(s,a_y), where

a,kGA,k(x)
P(s'|s,a) is the probability of transitioning to a state s
from state s under action set a. Also let ry(s,ar,T_g) =
Y Y P(s|s,a)r(s,a,s")m_(s,a_y), where ri(s,a,s’) is the
S’ESa,kE.A,k(S)
reward for player k under action set @ when a state transitions from
sto s’ Let Q% and A(m) be defined as follows:

QU =Pt vils) =i, ap, ) — Y P(|s a mg)vi(s'), (2)

MW o= Y LY e

Qy (s, ar), 3)
ke{D A} seSare A (s)

where vi(s) is the “value” of the game for player k at state s
and p, denotes the average reward value of player k independent
of initial state of the game. Qz’_";{k denotes the Temporal Difterence
(TD) error associated with player k at state s when taking action
ay. TD error represents the difference between the predicted future
rewards and the actual rewards obtained. TD error is used to update
the value function and the policy in RL algorithms. A high TD error
indicates that the predictions are significantly different from the actual
outcomes, suggesting that the player’s model of the environment
needs substantial updating. A low TD error suggests that the player’s
predictions are accurate. The term A(7) represents the total TD error,
which sums the TD error over all states and actions for all players.
Necessary and sufficient conditions for characterizing an ARNE of a
stochastic game that satisfies Assumption I1.2 is given below.

Proposition IL5 ([8], Theorem 4). Under Assumption I1.2, a set of

stochastic policies # = (7y,...,ng) forms an ARNE in G if and only
if T satisfies the following for all s € S,a; € Ai(s),k € {1,...,K}.
QL =0, (4a) A(m) =0, (4b)
Z m(s,ar) =1, m(s,a;) > 0. (4¢)

are Ay (s)

Stochastic Approximation Algorithms: Let i: %™ — %" be a
continuous function of a set of parameters z € ™. Then Stochastic
Approximation (SA) algorithms solve a set of equations of the form
h(z) = 0 based on the noisy measurements of A(z).

A=y Ol h(Z") +wl], for n>0. %)
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Here, n denotes the iteration index and 7z denote the estimation of
z at n'™ iteration of the algorithm. The terms w} and 8! represent the
zero mean measurement noise associated with z” and the step-size of
the algorithm, respectively. Note that the stationary points of Eqn. (5)
coincide with the solutions of A(z) = 0 when the noise term w? is
zero. Convergence analysis of SA algorithms requires investigating
their associated Ordinary Differential Equations (ODEs). The ODE
form of the SA algorithm in Eqn. (5) is given by z = h(z).

Additionally, the following assumptions on step-size 8! are re-
quired to guarantee the convergence of an SA algorithm.

Assumption IL.6. 6} satisfies, io: O = oo and i (3;’)2 < oo,
n=0 n=0

Few examples of 4! that satisfy the conditions given in Assump-
tion IL.6 are 8/ = 1/n and 8! = 1/nlog(n). A convergence result that
holds for a more general class of SA algorithms is given below.

Proposition IL1.7 ([26], [27]). Consider an SA algorithm in the
following form defined over a set of parameters z € #™ and a
continuous function h: Z"™: — RB":.

2 = O+ 8[A(") +wl + k"), for n20, ©)

where © is a projection operator that projects each 7" iterates onto a
compact and convex set A € ™ and K" denotes a bounded random
sequence. Let the ODE associated with the iterate in Eqn. (6) is

£=0(h(2)), (7
where O(h(z)) = lirrb W and © denotes a projection oper-
n—

ator that restricts the evolution of ODE in Egn. (7) to the set A. Let
the nonempty compact set Z denotes a set of asymptotically stable
equilibrium points of Eqn. (7). Then 7" converges almost surely to a
point in Z as n — oo given the following conditions are satisfied.

1) 8! satisfies the conditions in Assumption IL6.
ii

1 n,.n

2) nlgn (sup Y o'w!

® \i>n|l=n

) =0 almost surely.
3) lim k" =0 almost surely.
n—oo

Consider a class of SA algorithms that consist of two interdepen-
dent iterates that update on two different time scales (i.e., step-sizes
of two iterates are different in the order of magnitude). Let x € Z™
and y € Z™ and n > 0. Then the iterates given in the following
equations portray a format of such two-time scale SA algorithm.

= S AL YT = (Y W] (8)

The following proposition provides a convergence result related to
the aforementioned two-time scale SA algorithm.

Proposition I1.8 ([28], Chapter 6). Consider x"* and y" iterates given

in (8). Then, given the iterates in (8) are bounded, {(x',y")} converges

to (y(y*),y*) almost surely under the following conditions.

(D) f: @™ — "™ and g : B™T" — B™ are Lipschitz.

(Il) Iterates x* and y" are bounded.

(Ill) Let y:y— x. Forally € Z™, %= f(x,y) has an asymptotically
stable critical point y(y) such that function y is Lipschitz.

(IV) y=g(w(y),y) has a global asymptotically stable critical point.

(V) Let &"™ be an increasing o-field defined by &" :=
G(x”,...,xo,y”,...,yo,w;}_',...,wg,w;f",...,wg). Further

let k. and K, be two positive constants. Then w} and

wh are two noise sequences that satisfy, E[w?|E"] = 0,

EW2IEn = 0, B[ wl I €7 < we(1+ || 27 | + || " ), and

Bl w12 167 < w6 (1 127+ 17 )

(V) 8 and &) satisfy Assumption I1.6. Additionally, 1ijn sup % =0.
n—o0 x

III. DESIGN AND ANALYSIS OF RL-ARNE ALGORITHM

In this section we present a RL algorithm for learning an ARNE
of a nonzero-sum stochastic games and analyze its convergence. For
brevity we present the algorithm and its convergence results with
respect to two players D and A.

A. RL-ARNE: RL Algorithm for Computing ARNE

Algorithm III.1 presents the pseudocode of RL-ARNE, a stochastic
approximation-based algorithm with multiple time scales that com-
putes an ARNE of a nonzero-sum stochastic game. The necessary
and sufficient condition given in Proposition IL.5 is used to find an
ARNE policy pair (}, 7)) in Algorithm IIL1.

Algorithm ITI.1 RL-ARNE Algorithm
1: Input: State space (S), Rewards (rp, r,), Max. iterations (I >> 0)
2: Output: ARNE policies, (1}, 7)) < (z}, x!)
3: Initialization: n <« 0, )« 0, p? « 0, )+ 0, 0 + m; for
ke {D,A} and s < 5.

4: while n <1 do

5: Draw ap = d from 7(s) and aq = a from 77 (s)

6: Reveal the next state s’ according to P

7: Observe the rewards rp(s,d,a,s’) and r4(s,d,a,s")

8: for k€ {D,A} do

9: VZH () =v{(s)+ B‘T[rk(s,d,?,s’) —pg +v2(s') —V(s)]

10: pit! = pp+ gy et o]

11: e,f“(s,ak) = & (s,ar) + 8 [Lrerpay(re(s,d,a,s') —
P V() —vi(s) — & (s,ar)]

12: 71:,2Z+1 (s,ar) =T (] (s,ar)— 85 /n,?(s,ak)|rk(s,d,a,s’) -

P V() — v (s)[sen(—ef (5.a1)))
13: end for
14: Update the state of the game: s < s’
15: n<n+1
16: end while

Using SA, iterates in lines 9 and 10 compute the value functions
vi(s), at each state s € S, and average rewards p; of D and A
corresponding to policy pair (x], 7)), respectively. The iterates,
€ (s,ay) in line 11 and 7} (s,a;) in line 12, are chosen such that
Algorithm III.1 converges to an ARNE of the game. We present
below the outline of our approach.

In Theorem II1.14 we prove that all the policies (7p, 4 ) such that
Qijrk,k < 0 forms an unstable equilibrium point of the ODE associated
with the iterates 7} (s, ax). Hence, Algorithm III.1 will not converge
to such policies. Consider a policy pair (7, 7, ) such that Qi’;‘;k >0.
Note that, by Eqn. (3), such a policy pair satisfies A(7) > 0. When
A(m) > 0, Algorithm III.1 updates the policies of players in a descent
direction of A(7) to achieve ARNE (i.e., A(m) = 0).

Let the gradient of A(x) w.r.t policies mp and 74 be %, where
7 = (np,my). Then for each k € {D,A}, s €S, and a; € Ai(s),

aﬂf(ggk) = X Qf’,a’i represents each component of %. The
ke{D,A}

computation of 82?(?;1) requires the values of P which is unknown

in our game model. Therefore the iterate &} (s,ay) in line 11 of Algo-

rithm III.1 estimates &25(2721) using SA. Convergence of —&f(s,ay)

to azﬁgﬁk) is proved in Theorem IIL.9.

Additionally, in line 12 of Algorithm III.1, the map I'" projects
the policies to probability simplex defined by condition (4c) in
Proposition IL.5. Here, |- | denotes the absolute value. The function
sgn(y) denotes the continuous version of the standard sign function
(e.g., sgn() =tanh(cy) for any constant ¢ > 1). Lemma IIL.11 shows
that the policy iterates in line 12 update in a valid descent direction
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of A() and Theorem III.13 proves the convergence. Theorem III.14
then shows that the converged policies indeed form an ARNE.

The value function iterates in line 9 and the gradient estimate
iterates in line 11 of Algorithm III.1 update in a same faster time
scale §/' and &7, respectively. Policy iterates in line 12 update in a
slower time scale 8. Average reward payoff iterates in line 10 update
in an intermediate time scale 5,’}. Hence the step-sizes of the proposed
algorithm are chosen such that & = &7 > §; > 07. The step-sizes
must also satisfy the conditions in Assumption II.6. It is necessary to
satisfy these conditions to ensure the convergence. Similar conditions
on step sizes have been imposed to prove the convergence of the
multi-time scale RL algorithms presented in [18] and [25]. Due to
time scale separation, iterations in relatively faster time scales see
iterations in relatively slower times scales as quasi-static while the
latter sees former as nearly equilibrated (Chapter 6 of [28]).

Remark IIL.1. Algorithm IlI.1 must be trained offline due to the
information exchange that is required at line 11 of the algorithm.
Here, players are required to exchange the information about
their respective temporal difference error estimates, (ﬁk(pg‘,vZ) =
re(s,d,a,s') — pp +vi(s') — vi(s), as the iterates on each player’s
gradient estimation includes the term Yie(p a} O (P ,vy). Since the
algorithm is trained offline and the policies found at the end of
the training only depend on their respective actions, players do not
require any information exchange on their respective actions when
they execute their learned policies in real-time.

Proposition IIL2. Let K, A, and S denote the number of players,
the maximum cardinality of the action space of any player, and
the cardinality of state space. Algorithm IIl.1 has per iteration
computation and memory complexity of O(KA) and O(KSA).

Proof. RL-ARNE requires O(K) multiplications for the value and
average reward updates (lines 9-10 of Algorithm III.1), and O(KA)
multiplications for the gradient and policy updates (lines 11-12).
Thus, per iteration computation complexity is O(KA). The memory
required for the RL-ARNE is O(KS) for the value updates, O(K) for
the average reward updates, and O(KSA) for the gradient and policy
updates. Thus, memory complexity is O(KSA). O

B. Convergence Proof of the RL-ARNE Algorithm

We rewrite iterations in lines 9-10 as Eqns. (9)-(10) to show the
convergence of value and average reward payoff iterates.

it (s) = Vi) + 8 FO, ) () — Vi) +wil. (9)
Pt = pl+8MIG(pE) — p+wh]. (10)

For brevity we use 7(s,d,a) = nip(s,d)ms(s,a) and 7 to denote
(np, 7). Let P(s'|s,m) = Y Y n(s,d,a)P(s'|s,d,a). Two
deAp(s)acAa(s)

function maps F (vZ)(s) and G(p;) are defined as

FOLp0(0) = X PWlsm)n(s.dsa,s’) = pf +97()), (11)
s'eS
n d7 , /
= Y ()5, m) [ PETEEDDT) trilsdia,s)y (12)
s'eS n+l
The zero mean noise parameters wy, and wy, are defined as
wh = nlsidia,s) —pg+vi(s) = F (i, p)(s), (13)
n np]}: +rk(svd7a7s/) n
= K —— 2 -_G(p}). 14
Wp ntl (Pe) (14)
Let vg = [vi(s)]ses- Then the ODE associated with the iterates

given in Eqn. (9) corresponding to all s € S and the ODE associated
with the iterate in Eqn. (10) are as follows.

Vi = f(vk,p) and pr = g(pr), (15)

where f: 28l - %18l is such that S, pr) = F (vi, Pr) — v, where
F(vi,pr) = [F (vi, pr)(5)]ses and g : Z — Z is defined as g(py) =
G(py) — pr- We note that, in Algorithm III.1, value function iterates
(v(s)) runs in a relatively faster time scale compared to the average
reward iterates (p}). As a consequence, v} (s) iterates see p; as quasi-
static. Hence, for brevity, in the proofs of Lemma II1.3, Lemma II1.6,
and Theorem IIL.8 we represent f(vg,px) and F (v, p7)(s) as f(v)
and F(v})(s), respectively.

A set of lemmas that are used to prove the convergence of
the iterates in lines 9 and 10 of Algorithm III.1 are given below.
Lemma IIL.3 presents a property of the ODEs in Eqn. (15).

Lemma IIL3. Consider the ODEs vy = f(vg,pr) and pr = g(px)-
Then the functions f(vy,px) and g(py) are Lipschitz.

Proof. First we show f(vy) is Lipschitz. Consider two distinct value
vectors v; and V. Then,

| fvie) = F@y = [F (i) = F ()] = v — w4
<| F(w)—F (‘7k)H1+HVk*\7kH1
= ¥ |FO06) = FE) )|+ ve =l a6)
seS
Y [FO0© =FEI6)]| = X | L Pl m) () = 5(s")]
seS seS |s'eS
< Z Z P(s'|s, ) ‘vk(s’) —ﬁk(s’)’
5€85CS
<Y Y () =) =Y 1 ve—vlly = IS] ] ve = vll; -

seSs'eS seS

The inequalities above follow from the triangle inequality and ob-
serving the fact that max{P(s'|s, )} = 1. Then from Eqn. (16),

Il f(vi) = FTl <

Hence f(v;) is Lipschitz. Next we prove g(py) is Lipschitz. Let p
and Py be two distinct average payoff values. Then,

(IS[+1) [ vie =Wl -

lg(ox) —g(Pr)| = [ox — P] — [ox — Pr]| = 1Pk — Pl -

n+1
Therefore g(py) is Lipschitz. O

Lemma IIL.6 shows the map F(v}) = [F(v})(s)]ses is a pseudo-
contraction w.r.t some weighted sup-norm. The definitions of
weighted sup-norm and pseudo-contraction are given below.

Definition IIL4. Ler ||b||¢ denote the weighted sup-norm of a vector

beR™ w.rt vector € € #™. Then, ||b||e =maxy—p, . , %,

entry of vector b.

where
|b(q)| represent the absolute value of the g™
Definition IIL.5 (Pseudo contraction). Let ¢,¢ € #™<. Then a function

2R — R is said to be a pseudo contraction w.r.t the vector
p
Y€ XM if and only if,

19(c) -

Lemma IIL6. Consider F(vi,p[)(s) defined in Eqn. (11). Then the
function map F(vi,p}') = [F(V},p})(s)]lses is a pseudo-contraction
w.r.t some weighted sup-norm.

0@ lly<nllc—¢lly, where 0<1n < 1.

Proof. Consider two distinct value functions v and ¥. Then,

EOR) () = F @) ) =l Z,SP(S'ISJ)[VZ(S')—V‘Z(S’)Hh
=Y

n(s,d,a)P(s'|s,d,a) i (s') = 7 (s")]Il
s'€eSdeAp(s), acAa(s)

< Z nn(s,d,a) Z P(s'[s,d,a) || V{(s') —

deAp(s), acAx(s) s'eS

(s A7)
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Eqn. (17) follows from triangle inequality. To find an upper bound
for the term P(s'|s,d,a) in Eqn. (17), we construct a Stochastic
Shortest Path Problem (SSPP) with the same state space and transition
probability structure as in the game, and a player whose action set
is given by A, x A,. Further set the rewards corresponding to all
the state transition in SSPP to be —1. Then by Proposition 2.2
in [29], YyesP(s'|s,d,a)e(s’) < ne(s) holds for all s € S and
(d,a) € Ap(s) x A,(s), where & € [0,1]IS! and 0 < 1 < 1. Rewrite
Eqn. (17) as [F(V})(s) — F(7))(s)]

Ve (s") — ()]

< Z n(s,d,a) Z P(s'|s,d,a)e(s') )

deAp(s), acAu(s) =
< Y n(s,d,a) Y. P(s'|s,d,a)e(s') | Vi — 7},
deAp(s) ,acAx(s) s'eS

S

 deAp(s), acAx(s)
| FOR) = FT)lle <l vi = vkl O

n(s,d,a)ne(s) || vi = vlle = nels) v = velle-

Below we prove boundedness of Algorithm III.1 iterates.

Lemma IIL.7. Consider the RL-ARNE algorithm presented in Algo-
rithm IIL.1. Then, the iterates vi(s) and p}!, for s €S and k € {D,A},
in Eqn.(9) and Eqn.(10) are bounded.

Proof. Recall Eqns. (9) and (10). We know 5,3’ < 0. In order to
prove the result we first show the errors introduced in the slow iterates
vi(s) by the transient errors of the fast iterates p;’ approach to zero
as n — oo, For a positive integer A, with slight abuse of notation, we
+A(s) to denote the value function at the iterate n computed by

let v
k
replacing p; at Eqn.(9) with p£+A. As a consequence, an error

Err(vip) =v{™(s) —vi(s) = & (o — pi™™), (18)
is introduced in v(s) iterates, where the term p;' — p]:'+A captures

the transient errors of the fast iterate p;’. It has been shown that
[ pZ+A = 0(6;}) in [25], [30]. Then, from Eqn. (18) we get
Err(v;p) = O(8)85). This proves that Err(v;p) — 0 when n — oo
as 6,6 < 1 and 85 — O at a faster rate compared to & due to
8y < 8, when n — 0. Similarly, since 87 < &) and &7 < &j, we
can show Err(v;m), Err(p;m) — 0 as n — oo. Therefore, the error
introduced in the slow iterates due to the transient errors of the fast
iterates are asymptotically bounded.

Lemma IIL6 proved that F(v}}) is a pseudo-contraction w.r.t some
weighted sup-norm. By choosing step-size, 6, to satisfy Assump-
tion I1.6 and observing that the noise parameter, w} is zero mean
with bounded variance, all the conditions in Theorem 1 in [31] hold
for the game. Hence, by Theorem 1 in [31], the iterates v} (s) in
Eqn. (9) are bounded for all s € S.

Finally, we show the boundedness of the p;/ iterates. From Propo-
sition IL.3, for a fixed policy pair (7p,m4) and n >> 0, the average
reward payoff values p;! depend only on the rewards due to the
state transitions that occur within the recurrent classes of induced
MC. Recall that under Assumption II.2 the induced Markov chain,
P(np, s ), contains only a single recurrent class. Let S; be the set of
states in the recurrent class of P(7p, ). Then there exists a unique
stationary distribution p for P(7p,m4) restricted to states in S;. Thus
for n>> 0 and each k € {D,A},

ot =Y, p(s)r(s,m),

SES;

19)

where p(s) is the probability of being at state s € S; and ry(s, T)=
Y n(s,d)x(s,a) ¥, P(s'|s,d,a)r(s,d,a,s’) is the expected

deAp(s), acAx(s) s'eS

reward at the state s € S| for player k € {D,A}. Since Sy has finite

cardinality and the rewards rys are finite for the game, p;' converges

to a globally asymptotically stable critical point given in Eqn. (19)
and p; iterates are bounded. O

Theorem IIL.8 proves the convergence of the iterates v} (s) and p;'.

Theorem IIL8. Consider the RL-ARNE algorithm presented in
Algorithm IIL1. Then the iterates vi(s), for all s €S, and p} for
ke {D,A} in Egn. (9) and Eqn. (10) converge.

Proof. By Proposition I1.8, an SA-based algorithm converges under
the conditions (I)-(VI). Lemma III.3 and Lemma III.7 showed that
conditions (I) and (II) in Proposition II.8 are satisfied, respectively.

To show that condition (III) is satisfied, we first show that there
exists a Lipschitz function Wy (py) that characterizes the critical points
of v = f (v, pr) in Eqn. (15). Note that vy, is a critical point of v; =
S (v, py) if and only if v = F (v, pi)- Let |S| be the cardinality of the
state space associated with the game. Let 15,1 and Iig|x|s| denote all
ones vector with length [S| and |S| x |S| identity matrix, respectively.
Then using Eqn. (11), we get vy =7 — pglig| | +P(7p, 74 vy, which
can be rewritten as

(L) x|s| — P(7tp, Ta) | vic = 7 — piligx1 (20)

where 7 is a length |S| vector whose entries are given by
Y P(s'|s,m)ri(s,d,a,s’). The set of linear equations defined in
/

fif]n. (20) has infinite number of solutions under Assumption II.2
[71, [29]. Let J = Lg|xs] —P(np,my). Then for an arbitrary vector
o, we define Wi(pr) = I [F— pilis|1] + [Lis)x|s) — I J] @, where
JT denotes the generalized inverse [32] of J. Consider two distinct
pr and Py with a fixed @.

| wic(or) = wie(Pi) 13" (k= P s
[T 1 (o = Py lly ISITIT Ny I o — Pl

Hence, w(px) is Lipschitz. Next we show F(v})(s) is a non-
expansive map to prove the convergence of the v} (s) iterates. Con-
sider two distinct v} and v} Since P(s'|s, 7, m,) < 1, from Eqn. (17),
| FOVR)(s) = F@) ()| || vi(s') — 7(s")||. Thus F(v})(s) is a non-
expansive map and hence from Theorem 2.2 in [33] iterates v}(s),
for all s €S and k € {D,A}, converge to an asymptotically stable
critical point given by i (px). Hence, condition (III) is verified.
Lemma II1.7, showed that p/!, for k € {D,A}, converge to a globally
asymptotically stable critical point which implies that condition (IV)
is satisfied. From Eqns. (13) and (14), the noise measures have zero
mean. The variance of these noise measures are bounded by the
fineness of the rewards in the game and the boundedness of the
iterates v/(s) and p;. Thus condition (V) is satisfied. Finally, the
choice of step-sizes satisfies condition (VI). Therefore the results
follows by Proposition IL.8. O

Next theorem proves the convergence of gradient estimates.

Theorem IIL9. Consider Qi"‘;’ik and A(m) given in Egns. (2) and (3),

respectively. Then gradient estimation iterate, gl (s,a) in line 11

corresponding to any k € {D,A}, s €S, and aj, € Ay (s), converge to
(m)

— =— ¥y Q%
Im(s,ax) ke{a.n} k)"

Proof. Rewrite gradient estimation in line 11 as follows.

gt (ssan)= g (s, an) + 82 [~ Q% —€l(s.a) +wf], D)
ke{pA}
where wi= Y Qi—k Yy Q%’ak , and Qi =ri(s,d,a,s")—pf+
ke{D.A} te{pA} T
vi(s) —Vi(s). Since E(w}) =0, tlglg ODE associated with Eqn. (21)
is given by, & (s,ar) =— ¥ Q];]: — & (s,ar).
ke{p.Aa} T
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We use Proposition I1.7 to prove the convergence of gradient esti-
mation iterates, &/(s,ax). Step-size &7 is chosen such that condition
1) in Proposition II.7 is satisfied. Validity of condition 2) can be
shown as follows.

Y ain

l=n

2
E | lim | sup

= \ j>p

0. (22)

<4lim Y (8) E(lwe*) =
l=n

Inequality in Eqn. (22) follows by Doob inequality [27]. Equality
in Eqn. (22) follows by choosing &/ to satisfy Assumption IL.6 and
observing E(|[w|?) < e as r¢, V{, and p}! are bounded in the game.
Comparing Eqn. (21) with Eqn. (6), ¥k =0 in Eqn. (21). Therefore,

from Proposition IL7, as n — oo, £(s,ar) = — ¥ Q‘]E(’jr‘k =
ke{A,D} T
JA(m) . .
BELACTAE This completes the proof showing the convergence of
gradient estimation iterates €] (s, ax). O

Next, we prove the convergence of the policy iterates. In order to
do so, we proceed in the following manner.

1) We rewrite the conditions in Prop IL.5 that characterize ARNE of
the game as a non-linear optimization problem (Problem III.10).

2) Then we show the policies are updated in a valid decent
direction, /7 (s,ax }Qkﬂ k|sgn (%), w.r.t the objective
function (TD error), A(7), of Problem III.10 (Lemma III.11).

3) Using steps 1) and 2), we characterize the stable and unstable
equilibrium points associated with the ODE corresponding to
the policy iterates in line 12 (Lemma II1.12).

4) Invoking Prop II.7 we prove the convergence of policy iterates
to stable equilibrium points found in step 3) (Theorem II1.13).

Below we elaborate steps 1)-4). The non-linear program below
characterizes an ARNE of the game (step 1).

Problem IIL.10. The necessary and sufficient conditions given in
Proposition 11.5 that characterize the ARNE of the game can be

. . . S,dy
reformulated as the following non-linear program using Qkﬁnk,k and
A(m) introduced in Eqns. (2) and (3).

min A7) st Q>0 ) mls,a) =1; m(s,ax) >0,
P ' ar€A(s)
where v=(vp,va), v = [Vi(s)]ses; P = (PD:PA), T= (7D, Ta), M =

[T (s)]ses, M(s) = [m(s,a)]aen,(s) for k€ {D,A}.

Lemma III.11 proves policy iterates are updated in a valid descent
direction w.r.t the objective function, A(x) (step 2).

Lemma IIL11. Consider Qk‘;" , A(m) given in Egs. (2), (3),
respectively. For any k € {D, A} s €S, and a; € Ai(s), policy

iterate, 7 (s,ay), in line 12 of Algorithm III.1 is updated in a valid

descent direction, ,/n’k s,ar) !Qk g k|sgn (a?ﬁ fgk ) of A(mt) when

Q;{‘;T" >0 and A(m

Proof. First we rewrite policy iteration in line 12 as follows.

71:,:‘“(5 ay)= <7rk s,ag) 5”(,/7Tk (s,ax ‘Q;(” AR n(ﬁ)#»w%)), (23)
k

= /7 (s,ar) [!Q |- ’Qi‘;rkk‘] sgn(%) and Qf =
re(s,d,a,s')—pl+Vi(s") —v{(s). Policy iterate updates in the slowest
time scale when compared to the other iterates. Thus, all the terms
except QS’”k in Eqn. (23) use the converged values of v, py, and

aiAEEH)) w. rt policy n"

1
where w’;

= (my, 7).
Consider a policy 77:"Jrl whose entries are same as 7y except
the entry 7 "H(s ax) Wthh is chosen as in Eqn. (23), for small

0<df<<1 Let #= (7'1",':Jrl n",) and #& = (@, 7" ;). Also note

that E(w/t) = 0. Thus ignoring the term w/. and using Taylor series

expansion yields,
) D +o(82),

A(R) = ﬁ?—|—5"< \/ 7 (s, ax |§2i‘;r"A 87rksak)

where o(0y) represents the higher order terms corresponding to &7.
We ignore o(d7) in the second equality above since the choice of 87

. . 5,4, IA(R) s

is small. Notice that the term 0j T} (s, ax) "Qk,n:k,k‘ T (s ) is
negative. Since A(m) > 0 for any 7, we get A() < A(%). This proves
policies are updated in a valid descent direction. O

Notice that the ODE associated with Eqn. (23) is,
JdA(m)

T (s, ax)= ( 1 (s, ax ’ank|s n(m)), 24)

where T is the continuous version of the projection operator I which
is defined analogous to the continuous projection operator in Eqn. (7).
Let IT denotes the set of limit points associated with the system of
ODEs in Eqn. (24). Let the feasible set of Problem III.10 be

H= {n€L|Q”" >0, for all a; € Ai(s), s€S, ke {D,A}}, (25)

where the set = {ﬂ|2ak€¢4k(s) nk(s,ak) = l,nk(s,ak) >
0, for all a; € Ai(s), s €S}. The set IT can be partitioned using the
set H as I1 =11, UII,, where [T} =IINH and II, = IT\II;. Using
these notations and steps 1) and 2), we characterize the stable and
unstable equilibrium points of the system of ODEs in Eqn. (24) in
Lemma III.11 (step 3).

Lemma IIL.12. The following statements are true for the set of
equilibrium policies ©* of ODE in Eqn. (24).

1) All w* € 1y form a set of stable equilibrium points.
2) All n* €1, form a set of unstable equilibrium points.

Proof. First we show statement 1) holds. Since the set I1; is in the
feasible set H of Problem III.10 defined in Eqn. (25), for any n* €
I1;, there exists some a; € Ai(s), s € S that satisfy Qi jrk, >0. Let
By(n*) ={m € L|||x—n*|| < {}. Then, for any meB ( I\,
there exists a { >0 such that Q% > 0 which yields = (FY’ a)k) > 0.
This implies sgn (aiﬁ@o) > 0.

Hence, F(—\/nk s,a1) | [sen (anké”a)k))) <0 for any 7 €
By (m*) \I1;. This implies that 7 (s,a;) will decrease when moving
away from 7* € I1;. This proves n* € I1; is an stable equilibrium
point of the system of ODEs given in Eqn. (24).

To show statement 2) is true, we first note that for any n* € I,
there exists some a; € Ai(s), s €S such that Qi‘jﬁk < 0. Then, for

any 7 € B¢ (%) \ I, there exists a { >0 such that Q% <0 which
yields aiA(( ) g < 0. This implies sgn < 32?(22)) < 0. Therefore,

< /i (s, a ‘an k’sg (a”ké ll)k))) >0 for any m € By (m*)\
I1,. This implies that 7 (s,a;) will increase when moving away from

n* € I,. This proves 7* € I, is an unstable equilibrium point of the
system of ODEs in Eqn. (24) and completes the proof. O

Theorem II1.13 gives the convergence of the policy iterates to the
set of stable equilibrium points in step 3) (step 4).

Theorem IIL13. The policy iterates (s, a) for all a; € Ay(s), s €
S, and k € {D, A} in Algorithm IIl.1 converge to a stable equilibrium
point w* = (my,my) € .

_ As 5,4, JdA(n")
Proof. Recall wi = \/m(s,ar) [‘Qi’ — }Qk . . ’] sgn (9n,;’(s,ak))' We
invoke Proposition I1.7 to prove the convergence of policy iterates,
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7} (s,ay). Step-size &7 is chosen such that condition 1) in Proposi-
tion I1.7 is satisfied. Validity of condition 2) can be shown as follows.
_ 2

n

Y. 5wz

I=n

E | lim | sup

n—= \ i>n

<4lim ;(67’T>21E(\w2|2) =0. (26)

In Eqn. (26), inequality follows by Doob inequality [27] and equality
follows by choosing 6} to satisfy Assumption I1.6 and observing
E(|wh|?) < oo as 7y, vi» and p;! are bounded in the game. Comparing
Egs. (23) and (6), k¥ = 0. Therefore, from Proposition I1.7, as n — oo,
the policy iterates 7}’ (s,ay) for all a; € Ai(s), s€ S, and k € {D, A}
converge to a stable equilibrium point 7* € I1;. O

Next theorem proves the convergence of 7}/ (s,a;) given in line 12
of Algorithm III.1, to an ARNE in the game.

Theorem IIL.14. Consider Q‘;Ci(:;,k and A(m) given in Egns. (2)
and (3), respectively. A converged policy (1,7} of Algorithm III.1
forms an ARNE in the game.

Proof. In the following, we show any converged policy n* = (7}, 7))
returned by Algorithm III.1 will satisfy conditions (4a)-(4c) in
Proposition IL.5 and thus 7* forms an ARNE in the game.

Recall from Theorem IIL.13, the policy iterates 7 (s,a;) for all
ap € Ai(s), s €S, and k € {D, A} converge to a stable equi-
librium point 7©* € I1;. Also, recall IT denotes the set of limit
points associated with the system of ODEs in Eqn. (24) and L =
{H‘ZakEAk(s) n'k(s,ak) = l,nk(s,ak) >0, for all g; € .Ak(s), NS S}
Then, from the definition of the set IT;, any converged n* will satisfy
conditions (4a) and (4c), since * € [1} =IINH yields n* € H, where
H={rme L|9?;’ff?,k >0, for all a; € Ai(s), s€S, ke {D,A}}.

Then it suffices to show any 7* € I} will yield
\/ﬂk(s,ak)Q‘;"‘;Tkik = 0 since this proves condition (4b) in
Proposition IL.5. We show this ? contradiction arguments.

Note that T (—\/nk(s,ak)mi’;‘;k sgn agﬁgra)k)
a set of equilibrium polices associated with the system of ODEs in
Eqn. (24). Suppose there exists a policy 0 < m(s,d;) < 1 for some
ay € Ai(s), s€S, and k € {D, A} such that ”k(svak)ng;rk,k #0.
Consider the following two cases.

Case I: m(s,q) = 1 and QyF +# 0. Recall F(vi,pi) =

[F(vkspi)(5)]ses and F (v, pi)(s) = ZSP(S’ISJT) [re(s.d,a,s') —
s'e .
py + vk(s’)l. Then under Case I Y,ca.s) nk(s,ak)Qz”“ffik =
nk(s,a‘k)Qi";r’ik =0, where the first equality is due to m(s,a;) = 1
and the second equality is due to the convergence of the value iterates

to their true values (i.e., as n — oo, vy — F(vk, px)) which is proved in
Theorem II1.8. Further, as 7 (s,d;) = 1 this yields Q% =0, which

k.ﬂ,',]{ -

) =0 as 7* forms

contradicts the condition Q;i’fr‘;k #0 in Case L
Case II: 0 < m(s,ax) <1 and Q

S,k

T # 0. Under this case we get

r (*\/”k(f-ﬁk)m;ik . ‘sgn (95:?(%1))) = *\/”k(fﬁkﬂﬁxf Isgn (9?:?(&2)) #0,

due to conditions given in the Case II and assuming sgn(-) # 0.

However this contradicts avxith our initial observation of
F(—\/ﬂk(s,ak)|9‘,i’%k|sgn ((PM(E@))) =0.

Therefore, by contradiction, there does not exist any policy 0 <
(s, @) < 1 for some a, € Ag(s), s €S, and k € {D, A} such that
V(s,a) Q5 # 0. This proves condition (4b) in Proposition 1.5
holds. Since conditions (4a)-(4c) in Proposition I1.5 hold, a converged
policy (7}, 7)) of Algorithm III.1 forms an ARNE in the game. [

Remark III.15. RL-ARNE algorithm presented in Algorithm III.1
and the associated convergence proofs given in Section I11-B extend to
K-player, non-zero sum, average reward unichain stochastic games.
Unichain property is a mild regularity assumption compared to other
regularity conditions such as ergodicity or irreducibility [34].

IV. SIMULATIONS

In this section we test Algorithm III.1 on a real-world attack
dataset of a ransomware attack by an advanced persistant threat
(APT). We collected the attack data using RAIN framework [24]
and modeled the interaction between APT and a dynamic information
flow tracking (DIFT)-based defense mechanism as a non-zero sum
average reward stochastic game. The dataset consists of system logs
with both benign and malicious information flows recorded in a Linux
computer threatened by a ransomware attack. We first obtained a
graphical representation of the dataset, referred as information flow
graph (IFG). Immediate conversion of the system logs resulted in an
IFG with 173 nodes and 2426 edges. We then performed a pruning
technique to obtain a pruned IFG consisting of 18 nodes and 29 edges.
Nodes in the IFG symbolize system locations, such as processes, files,
and network sockets. These nodes form the state space for the DIFT-
APT game. The action space for DIFT is focused on making decisions
about inspecting or bypassing an incoming information flow at a
specific system location. The action space for APT involves making
strategic choices about moving to an adjacent system location linked
via edges in the IFG or opting to cease the attack by discontinuing
the information flow. For more details about the pruning technique
and the DIFT-APT game model please refer to [35].

We used the following learning rates: &) = 87 = 0.5 if n < 7000
and &) = o} = ﬁ, otherwise. &p = 67 = 1, if n < 7000 and
Op = m, op = ﬁ, otherwise. The learning rates remain
constant until iteration 7000 and then start decaying. We observed that
setting learning rates in this fashion helps the finite time convergence
of the algorithm. Here, the term x(s,n) in 6, and 87 denotes the total
number of times a state s € S is visited from 7000™ iteration onwards
in Algorithm III.1. Hence, 8 and &} depend on the iteration n and
the state visited at iteration n. The term 7(n) =n— 6999.

Let  ¢r(mp,v) = op(w,pp,vp) + 0a(7,pa,va), Where
T = (nD>7TA)’ p = (pD7pA)! V= (VD7VA)’ Here, ¢k(n7pk7vk)’
for k € {D,A}, is given by ¢(m,pr,vi) = Y Y (pc+

seSare Ai(s)
vie(s) — re(s,ap, ) — ¥ P(s’\s,ak,ﬂ_k)vk(s’))ﬂk(s,ak). We refer
'eS

to ¢r(m,p,v), (])D(n,pYD,vD), and @4(mw,pa,va) as the total TD
error, defender’s TD error, and adversary’s TD error, respectively.
Then conditions in Proposition IL.5 imply that a policy pair
forms an ARNE if and only if ¢p(7,pp,vp) = ¢a(7,pa,v4) = 0.
Consequently, at ARNE ¢r(m,p,v) =0.

Figure 2a plots ¢, ¢p, ¢4 corresponding to the policies given
by Algorithm IIL1 at iterations n = 1,500, ...,2.5 x 10°. The figure
shows that @7, ¢p and ¢4 converge close to 0 (=~ 1073) as n increases.
This suggests that RL-ARNE algorithm is converging to an ARNE
of the DIFT-APT game. Figure 2b illustrates the comparison of the
convergence trends for average reward values of DIFT and APT (pf,
and py) as implemented in Algorithm II.1 (RL-ARNE), against the
NashR algorithm [12], [13]. The outcomes demonstrate that p7} and
P4 achieved via RL-ARNE converge more rapidly and with lower
variance compared to those attained through the NashR.

Figure 2c presents a comparison of the average rewards for players
under converged policies from Algorithm III.1 (RL-ARNE policy)
versus the average reward values obtained using the NashR policy
and two distinct DIFT policies: i) the uniform policy and ii) the cut
policy. In the uniform policy scenario, DIFT selects actions across all
states following a uniform distribution. Under the cut policy, DIFT
conducts security analyses at bottleneck states within the pruned IFG
with a probability of one. It is important to note that the APT’s policy
remains consistent with the ARNE policy case for both the uniform
and cut policy scenarios. The results indicate that DIFT secures a
higher average reward utilizing the ARNE policy in comparison to
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Figure 2: (a) Plots of total TD error, ¢7 (7", p",v"), DIFT’s TD error ¢p(n",pj5,v},), and APT’s TD error ¢4 (n”, p4,v};) of Algorithm III.1 (RL-ARNE) for
ransomware attack. (b) Plots comparing the average rewards of DIFT (p}}) and APT (p}) obtained from RL-ARNE and NashR [12], [13]. (c) Comparison
of the pp and p4 obtained by the converged policies in RL-ARNE against pp and p4 obtained by NashR and two other policies of DIFT. Uniform: Security
analysis at every state under a uniform distribution. Cut: Security analysis at bottleneck states in the pruned IFG with probability one.

the NashR, uniform, and cut policies. Additionally, under the ARNE
policy deployed by DIFT, APT receives a lower reward relative to
the rewards it garners under the other mentioned policies.

V. CONCLUSION

In this paper we studied a competitive multi-agent stochastic
decision making problem (nonzero-sum stochastic game) with incom-
plete and imperfect information structure. We proposed an RL-based
algorithm, RL-ARNE, to learn an Average Reward Nash Equilibrium
(ARNE) of the game. The proposed algorithm is a multiple-time
scale stochastic approximation algorithm. We proved the convergence
of RL-ARNE algorithm to an ARNE of the game. We evaluated
the proposed RL-ARNE algorithm using a attaker-defender game
grounded on a real-world ransomware attack dataset collected using
RAIN framework. Our simulation results validated the convergence
of the proposed algorithm to an ARNE of the attacker-defender game.
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