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Abstract

Despite fundamental interests in learning quantum circuits, the existence of a com-
putationally efficient algorithm for learning shallow quantum circuits remains an open
question. Because shallow quantum circuits can generate distributions that are clas-
sically hard to sample from, existing learning algorithms do not apply. In this work,
we present a polynomial-time classical algorithm for learning the description of any un-
known n-qubit shallow quantum circuit U (with arbitrary unknown architecture) within
a small diamond distance using single-qubit measurement data on the output states of
U. We also provide a polynomial-time classical algorithm for learning the description of
any unknown n-qubit state [¢)) = U|0™) prepared by a shallow quantum circuit U (on
a 2D lattice) within a small trace distance using single-qubit measurements on copies
of |¢). Our approach uses a quantum circuit representation based on local inversions
and a technique to combine these inversions. This circuit representation yields an op-
timization landscape that can be efficiently navigated and enables efficient learning of
quantum circuits that are classically hard to simulate.

Contents

1 Introduction
1.1 Background . . . . . ..
1.2 Our Results . . . . . . 0
1.2.1 Learning general shallow quantum circuits . . . . . . . . .. .. ... ... ..
1.2.2 Learning geometrically-local shallow quantum circuits . . . .. ... ... ..
1.2.3 Learning output states of geometrically-local shallow quantum circuits . . . .
1.3 Discussion . . . . . . ..o e

fCo-first author. Both authors contributed equally (listed in alphabetical order).

RO

\V)



9

Technical overview 6

2.1 Learning U to a small diamond distance . . . . . . .. ... ... ... ... ... .. 6
2.1.1 Sewing local inversions . . . . . . .. ... L 6
2.1.2  Sewing Heisenberg-evolved Pauli operators . . . . . . . .. .. ... ... ... 8

2.2 Learning U |0") to a small trace distance . . . . . . ... . ... ... ... 9
2.2.1 Disentangling a 2D quantum state . . . . . ... .. ... oL 9
2.2.2  Learning finite correlated statesin 1D . . . . . ... ... oL 10

Preliminaries 11

Approximate local identity 14

4.1 Strong e-approximate local identity . . . . . . . .. ... oL 14

4.2 Weak e-approximate local identity . . . . . . . ... ... . ... ... ... 19

Learning shallow quantum circuits from a classical dataset 21

51 Results. . . . . o 22
5.1.1 Learning general shallow quantum circuits . . . . . . . . ... ... ... ... 22
5.1.2  Learning geometrically-local shallow quantum circuits . . . . .. .. ... .. 23

5.2 Techniques . . . . . . . e 25
5.2.1 Learning using local inversion . . . . . . . . .. ... ... L. 25
5.2.2 Learning using Heisenberg-evolved Pauli observables . . . . . ... ... ... 27

5.3 Learning general shallow circuits (Proof of Theorem 5) . . . .. ... ... ... ... 31
5.3.1 Arbitrary SU(4) gates . . . . . . ... 31
5.3.2 Finite gatesets . . . . . . . L 34

5.4 Learning geometrically-local shallow circuits (Proof of Theorem 6) . . . .. ... .. 38
5.4.1 Arbitrary SU(4) gates . . . . . . ... 38
5.4.2 Finite gatesets . . . . . . .. L L L 40

5.5 Learning shallow circuits on k-dimensional lattice with optimized circuit depth (Proof
of Theorem 7) . . . . . o o v oo 41
5.5.1 Arbitrary SU(4) gates . . . . . . . .. 43
5.0.2 Finite gate sets . . . . . . . L 46

Learning shallow quantum circuits from quantum queries 47

6.1 Learning local inversion using coherent quantum queries . . . . . .. .. .. .. ... 47

6.2 Learning geometrically-local shallow circuits over a finite gate set (Proof of Theorem 8) 50

Hardness for learning log-depth quantum circuits 53
Learning quantum states generated by shallow circuits in 2D 54
8.1 Learning 1D states by solving a constraint satisfaction problem . . . . ... ... .. 56
8.2 Disentangling a 2D state . . . . . . .. .. L L 58
8.3 Learning finite correlated statesin 1D . . . . .. ... oo oo 60
8.4 Robustness to imprecision . . . . . . . . ... e 65
Verifying learned shallow circuits under average-case distance 73

10 Exponentially many local minima in parameterized shallow quantum circuits 77



1 Introduction

The question of how to efficiently learn expressive classes of quantum states and circuits features
prominently in quantum complexity theory, quantum algorithm design, and the experimental char-
acterization of quantum devices. As a first step, one might consider the efficiency of learning shallow
(constant depth) quantum circuits, where, to date, there has been no resolution despite consider-
able interest from a number of angles. From a complexity perspective, shallow quantum circuits are
known to be more powerful than their classical counterparts [1-4], and under widely accepted com-
plexity assumptions, sampling from the output distribution of shallow quantum circuits is classically
hard to simulate [5-9]. This computational power provides the basis for quantum computational
advantage with NISQ (noisy intermediate-scale quantum) devices and supports the quest for de-
veloping quantum algorithms based on learning parameterized shallow quantum circuits [10-24].
Within an experimental setting focused on coherent errors or gate calibration, characterizing a
NISQ device can be modeled as learning what shallow quantum circuit the device is performing.
Despite substantial interest in the question of learning shallow quantum circuits from these direc-
tions, to date, no polynomial time algorithm for learning shallow quantum circuits has been found.
In this work, we introduce several efficient algorithms for two related tasks.

Theorem (Summary of main results). There are polynomial time algorithms for (1) learning the
description of an unknown n-qubit shallow quantum circuit U (with arbitrary unknown architecture)
within a small diamond distance, given access to U; (2) learning the description of an unknown
n-qubit state |¢) = U |0™) prepared by a shallow quantum circuit U (on a 2D lattice) within a small
trace distance, given copies of |1).

The main challenges in learning shallow quantum circuits are twofold. While foundational
results in computational learning theory have established the efficient learnability of shallow classical
circuits [25-27|, these techniques may not apply to shallow quantum circuits, as these circuits can
generate distributions with nontrivial correlations over the entire system that are classically hard
to simulate [7-9]. Furthermore, even when the structure of a shallow quantum circuit is known up
to parameterization, the optimization landscape for learning shallow quantum circuits is swamped
with exponentially many suboptimal local minima [23]. The bad optimization landscape causes
standard optimization methods, such as gradient descent algorithms and Newton methods, to fail
in learning shallow quantum circuits.

To address these challenges, we consider a quantum circuit representation based on local inver-
sions, which yields an optimization landscape that can be efficiently navigated. The local inversions
disentangle qubits in each local region in a way that does not perturb the remaining system. We
then show how these local inversions may be combined to build up the entire circuit without having
to solve a computationally hard problem. Together, this new technique enables us to learn a natural
class of quantum circuits that are classically hard to simulate.

1.1 Background

Learning shallow classical circuits Although the shallow quantum case has many conceptual
challenges resulting from non-locality, the learnability of shallow classical circuits is a fundamental
question in computational learning theory that has been well-studied and resolved in many cases.
Learning constant-depth classical circuits with bounded fan-in gates (NC°) is equivalent to learning
juntas and can be performed in polynomial time from uniform samples [26]. In addition, quasi-
polynomial time algorithms are known for learning constant-depth classical circuits with unbounded
fan-in AND/OR gates (AC®) [25], as well as mod p gates (AC%[p]) [27] in the PAC model. The



problem of learning shallow quantum circuits (QNCO) and their output states are natural quantum
analogs of learning Boolean circuits. As QNCY can be exponentially more powerful than ACY for
some computational problems [4], it is natural to ask if shallow quantum circuits can be learned
efficiently from random data samples.

Quantum machine learning When one parameterizes the gates in a quantum circuit, the pa-
rameterized quantum circuit forms an ML model, known as a quantum neural network, that can
learn from data and make predictions on new inputs [10-16]. Since deep parameterized quantum
circuits suffer from having barren plateaus in the optimization landscape [28, 29] and are challenging
to implement on noisy quantum devices [30, 31], shallow quantum circuits have been subject to ex-
tensive study in recent years [17-24|. Various applications of learning shallow quantum circuits have
been explored, ranging from compressing quantum circuits for implementing a unitary |16, 32-35],
speeding up quantum dynamics [36-40], to learning generative models for sampling from predicted
distributions [41-46]. While the optimization landscape for learning shallow quantum circuits is
free from barren plateau [17], the landscape is swamped with exponentially many suboptimal local
minima; see Section 10 and [23] for a study of this phenomenon. The presence of a large number of
suboptimal local minima causes standard local optimization methods, such as gradient descent or
Newton’s method, to fail in learning parameterized shallow quantum circuits.

Efficient quantum tomography While quantum state and process tomography generally re-
quire exponential resources, performing tomography over some restricted families of states or pro-
cesses can be made computationally efficient. Examples of such families include matrix product
states [47—49], high-temperature Gibbs states [50-52], stabilizer states [53-56], quantum phase states
[57], noninteracting Fermionic states [58], Clifford circuits with a small number of T gates [54, 56,
59|, Pauli channels under structural assumptions [60-63|, and interacting Hamiltonian dynamics
[64-74] (see [75] for a recent survey). Most of these examples correspond to quantum circuit fami-
lies that are classically easy to simulate [76-80]. In contrast, sampling from the output distribution
of constant-depth quantum circuits is classically hard even when restricted to a 2D lattice [6, 81].
The experimental effort to characterize NISQ devices motivates the question of how to perform
tomography for states and processes generated by shallow quantum circuits. While these states
can be learned sample-efficiently using shadow tomography [82—-84|, no computationally efficient
algorithms are known.

1.2 Our Results

We first focus on cases where one is given black-box access to the unknown unitary in (1) learning
general shallow quantum circuits and (2) learning geometrically-local shallow quantum circuits. We
then consider the more restricted model where one is only provided access to copies of an unknown
state and focus on (3) learning quantum states prepared by geometrically-local shallow quantum
circuits on 2-dimensional lattices.

1.2.1 Learning general shallow quantum circuits

Let U be an unknown n-qubit unitary generated by a shallow quantum circuit. The learning al-
gorithm uses a randomized measurement dataset consisting of N samples about U [16, 39, 40,
85-88]. This dataset has been proposed as the classical shadow of U [85-87]. Each classical
data sample specifies a random n-qubit product input state |¢y) = Q- [1¢;) and a randomized
Pauli measurement outcome |¢p) = @, |$¢i) on the output states U |1bg), where [¢hp;), |¢ri) €



{10), 1), [+), =), ly+), ly—)} are single-qubit stabilizer states. Each data sample can be generated
by a single query to U. Our goal is to learn U within a small diamond distance. The following
results have the form of learning a circuit V acting on 2n qubits, such that |V — U @ UT||, < e.
Hence, V' can be used to implement U by tracing out the n-qubit ancilla system.

Our first main result shows that one can learn U with a polynomial sample and computational
complexity, with only the assumption that U is constant-depth (i.e., U has arbitrary unknown
connectivity). Furthermore, the result applies even when the circuit generating U can have any
number m of ancilla qubits used as working space and can have arbitrary two-qubit gates in SU(4)
between any pair of the n + m qubits so long as the resulting operation on the n system qubits is
unitary. The learning algorithm is fully classical given the randomized measurement dataset.

Theorem 1 (Learning shallow quantum circuits; see Theorem 5). Given an unknown n-qubit uni-
tary U generated by a constant-depth circuit over any two-qubit gates between any pair of qubits.
One can learn a constant-depth circuit approximating U to diamond distance € with high probability
from N = O(n?log(n)/e?) samples about U and poly(n)/e* classical running time.

When the circuit is over a finite gate set, U can be learned to zero error with high probability
from N = O(logn) samples and poly(n) time.

1.2.2 Learning geometrically-local shallow quantum circuits

The algorithm for learning general shallow quantum circuits runs in polynomial time but with a large
exponent. Furthermore, the depth of the learned circuit V', while constant, could be substantially
greater than the depth of U. Motivated by the fact that most realistic quantum systems are
geometrically local on a finite-dimensional lattice, it is natural to wonder if these aspects can be
improved when learning geometrically-local quantum circuits on lattices. Next, we show that this
is indeed the case.

See Theorem 6 for a related result on learning shallow circuits over any geometry represented
by a bounded-degree graph.

Theorem 2 (Learning geometrically-local shallow circuits; see Theorem 7). Given an unknown
n-qubit geometrically-local depth-d quantum circuit U over a k-dimensional lattice with d,k = O(1).
One can learn a geometrically-local shallow circuit that approximates U to diamond distance € with
high probability from N = O(n?log(n)/e?) classical data samples and either

o O(n?log(n)/e?) classical running time with a learned circuit depth of (k + 1)44@kd)" 1.
o (n/s)o((Skd)kH) classical running time with a learned circuit depth of (k+1)(2d +1) + 1.

When the circuit is over a finite gate set, U can be learned to zero error with high probability from
N = O(logn) samples and O(nlog(n)) time with a learned circuit depth of (k+ 1)(2d + 1) + 1.

This shows that in the geometrically local setting, the learned circuit depth can achieve a linear
blow-up. Furthermore, the learning algorithm works for d = polylog(n) depth circuits at the cost
of quasipolynomial running time.

We remark that the more formal statement of the above theorem, which is labeled in this work as
Theorem 7, can be straightforwardly generalized to a larger class of unitaries called quantum cellular
automata (QCA), which play an important role in understanding quantum phases of matter [89-92|.
These are unitaries that map any geometrically local operator to a geometrically local operator in
the Heisenberg picture. For any such unitary, our proof technique applies without any modification,
yielding an efficient algorithm for learning any QCAs. Interestingly, while shallow quantum circuits



are QCAs by definition, the converse statement is not necessarily true. For instance, shifting a set
of qubits on a one-dimensional lattice trivially maps local operators to local operators. However, it
is impossible to decompose this unitary into a geometrically local shallow quantum circuit [90]; see
Ref. [91, 92] for other nontrivial examples of QCA. Therefore, our algorithm is applicable beyond
shallow quantum circuits.

So far, we have been focusing on learning a shallow quantum circuit from a classical randomized
measurement dataset. A natural question asks if further improvement is possible when we allow
more general quantum query access to U. In the following, we show that by using quantum queries
to U, an exponential improvement in query complexity is possible and this result is asymptotically-
optimal in both time and query complexity for learning geometrically-local shallow circuits over finite
gate sets. Surprisingly, quantum access also allows these circuits to be with certainty, dropping the
familiar qualifier of high probability. The matching lower bounds stem from the need to query at
least (1) times to obtain any information about U and to write down the learned n-qubit circuit,
which requires 2(n) time.

Theorem 3 (Learning shallow circuits with quantum queries; see Theorem 8). An unknown n-qubit
geometrically-local shallow quantum circuit U over a finite gate set can be learned to zero error with
zero failure probability using O(1) queries to U and ©(n) quantum computational time.

1.2.3 Learning output states of geometrically-local shallow quantum circuits

Besides learning the n-qubit unitary U using input-output queries, it is natural to study the problem
of learning a pure quantum state |¢)) prepared by a shallow quantum circuit U, i.e., |¢) = U |0™).
Here, instead of given access to U, we are only given copies of the pure state |¢) as in quantum
state tomography [47, 93]. As discussed in Section 1.1, most families of efficient learnable quantum
states, such as matrix product states [47-49] and stabilizer states [53-56], correspond to quantum
circuit families that are classically easy to simulate [77, 78]. In contrast, constant-depth quantum
circuits are classically hard to simulate even when restricted to a 2D lattice [6, 7].

Learning U |0™) from copies of U |0™) has an incomparable difficulty to the earlier results because
it has a less stringent requirement (learning an output state of U) but a more restricted access model
(accessing copies of U |0™) instead of U). While 1)) = U |0™) can be learned from polynomially many
copies [51, 94], the restricted access model makes the problem computationally more challenging,
and the question of whether there exists a polynomial time algorithm remains open. We give an
efficient algorithm when U is restricted to a 2D lattice.

Theorem 4 (Learning quantum states prepared by 2D shallow circuits; see Theorem 9). Given
copies of an unknown pure state 1), with the promise that [1)) = U |0™) for an unknown geometrically
local circuit U with depth d over a 2-dimensional lattice. One can learn a geometrically-local shallow
circuit with depth 3d that prepares 1) to trace distance e with high probability, using 20(d). (n/e)°M

copies of 1), in time (nd3/5)o(d3). When the circuit U is over a finite gate set, |1) can be learned
to zero error with high probability from O(log(n)) copies and O(nlogn) time.

Similarly, this result applies to d = polylog(n) depth at the cost of quasipolynomial running
time. The efficient learnability of quantum states prepared by a shallow quantum circuit acting on
3D lattices (or on more general geometries) remains a challenging and interesting open problem.

1.3 Discussion

Higher circuit depth In the general setting without geometric locality, we show that log-depth
circuits require exponentially many quantum queries to learn within a small diamond distance (see



Prop. 3), which is proven by showing that log-depth circuits can implement Grover’s oracle over
2™ elements and applying the Grover lower bound [95]. Therefore, our result for efficiently learning
general constant-depth quantum circuits cannot be extended to much higher depth.

In the geometrically-local setting, Theorem 7 implies polynomial-time learnability for quantum
circuits on a k-dimensional lattice up to log(n)l/ k depth, and quasi-polynomial time for up to
polylog(n) depth. What structural assumptions allow us to efficiently learn quantum circuits beyond
polylog-depth remains an important open question.

Worst-case vs average-case distance Motivated by the above discussion, it is natural to con-
sider learning quantum circuits under weaker notions of distance, analogous to the classical notion
of PAC learning. The standard notion of average-case distance in the literature |96, 97| is defined
as the distance between output states when averaging over input states generated by Haar random
unitaries. While learning polynomial-size quantum circuits to small average-case distance can be
achieved with polynomial sample complexity [16, 39|, the computational complexity of achieving a
small average-case distance remains an open question.

In addition, Ref. [86] considered a weaker notion of an average-case error where the goal is to
learn observables of the output state for random input states and showed that under this notion,
any quantum circuit (even those with exponential depth) could be learned in quasi-polynomial time.

Verifying the learned shallow quantum circuit Our learning algorithm provably works under
the promise that the unknown n-qubit channel C corresponds to a unitary C(p) = UpU' and the
unitary U is generated by a shallow quantum circuit. This promise does not necessarily hold: U
could be a deep quantum circuit that may or may not have a shallow quantum circuit implemen-
tation, and C may not be close to a unitary due to the noise in the quantum device. Even if there
is no promise of C, one can still bluntly apply our learning algorithm to learn an n-qubit channel
& generated by a shallow quantum circuit. However, the learned circuit £ is no longer guaranteed
to be close to the true unknown channel C. This raises the question of whether we can verify the
learned circuit £ or the promise on C.

In Section 9, we give an efficient verification algorithm that outputs pASS if £ is close to C in
the average-case distance and C is close to unitary. The verification algorithm outputs FAIL if & is
not close to C. Because £ is generated by a shallow quantum circuit, the verification algorithm only
needs to use the classical dataset consisting of random input product states and randomized Pauli
measurement outcomes on the outputs of C.

Being able to verify the learned shallow quantum circuits is central to applications such as
compressing quantum circuits for a known unitary. In this case, we have a known n-qubit unitary U
that we know how to implement using a high-depth circuit. The goal is to learn a low-depth circuit
that approximates U. If U does have a shallow circuit implementation, then our algorithm will learn
a shallow circuit implementation for U. However, U may not have a shallow circuit implementation.
In this case, the verification algorithm can tell us that our learning algorithm has failed. So far, we
are using a simple verification algorithm based on a (weak) approximate local identity test, which
only guarantees a small average-case distance. Whether more advanced verification schemes can
be used to achieve stronger guarantees efficiently is an interesting question that requires further
exploration.



2 Technical overview

Let U be an unknown n-qubit circuit of depth d = O(1). We consider the following two tasks: (1)
Learn a constant-depth circuit U from random data samples from U or query access to U, such
that U and U are close in diamond distance. (2) Learn a constant-depth circuit U from measuring
copies of the n-qubit state |[¢) = U |0™), such that U [0") and U 07) are close in trace distance.

A basic idea to learn U is to produce a guess U and check if U is close to U (i.e., Ut U is close
to identity). While the search space over U is exponentially large, the locality of shallow circuits
allows us to search more efficiently. For example, in the following figure, we can find a small local
inversion circuit Vi, that disentangles qubit 1 (the rightmost qubit), i.e., UV; ~ U’ ® I;. Here, the
input wires are at the bottom, and the output wires are at the top; V; is applied before applying U.

~ )
NA

This follows from a two-step argument. First, the existence of such a local inversion circuit is
guaranteed by the locality of U, as undoing the gates in the backward lightcone (shaded blue
region) of qubit 1 forms such a local inversion. Second, given a guess Vj, we develop an efficient
procedure to check approzimate local identity, i.e. UV ~ U’ ® I for some n — 1 qubit unitary
U’. This allows us to find local inversions via brute force enumerate-and-test since the search space
is small (as V; has depth d and is supported within a constant size region). Note that after this
exhaustive process, we may find a list of valid local inversions. The “ground truth” local inversion
compatible with the unique global inverse of the unitary is among them, but we do not know which
one. Similarly, given copies of a state ) = U |0™) we can find small local inversion circuits V; to
disentangle qubit 1, V; |¢) ~ [¢') ® |0), for some n — 1 qubit state |¢').

The above argument shows a procedure to efficiently learn local inversions for each qubit for
both of our learning problems. The central question is whether this suffices to reconstruct the
circuit and, if so, whether the reconstruction can be done efficiently. The main obstacle is that local
inversions for each qubit are not unique, and two local inversions on neighboring qubits may not be
consistent in the overlapping regions. Finding a consistent set of local inversions may require solving
a constraint satisfaction problem that is computationally hard. Next, we show how to overcome
this obstacle for learning U and |¢) = U |0™).

2.1 Learning U to a small diamond distance
2.1.1 Sewing local inversions

Suppose we have learned a set of local inversions C; for an unknown shallow quantum circuit U
for each qubit i. Here, we show how to reconstruct the circuit using the learned local information.
Surprisingly, the algorithm only requires an arbitrary element V; € C; for each qubit ¢, without the
need to search for the element compatible with the global inverse, which could require solving a
complicated constraint satisfaction problem. The formal statements on this algorithmic technique
are given in Section 5.2.1.

For simplicity, here we first assume all the local inversions are found exactly without any approx-
imation. Take any Vj € Cy, applying it to the unknown circuit U gives UV}, = U’ ® I3, see Eq. (1),
where we imagine qubit 1 to be the rightmost qubit and use a simple 1D geometry for illustration.
This represents some progress: applying Vi reduces the unknown n-qubit unitary U to an unknown



(n — 1)-qubit unitary U’ (note that U’ may not be a shallow circuit). A natural thought is whether
we can keep making this progress by applying local inversion on other qubits. The main issue here
is that now the unitary has changed. For example, consider qubit 2 which is right next to qubit 1.
Due to the fact that they have overlapping lightcones, some local inversion Vo € Co may no longer
work for the new circuit UV;. Separately, we can attempt to find local inversion for qubit 2 with
respect to this new circuit UVy; however, doing so might disturb the progress we have made on
qubit 1 and therefore requires coordinated effort across different qubits. This is exactly the type of
constraint satisfaction problem that we want to avoid.

Here we introduce a general approach to keep making progress: the idea is to introduce a fresh
ancilla qubit, swap it with qubit 1, and then undo the local inversion V;. We show this in two steps:
first, introduce a fresh ancilla qubit (red) and swap it with qubit 1,

SR
and then apply VIT,

v | - 7] : )
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To explain the second equality of Eq. (3), note that without the swap operation, the above procedure
is not doing anything (since we just perform some operation and undo it). In the second picture of

Eq. (3), after experiencing VlT, the red wire corresponds to the first output wire of U, but then it
gets swapped out to the ancilla. Therefore, the overall effect is equivalent to performing a swap at
the end after applying U.

The key reason that the above procedure is useful is because it repairs the circuit. This allows
us to continue doing the same operation on qubit 2 because even though a lot of operations were
applied before U (see the first picture in Eq. (3)), it is equivalent to as if nothing were applied
before U (see the last picture in Eq. (3)); therefore we can similarly apply V;, swap with a new
fresh qubit, and V5 before U, achieving the effect of swapping qubit 2 at the end. Repeating the
above procedure for all qubits, we have learned a circuit U acting on 2n qubits that satisfies

which implies that U==5. (U®UT), where S denotes the global swap operation between the system
and ancilla qubits. To implement U using the learned circuit, on input p we initialize an ancilla
register with some arbitrary state (say |0™)), apply S - U and trace out the ancilla register, and
the output state equals UpUT. We can use a similar procedure to implement UT. Thus, the above
procedure simultaneously learns to implement U and U, using access only to U.



Finally, we remark that the learned circuit .S - U is shallow. To see this, note that S = SWAP®"
is depth-1. U consists of unitaries of the form W; .=V, - SWAP - V;r that are local: each of them
supports on the lightcone of qubit ¢, as well as an extra ancilla qubit. Therefore we can implement
non-overlapping W;s simultaneously, and all of the W;s can be stacked into a constant number of
layers since, at most, a constant number of qubits share overlapping lightcones.

To achieve the optimal query and time complexity of ©(1), O(n) for learning geometrically-local
shallow quantum circuits over finite gate sets in Theorem 3, we present a quantum learning algorithm
that finds the exact local inversions for all n qubits with zero failure probability by querying U for
only O(1) times. This surprising scaling is achieved by combining a few ideas: (a) coloring the
geometry described by a bounded-degree graph, (b) decoupling the n-qubit unitary U into O(n)
few-qubit channels based on the coloring, and (c) designing a tournament to perfectly distinguish
between two classes of few-qubit quantum channels: those that form an exact local identity versus
those that do not. The tournament uses the perfect distinguishability of certain pairs of CPTP maps
shown in [98], where we design the few-qubit channels to ensure perfect distinguishability. Then,
the learning algorithm finds a good order to sew the local inversions to produce a constant-depth
circuit implementation for the unknown constant-depth n-qubit circuit U.

2.1.2 Sewing Heisenberg-evolved Pauli operators

Next, we describe a simpler technique based on directly sewing the Heisenberg-evolved Pauli oper-
ators UTP,U (P; is a single-qubit Pauli acting on qubit i) and discuss how it is closely related to
local inversion. Section 5.2.2 provides a detailed discussion of this technique.

We first describe how to learn the Heisenberg-evolved Pauli operators. Because U is a shallow
quantum circuit, each operator UT P,U acts on a constant number of qubits. The few-qubit observ-
able UTP,U can be reconstructed from the randomized measurement dataset. Let the random input
product state be |¢) = |1)1) ® - - - ® |1, ), where |¢);) is a random one-qubit stabilizer state. Because
each qubit in the output state is measured in a random X,Y, 7 basis with equal probability, we
will measure P; on the output state U |)t| Ut with probability 1/3. This allows us to estimate
(Y|UTP;Up). Then, we show that we can efficiently reconstruct UTP,U from a small number of
different random input states.

After learning the 3n Heisenberg-evolved Pauli operators UTP,U, we present a direct approach
for sewing them into a circuit. This approach uses the identity SWAP = % > pe (1LX.Y,2} P®P. Let
S; be the SWAP gate acting on the i-th system qubit and the i-th ancilla qubit, let S = ®}'_;S; be
the global swap between system and ancilla, and let W; := UTS;U = % ZPG{I,X,Y,Z} UPUQP,Vi =

1,...,n. From the previous technique for sewing local inversion, we have proven the identity
n
veut=s-T](vi-s: Vi), (5)
i=1

where V; satisfies UV; = U’ ) I; is an arbitrary exact local inversion on qubit 7. We can see that
viesi-vi =vtovis - vivto = utsu = wi — veut = s [Iwi = s T] (U'siv) . ()
i=1 i=1

The new equation can also be seen by itself: simply cancel U with UT in the product so that the



right-hand side becomes SUTSU, and observe that

As we can see, the Heisenberg-evolved Pauli operators can be directly sewn into U @ UT.

This outlines the following procedure to learn U: first learn the Heisenberg-evolved Pauli oper-
ators {UTP,U}?"_,, combine them to form {W;}"_, according to W; = %ZPE{I,X,Y,Z} UTRU @ P,
and reconstruct the circuit using {W;}?_ ;. Note that each W; acts on a constant number k of qubits
and can be directly compiled into a circuit of depth 29%). To further optimize the depth of the
learned circuit, notice that each W; has the form W; = U 18, U = VZ-SZ-V;, i.e., it can be represented
by a depth-(2d + 1) circuit. We can find such a representation for W; by brute-force enumerating
all depth-(2d + 1) circuits acting on k qubits, and the learned circuit has the same form as in
Section 2.1.1. This thus provides a simpler framework for learning an unknown shallow quantum
circuit U using a classical dataset containing random samples about U.

To prove Theorem 1 and 2 on learning general and geometrically-local shallow quantum circuits,
we combine this framework with some additional ideas on (a) coloring the k-dimensional lattices
to ensure all qubits with the same color has nonoverlapping lightcone, (b) truncating small Fourier
coeflicients to ensure the learned observables acts only on qubits in the support of the true ob-
servables, (c) compiling the Heisenberg-evolved Pauli operator when over a finite gate set, and (d)
finding a good order to sew the Heisenberg-evolved Pauli operators into a short-depth circuit.

2.2 Learning U |0") to a small trace distance

Next, we discuss how to learn a quantum state [¢)) = U |0™) prepared by a shallow circuit U, given
copies of [¢). While this problem appears to be simpler (we need to learn U |0™) instead of the
entire U), the weaker access model (we only have access to the output of U for the all-zero input
state |0")) poses new fundamental challenges. In particular, we can learn local inversions V; that
give V;U |0") = |¢) ® |0); instead of the much stronger UV; = U’ ® I;, and the previous approach
of “keep making progress by swapping ancilla qubits” does not seem to work.

Here, we address these challenges by developing new techniques tailored to a 2D lattice. The
main idea is to disentangle the state into many 1D-like states that are easy to learn by leveraging
the fact that 1D constraint satisfaction problems can be efficiently solved.

2.2.1 Disentangling a 2D quantum state

Our starting point is the simpler problem of learning a state [¢)) = U |0™), with the promise that U
is a shallow circuit (white box) acting on a 1D lattice:

| (8)

A B

Let A, B, and C' be contiguous regions of constant size. We can find a set of local inversions C4 for
A by enumerating over circuits acting on the lightcone of A (blue shape). The question is how to
combine different local inversions into a circuit. The key observation is that two neighboring local



inversions can be merged together if they are “consistent”, i.e., sharing the same gates where they
overlap. For example, some V4 € C4 (blue) and Vi € Cp (red) can be merged into a larger circuit
of the same depth V4 p if they share the same gates in the overlapping region (intersecting triangle);
the merged circuit Vap satisfies Vap 1)) = |¢') ® |0) 45. This defines a constraint satisfaction
problem: we need to find a local inversion for each region such that neighboring local inversions
are consistent. Such a solution must exist (since the “ground truth” local inversions satisfy these
constraints), and we can efficiently find such a solution by simple dynamic programming in time
O(n|C|?) where |C| denotes the maximum number of local inversions for a small region. This gives
a circuit V that satisfies V |[¢)) = |0™), so the state |1) can be prepared by |¢) = V1|0").

From this perspective, generalizing this approach to 2D may be a difficult task since constraint
satisfaction problems on 2D lattices are NP-hard in general. We address this challenge using an
additional insight: instead of solving the constraint satisfaction problem directly in 2D, we first use
the 1D argument to disentangle the 2D state.

U
]
|
|
|

i A1 Az Az Ay As Ag A7 Ag (9)
A B C By By B3 By Bs Bg By

The LHS of (9) shows a quantum state |¢)) prepared by a depth-d circuit acting on a 2D lattice,
divided into three regions A, B, and C. A well-known fact about these states is that they have
finite correlation length: if the width of B is sufficiently large (say 5d), then the mutual information
between A and C is zero, i.e. the reduced density matrix of p = |¢)(¢)| on AC satisfies pac = pa®pc.
This fact itself does not simplify the problem because A and C' are both entangled with B. However,
if for some reason we have pp = [0)(0| 5, then this would force p4 and pc to be pure states and not
entangled with any outside qubits.

But this is exactly what we can achieve using the 1D argument: we can learn local inversions for
a small piece of B (shaded blue) by finding circuits acting on a slightly larger region (dotted blue).
We can do this for contiguous small regions (here, the blue, red, and green regions play exactly the
same role as in (8)), and by repeating the 1D argument we can find a depth-d circuit V' acting on
a region slightly larger than B, such that Trac(V [)e| VT) = [0X0| 5. After applying V, the state
becomes |¢) 4 ® [0) 5 ® |¢)~ for some unknown pure states [¢) 4, |®)

Finally, note that this argument can be repeated horizontally across the entire system; overall,
we can learn a depth-d circuit V' such that V |¢)) has the form of RHS in (9). Here, all the shaded
B regions are inverted and in the state |0). Each of the white regions is in a pure state and
disentangled with each other. Now, the problem is reduced to learning each of the states |¢) 4, on

the white regions separately. To prepare [t), we first prepare (®; [¢) 4,) ® |0) g, then apply 1748

2.2.2 Learning finite correlated states in 1D

Here we address the final step of learning the 1D-like states |¢) 4. The main challenge here is that
the previous argument in (8) is not immediately applicable: we do not have the guarantee that
|¢) 4, is prepared by a shallow circuit acting on |0), . Instead, what we know is that the global
state (®; [¢) 4,) ®|0) g is prepared by a depth-2d circuit acting on |0) 45, because it equals to V' [¢)).

Our starting point is to observe the following structure of the state |¢) 4,° it can be prepared
by a depth-2d circuit acting on A; as well as some ancilla qubits AiL and AZR (see Fig. 5 for an
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illustration). To see this, recall that |¢) , is part of a state that is prepared by a depth-2d circuit.
Now, imagine that we undo all the gates in that circuit, except for those in the backward lightcone
of A;. This procedure does not affect the state on A;, and the resulting circuit (denoted as W;)
has exactly the same shape as in Fig. 5, where AiL , AZR both have width 2d. We then develop an
algorithm to learn such a depth-2d circuit to prepare |¢),.. This problem is different from (8) in
nature due to the existence of ancilla qubits. However, its simple 1D structure allows us to develop
a similar argument by solving a 1D constraint satisfaction problem. This implies that we can learn
a depth-2d circuit to prepare the entire system in RHS of (9). Thus the total learned circuit depth
to prepare [1)) equals 3d (see Claim 2 of Theorem 9).

In addition, we give a separate argument showing that each of the disentangled states |¢) 4, In

RHS of (9) can be prepared with a 1D circuit of depth 20(@) without any ancilla qubits. This
implies an algorithm where the learned circuit for preparing |¢)) has depth 20(@) and does not use
ancilla qubits (see Claim 3 of Theorem 9).

Finally, note that throughout Section 2.2.1 and 2.2.2 we have been working with a simple
setting with a finite gate set, which allows each step in the above argument to be performed ezactly
without any approximation error. Generalizing these arguments to arbitrary SU(4) gates requires
each step of the argument to be robust, in the sense that small errors in each step do not accumulate
significantly. In particular, we can only approximately disentangle the state using the procedure in
(9), and learning the remaining 1D states poses new technical challenges as they are no longer pure.
These issues are addressed in Section 8.4, which leads to a robust version of the above result; see
Claim 1 of Theorem 9.

3 Preliminaries

Let stab; = {|0),|1),|+),|—),|y+),|y—)} be the set of single-qubit stabilizer states. Given an
n-qubit unitary U, we use the Catholic letter U to denote the corresponding CPTP map U(X) =
UXUT. We denote T as the identity CPTP map. Given a Pauli operator P € {X,Y, Z}, we consider
P; to be a multi-qubit operator that is equal to the tensor product of P on the i-th qubit and identity
on the rest of the qubits. We also consider the following definitions.

Definition 1 (Reduced channel). Given n >0, i € {1,...,n}, and an n-qubit CPTP map C. The
reduced channel Eii of the CPTP map C with the i-th qubit removed is

(@)
Ei(psi) = Ty (C <12 ®P7éi>> ; (10)

where p; s a density matriz on all except the i-th qubit, I s the identity on the i-th qubit, and
Tr; is the partial trace over the i-th qubit. For k € {0,1,...,n}, we define

c J(1,.0k)
Er(pr) = Tran | C | —op—@psi | | (11)

where psy, is a density matriz on all except the first k qubits, 1K) is the identity on the first k
qubits, and Tr<y, is the partial trace over the first k qubits. Given a subset of qubits S C {1,...,n},

we define
1(£9)
ES() = Trgg (C <2n_S| ® ())) ; (12)

where 1'#5) is the identity on qubits not in S and Trgg is the partial trace over qubits not in S.
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Definition 2 (Fidelity). Given two quantum states p,o. The fidelity F(p,o) € [0,1] between the
two states is defined as Tr(w/\/ﬁa\/ﬁ)z. If o = |Y)l|, then F(p,0) = (Y| p|).

Fact 1 (Properties of fidelity [99]). The function 1 — F(p, o) satisfies

1—-F(p,o)=1—F(o,p) (symmetric);
1—-F(p,0)>0 (nonnegative );
1-F(p,0)=0 <= p=o (identity of indiscernible).

(
(
(
But 1 — F does not satisfy triangle inequality. In contrast, ©(p,o) = arcsin(dl — F(p, U)) €
[0,7/2] is symmetric, nonnegative, and satisfies identity of indiscernible and triangle inequality,
O(p.0) < O(p,7) + O(7,0). (16)

Hence, 0(p,0) is a metric (known as the Fubini-Study metric), but 1 — F(p, o) is not. In addition
to the metric properties, we also have

1
1= F($,0) < 510 = ol (1)

for any state p and any pure state 1, where ||-||,, is the trace norm. Also, the fidelity is monotonic
increasing under CPTP maps,
F(&(p),&(0)) = F(p, o), (18)

for any CPTP map £ and any state p,o.

Definition 3 (Average-case distance). Given two n-qubit CPTP maps E1,E. The average-case
distance Daye(E1, E2) between the two CPTP maps is defined as

E 1= F(E(eXs]), E(1v)XyD)], (19)
[):Unif

where E|yy.unit considers averaging under the uniform measure over pure states.

Fact 2 (Haar average for average-case distance |96]). Given an n-qubit CPTP map £ and an n-qubit
unitary U. We have the following identity,

Dael ) = g (1= 3 0 (UT10610) 1) | (20)
0,J

after averaging over the uniform measure over pure states.

Proposition 1 (Normalized Frobenius norm). Given two n-qubit unitaries Uy, Us. We have

1 €0 - Ol et~ sl
§ﬂf£§2—nF < Dave(Ur,Us) < min 2—nF

where | X || p = /Tr(XTX) is the Frobenius norm of X.
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Proof. From [96], the average-case distance (also known as the average gate fidelity) satisfies

Tlr(UlT UQ) ‘2> . (22)

2m 1
Dave(u17u2) = on 11 1—- 47

Expanding the definition of Frobenius norm, we have

; f
Jeev -y () [(vit)

2
BeR on on (23)
Recall that
D
0< g <1 (24)
Hence, we have
‘I&(Uj 0s) ‘ T (v]0s) ) ‘Tr(UlT Us) ’ T (v]es) )
1-— | < |1+ —F 1-— )1 <2|1-"—— 2
2n - + 2n 2n - 2n (25)
This immediately implies that
f tr7\|? f
()Y e ([ ()
- T < 1-L =~ <ot~ (26)
3 2n 2n + 1 4n 2n
which is equivalent to
. 2 ; 2
1[0 = Uoff |t = Osf[
—min——=F o < L ———
3 min o < Dave(Ur,Us) < min o (27)
This concludes the proof. O

Definition 4 (Worse-case distance / diamond distance). Given two n-qubit CPTP maps &1,Es.
The worst-case distance Dy(E1,E2) between the two CPTP maps is defined as

S max (6 @ D))~ (E: @ D), £ Sl &l (28)

where p is mazimized over 2n-qubit states and ™ is an identity map acting on the n qubits.

Do(&E1,E2) ts also known as diamond distance and ||-||, is the diamond norm.

Fact 3 (Diamond distance for unitaries; Prop. 1.6 of [100]). For any two unitaries Uy, Us, we have

min HeiqﬁU1 - U2H < |th — U

< 2min He“bUl - U2H . (29)
PER »ER o0

s
Fact 4 (Exact unitary synthesis; see e.g. [101, 102]). Given any unitary U acting on k qubits, there

is an algorithm that outputs a circuit (acting on k qubits) consisting of at most 4% two-qubit gates,
which exactly implements the unitary U, in time 20

13



Corollary 1 (Exact unitary synthesis in geometrically-local circuit). Given any unitary U acting
on k qubits and a connected graph G over k qubits, there is an algorithm that outputs a geometrically-
local circuit (acting on k qubits and consists only of gates between connected qubits) consisting of at
most 2k4* two-qubit gates, which exactly implements the unitary U, in time 200,

Proof. For each two-qubit gate in the original synthesis protocol, which may not be geometrically-
local under the connectivity graph G, we consider at most kK — 1 swap gates to move one of the
qubits from the original location to a location next to the other qubit, apply the two-qubit gate,
then perform at most k — 1 swap gates to move the qubit back to the original location. O

4 Approximate local identity

A central concept that we will use to define local inversion for representing n-qubit unitaries is the e-
approzimate local identity. In this section, we provide the properties for understanding the concept
of approximate local identity. In particular, we will consider a strong and a weak form of local
identity in Section 4.1 and 4.2. In each section, we state the definition, show how to characterize
if a unitary map forms a strong/weak e-approximate local identity, and prove how local identity
relates to global identity.

4.1 Strong c-approximate local identity

We begin by looking at a strong form of approximate local identity. The idea is that the action of
the n-qubit unitary U on the i-th qubit is close to the identity map, while the action on the other
qubits is close to the reduced channel of U with the i-th qubit removed (feed in a maximally mixed
state on qubit ¢ and trace out qubit i at the end). Recall Definition 1 of reduced channel,

(@)
Si’i(p#) =Tr; (U <12 ® p;ﬁi)) , (30)

where p-; is a density matrix on all except the i-th qubit, I (@) is the identity on the ¢-th qubit, and
Tr; is the partial trace over the i-th qubit.

Definition 5 (Strong e-approximate local identity). Given n > 0, > 0, and i € {1,...,n}. An
n-qubit unitary U is a strong e-approximate local identity on the i-th qubit if

D, (Z/l, 70 & 5%) <e, (31)

where T4 @ 5% 15 an n-qubit CPTP map that acts as identity on the i-th qubit.

While diamond distances are typically hard to characterize, the strong e-approximate local
identity can be characterized up to a constant factor by studying the Heisenberg evolution of single-
qubit Pauli observables under the n-qubit unitary U. Hence, in order to check if an n-qubit unitary
U strong approximate local identity on the i-th qubit, all we need to check is whether the three
Pauli observables X;,Y;, Z; remains approximately unchanged after Heisenberg evolution under U.

Lemma 1 (Characterization of strong e-approximate local identity). Given n > 0, € > 0, and an
n-qubit unitary U. If U is a strong e-approrimate local identity on the i-th qubit, then

1
5HU*PiU—Pi

<e VP e {X,Y, 2}, (32)
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where P; is the Pauli operator P acting only on qubit i, and UTP;U is the Heisenberg evolution of
P; under U. Furthermore, if the following holds,
1
L% e
Pe{X,Y,Z}

<e, (33)

[e.9]

then U is a strong e-approrimate local identity on the i-th qubit.

Proof. We start by showing the first claim. Consider any n-qubit pure state [¢)). We have

fpry— pll = TP p
|vtPU = R| = max |twl (UTRU - P) 03] (34)
By the definition of CPTP maps, we have
(W UTRU ) = Te (BU ([¢)])) - (35)

From the definition of diamond distance and of strong e-approximate local identity on the i-th
qubit, we have the following inequality,

1 ,
5 [T (P (D) - T (P (T @ &4) (o)) | < e. (36)

By the definition of a CPTP map, we have
Tryi (E4:(p)) = p (37)

for any quantum state p, where Try; traces out all qubits except for qubit ¢. Hence, we have
Tr (R- (Z(i) ® 5%) (|¢>(¢|)) = Tr(P; |¢)v)]). Together, we obtain the first claim.

The second claim uses the following equality defined over an n 4+ 1-qubit system,

Ini1 + Z P, ® P | = Sint1, (38)
Pe{X,Y,Z}

where 1,41 is an n + 1-qubit identity, P; is an n-qubit unitary that acts as the Pauli operator P
on the i-th qubit, and S; ,41 is the swap operator between qubit ¢ in the first n qubits and the last
qubit (qubit n+1). We interpret the error in the Heisenberg-evolved single-qubit Pauli observables
as an error in commuting the Pauli observable P; and the n-qubit unitary U,

HmaU—a

= [|PU = UP| - (39)

[e.e]

From this interpretation, we have the following inequalities,

1
1Sin41 (U I) = (U@ D)Sinille < 5 Y lPeP)(Uel) - (UaI)(P,eP)|, (40)
Pe{X)Y,Z}
1
<3 Y I®EU-URP)eP|, (41)
Pe{X.,Y,Z}
1
=5 > |PU-UP|, <e. (42)
Pe{X)Y,Z}
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The above inequality can be easily generalized to any of the following,
19i,;(U @ I;m) — (U @ Im)Sijll o, <&, (43)

where m > 1, n+1 < j <n+m, and [, is the identity operator on m qubits. Recall the formal
definition diamond distance from Definition 4,

D (61, &) = 5 max (6 © T)(p) ~ (E S TG, (44)

where p is a density matrix over 2n qubits, and Z,, is the identity map over n qubits. From Fact 3,
for any two unitaries Uy, Us, we have [[Uy —Us||, < 2||Uy — Usl|,,. We obtain the following from
Eq. (43),

The strong e-approximate local identity considers

S ® In) = U S In)Sis )| < 285U @ ) = (U ® L) il < 22 (45)

Do (U, TV @ ;) = % max H U T)(p) — (TW @ €4, 0 ) (p) H1 (46)

We add one more qubit to form 2n + 1 qubits. The additional qubit begins in a maximally mixed
state I/2, stays in /2, and is traced out at the end. Let us now consider the following series of
analysis,

|wez)ep) - @V e et a0, (47)
= [Bzens (W @ i) @ (1/2))] - (29 @ &4 2 T)() | (48)
= [T (Sinr1 0 U@ Tur)) (0 ® (1/2))] = (T9 @ €4 & Tura)(p 2 (1/2)) (49)
<T@ @ Tua) 0 Sianin) (p @ (1/2))] = (Z0 © €4 0 Tsn) (0@ (1/2) | +2¢ (50)
= @ @ Y @ o) (p@ (1/2) — (TD @ 4, @ Tuy1)(p @ (1/2)) H1 42 = 2. (51)
The only inequality above uses Eq. (45). We have proved the claim. O

The following two lemmas give the relationships between global and local identity checks. The
basic idea is to check whether a map is close to identity by checking whether the map forms
approximate local identities on all the n qubits. If the map is far from identity, then the map is not
an approximate local identity for some qubits. If the map is an approximate local identity for all
qubits, then the map is close to the identity.

Lemma 2 (Global non-identity check from local non-identity checks). Given an integer n > 0
and an n-qubit unitary U. If there exists € > 0 and i € {1,...,n}, such that U is not a strong
e-approximate local identity on the i-th qubit, then |[U —Z||, > /2.

Lemma 3 (Global identity check from local identity checks). Given an integer n > 0 and an n-qubit
unitary U. If there exists €1,...,e, > 0, such that U is a strong e;-approximate local identity on
the i-th qubit for all i € {1,...,n}, then U —I|, <331 i

We give proofs of these two lemmas at the end of this subsection. Lemma 2 is proven by
contradiction. To prove Lemma 3, we consider a stabilizer decomposition for a single qubit.

16



Proposition 2 (Single-qubit stabilizer decomposition). Given an integer n > 0 and an n-qubit

density matriz p. For any S C {1,...,n}, p can be written as a linear combination of R = 1041
n-qubit density matrices p1,...,pR, p = Zle arpr, where ay € R and p, is a density matrix that
satisfies

pr = Is;)s;] @ Trs(pr), (52)
jES

for some |s;) € staby. We also have Zf‘zl ar =1 and Zle || = 3151

Proof. Given an integer i € {1,...,n}, consider the following linear map M; which equals to the
identity channel on i-th qubit,

Mi(p) == |0)0]; @ (0] p[0); + [1)1]; @ (1] p[1);

5 L ® Gl p ), — 5 [HH, @ (1],

— S 1K1 ® () 5 X @ (1), (53)

1 1
+5 ly+Xy+1; @ Y+ ply+); — 5 ly+Xy+1; @ (y—Iply—);

1 1
—5 ly—Xy—|; @ (y+| ply+); + 3 ly—Xy—l; @ (y—=lply—);,

10
=Y brlseXsel; @ (st plsh); - (54)
r=1

where |s)(s|, is a single-qubit stabilizer state on the i-th qubit, (s|p|s), is a partial inner product
on the i-th qubit, s, s., b, takes on the corresponding values in stab, staby, {1,1/2,—1/2},
respectively. The fact that M; equals to the identity CPTP map Z is because of the following

identity
P
p= Z Tr;(P;p) ® 5 (55)
Pe{l,X)Y,Z}

where P; acts on the i-th qubit, and Eq. (53) follows by further decomposing the Pauli operators
into their eigenstates.

Without loss of generality, we consider k = |S|and S = {1,...,k}. Theidentity p = (o;esM;)(p)
gives rise to the equality

10 10 k
p:ZZ( bn-) Sy e Sr)Srps ooy S | @ (S7y ooy Sy LIS oS0, ) (56)
1

r1=1 r,=1 \i=

We define r = Y% 1071, R =10%, Z, = Te((s)ys--ssp | plsh,, - 80,)) >0, and

LS P18 sl )

( :
pT:{sn,...,srk><sr1,...,sTk|® if Z, >0, (57)

\srl,...,srszm,...,srk|®2n%k if Z. =0,

and o, = Z, Hle by,. It is not hard to check that ) |a,| = 3%, Together, we have the single-qubit
stabilizer decomposition p = Ele QP O
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Proof of Lemma 2. We consider proof by contradiction. Assume ||/ —Z||, < €/2. For any integer
m > 0, for any state |s), € staby on the i-th qubit, and for any (n — 1 4 m)-qubit density matrix p,

@ & zE) (1sKsl; @ p) — Issl, @ (€% @ T ()| (58)
< @) (Is)sl, @ p) — Isksl, @ |+ [[ls)sl; © 0 = IsKsl, & (€L 0 )| (59)
< | =T, + | ~ T, < e. (60)

The first inequality follows from putting in [s)(s|; ® p and using triangle inequality. The second
inequality follows from the definition of diamond distance, the identity

[Is)sl; 0 Issl, @ (€% 2 ZE) (o) (61)

(%) (1)
|s)(s]; ® Tr; (.72 ® ,0) — |s)(s]; ® Tr; ((Z/{ ®I(>n)) <I2 ® p))

and the two facts: [lp4 © pi — pa @ pclly = llos — poll, [Tes(pa)lly < ITe(pa)ll for any density
matrix pa, pp,pc. The above derivation shows that U is an e-approximate local identity on the
i-th qubit, which is a contradiction. Therefore, |U —Z||, > /2. O

: (62)
1

Proof of Lemma 3. From Theorem 3.55 in [103], we have
et =20, = |0 ol UF = el | (63)

for some n-qubit state ). Let Z(=F) be the identity CPTP map acting on the first k& qubit. We
use a telescoping sum of the form,

n—1

UKol UT = ool = > [(759 @ &%) (ol — (T @ €8 ) (0wl - (64)

k=0

By triangle inequality, we obtain

-z, <3 | (=9 @ %) (wwl) - (2559 @ 8 ) (o). (65)
k=0

In the next step, we will bound each term in the above telescoping sum.
To bound the term corresponding to k& € {0,...,n—1} in Eq. (65), we consider an (k+(n—k)+k)-
qubit density matrix p(*). The first k qubits of p*) is the maximally mixed state L @B The next

(n — k) qubits of p(*) corresponds to all except the first k qubits in [¢)(1)|. The last k qubits of p(*)
corresponds to the first k qubits in |1)(¢|. Under this definition of p(¥), we have

|9 @ ) G - (20 0 el ) (wiu | (66)
= H (u ®I(>n)> (p(k)) _ (I(k+1) ® 5¥k+1 ®I(>n)) (p(k))

; (67)

where (IUCH) ® Sng ®I(>”)> (p*)) is the output state after applying the (n — 1)-qubit CPTP

map Egk,ﬂ to the first n qubits except the (k 4+ 1)-th qubit of p(*). We now use the single-qubit

10
r=1

stabilizer decomposition with S = {k + 1} given in Prop. 2 to obtain p*) = 3 a,«pgk) with
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>, lor| = 3 and the reduced density matrix of p,(ﬂk) on the (k+1)-th qubit is a single-qubit stabilizer
state. We can now bound each term by

H (Z/l ®Z(>n)> (p®) — (I(k:+1) ® &% s ®I(>n)) (p(k))Hl (68)

< fj o[ (U 77 (69) = (700 © €Dy @ T (o) | (69)

< i lovr|ekt1 = Bepy1- (70)
r=1

The first line is the triangle inequality. The second line uses the assumption that U is an ep41-
approximate local identity on the (k + 1)-th qubit. Combining Eq. (65), Eq. (67), Eq. (70),

n—1
U =Tl <3 erra, (71)
k=0
which establishes the stated result. O

4.2 Weak c-approximate local identity

We next look at another definition of approximate local identity: the reduced channel of U on the
i-th qubit is close to the identity map. This definition is very easy to check but only guarantees
that the unitary U is close to the identity in the average-case distance (instead of the worst-case
distance, i.e., the diamond distance). Hence, we will refer to this as the weak e-approximate local
identity. Recall Definition 1 of reduced channel,

J(F0)

where p; is a density matrix on the i-th qubit, I is the identity on all except the i-th qubit, and
Tr; is the partial trace over all except the i-th qubit.

Definition 6 (Weak e-approximate local identity; unitary version). Given n > 0,e > 0, and
i€ {l,...,n}. An n-qubit unitary U is a weak e-approximate local identity on the i-th qubit if

Dave (€4, I) < ¢, (73)
where T is a 1-qubit CPTP map that acts as an identity.

In the literature of quantum junta learning [104], one defines the influence of a qubit ¢ in an
n-qubit unitary U = EPE{I,X,Y,Z}®" apP, where ap € C to be

> lap|?. (74)

Pe{l,X,Y,Z}®n
Pl

The following lemma shows that weak approximate local identity is equivalent to low influence.
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Lemma 4 (Characterization of weak e-approximate local identity). Given n > 0, ¢ > 0, and an
n-qubit unitary U. Consider the Pauli representation of U = ZPE{LXMZ}@H apP, where ap € C.
U is a weak e-approximate local identity on the i-th qubit if and only if

S Jasl< gg. (75)
Pe{I,X)Y,Z}®"
PAT

From the definition of influence in quantum junta learning [104], we have qubit i has influence
bounded above by 1.5¢ in the unitary U.

Proof. From the definition of the reduced channel, we have

e (pi) = > > apaq | s1pisa, (76)
s1,80€{1,X,Y,Z} P,Qe{I,X,Y,Z}®"
Pi=51,Q;=52,P2;=Q;

where P;, Q; is an (n — 1)-qubit Pauli observable equal to P, @ with qubit ¢ removed. From
Fact 2 characterizing the average-case distance Daye, we have

2 i 2
Dave (EX,T) =311 > apag | =351~ > lap*|.  (77)
P,Qe{I,X,Y,Z}®" Pe{I,X)Y,Z}®n
Pi=1,Qi=1,P2i=Qx; Pi=I

Furthermore, we note that Tr(UTU) = 2" = 2" > pe(r.x.y.zyen |apl?. Hence, we have

2 2
1— Z lap|? = Z lap|?. (78)
Pe{I,X\Y,Z}®" Pe{I,X,Y,Z}®"
P=I 1

The lemma follows from the two identities given above. O

Weak e-approximate local identity naturally generalizes to any quantum process (channel) by
using the definition of reduced channels for channels. The formal definition is given below.

Definition 7 (Weak e-approximate local identity; channel version). Given n > 0,e > 0, and
ie{l,...,n}. An n-qubit CPTP map C is a weak e-approzimate local identity on the i-th qubit if

Dave (65, I) < ¢, (79)
where L is a 1-qubit CPTP map that acts as an identity.

The following two lemmas give the relationships between global and local identity checks. The
basic idea is to check whether a map is close to identity by checking whether the map forms
approximate local identities on all the n qubits.

Lemma 5 (Global non-identity check from local non-identity checks). Given an integer n > 0
and an n-qubit CPTP map C. If there exists ¢ > 0 and i € {1,...,n}, such that C is not a weak
e-approximate local identity on the i-th qubit, then Dyye(C,T) > e.
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Lemma 6 (Global identity check from local identity checks). Given an integer n > 0 and an n-qubit
CPTP map C. If there exists e1,...,en, > 0, such that C is a weak e;-approximate local identity on
the i-th qubit for all i € {1,...,n}, then Dave(C,T) < 337 | &;.

Proof of Lemma 5 and 6. Let us define [Q) = %QOO) +]11)), and |Q,) = [21)®". From Fact 2
characterizing the average-case distance Dyye, we have
271

Dave(caz) = on 11

(1 - <Qn| (C ®I) (|Qn><Qn‘) |Qn>) : (80)

We can think of the term (| (C ® Z) (|2,)2n]) |Q) as the probability of getting Q1) on all n
parallel two-qubit Bell-basis measurements on the 2n-qubit state (C ® Z) (|2, )(£2,|). From standard
probability theory, we have the following inequality,

1= (20l (€ @ T) (12) Q) [0} = 1= Tr ((J00%| @ I22) (€ @ T) (1XQ])) , (81)

where |1 )}Q] ® Ifff is a projection onto [Q21)2] on the i-th and (n 4 i)-th qubit for any i. Also,
from union bound, we have

1= (@l (€ @ ) (1202l 190) < 1= 3 (1= (1) @ 157) (€ 2 T) (12X20])) ) - (82)
=1

By reorganizing using the reduced channel of C on the i-th qubit, we have
Te (1] @ 122) (€ @ T) (12)80])) = (1 (£° @ T) (190)(€]) 120) (83)

Therefore, we have

n

2n

3 3 2" ¢ 7
5 X 2n + 1 ZZI ave(g I) > Dave(caz) 2 5 X m ave(g ) (84)
By noting that % > % 23:1 and % X 2n7+1 > 1, we obtain Lemma 5 and 6. O

5 Learning shallow quantum circuits from a classical dataset

In this section, we present algorithms for learning shallow quantum circuits that achieve a small
diamond distance. All algorithms in this section use a classical dataset obtained from performing
randomized measurements on the unknown shallow quantum circuit (defined below) to classically
reconstruct the unknown circuit. The learning algorithms only require classical computation.

Definition 8 (Randomized measurement dataset for an unknown unitary). The learning algorithm
accesses an unknown n-qubit unitary U via a randomized measurement dataset of the following form,

N

To (N {\w ®!wz |be) = ®\¢>e,z->} : (85)
=1

(=1

A randomized measurement dataset of size N is constructed by obtaining N samples from the un-
known unitary U. One sample is obtained from one experiment given as follows.
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1. Sample an input state |1y) = Qi—q [tei), which is a product state consisting of uniformly
random single-qubit stabilizer states in stabi.

2. Apply the unknown unitary U to |vy).

3. Measure every qubit of U |iy) under a random Pauli basis. The measurement collapses the
state U |1)g) to a state |¢e) = @' |Pei), where |dg;) is a single-qubit stabilizer state stab;.

Together, N queries to U construct a dataset Ty (N) with N samples. The dataset can be represented
efficiently on a classical computer with O(Nn) bits.

An interesting question is whether quantum learning algorithms that have access to the unknown
quantum circuit U could be much more efficient. In Section 6, we present a quantum learning
algorithm that achieves the optimal scaling in query complexity and computational time for learning
geometrically-local shallow quantum circuits over finite gate sets.

5.1 Results

We present the results for learning general and geometrically-local shallow quantum circuits con-
sisting of two-qubit gates over SU(4) and over a finite gate set using a classical dataset.

5.1.1 Learning general shallow quantum circuits

We consider the problem of learning an n-qubit unitary U created by a general shallow quantum
circuit C' with arbitrary circuit connectivity, i.e., every qubit can be connected to any other qubit
by a quantum gate, and an arbitrary number m of ancilla qubits initialized in |0"") and ended up
in |0™) after C'. Formally, we have the following identity for U,

U®|0™) =C(I, ®|0™)), (86)

where I,, is an identity on n qubits.

We have the following theorems for learning the unknown unitary U. We can see that the
sample/query complexity is very similar to learning geometric-local circuits. However, the compu-
tational complexity becomes higher, and we can only guarantee a polynomial scaling with system
size n. The learning algorithm and proof are given in Section 5.3.

Theorem 5 (Learning general shallow quantum circuits). Given a failure probability 6, an approx-
imation error €, and an unknown n-qubit unitary U generated by a constant-depth circuit over any
two-qubit gates in SU(4) with an arbitrary number of ancilla qubits. With a randomized measurement

dataset Ty (N) of size
210 0
N=0 (” gg”/ )> , (87)
€
we can learn an n-qubit quantum channel & that can be implemented by a constant-depth quantum
circutt over 2n qubits, such that

Hé—u

<e, (88)
[ed

with probability at least 1 — 8. The classical computational time to learn € is poly(n)log(1/8)/e2.
In addition, if each two-qubit gate in the unknown circuit is chosen from a finite gate set of a

constant size, then the algorithm learns an exact description E = U with probability 1 — §, using

N = O(log(n/d)) samples and O(poly(n)log(1/d)) time.

Remark 1 (Implementation of learned n-qubit channel). The n-qubit channel & is the reduced

channel 5¥n of the constant-depth 2n-qubit circuit V on the first n qubits.
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Figure 1: Learning geometrically-local shallow quantum circuits. (a) In this example, the geometry
is a 2D lattice where each vertex has a degree at most 4. The lightcone of the blue qubit (for depth
d = 2) is the union of the blue and orange qubits. (b) The learned circuit acts on an extended
geometry with 2n qubits, where each system qubit (black) is attached to an ancilla qubit (red).
Note that each ancilla qubit is connected only with its corresponding system qubit (red edges).

5.1.2 Learning geometrically-local shallow quantum circuits

We consider the problem of learning geometrically-local shallow quantum circuits. Here, we consider
a generalized definition of geometric locality, which includes quantum circuits over 1D, 2D, and
3D geometry. The generalization enables more exotic geometry over the qubits and is formally
represented by a fixed constant-degree graph. See Fig. 1(a) for an illustration of the definitions.

Definition 9 (Geometric locality). A geometry over n qubits is defined by a graph G = (V, E)
with n = |V| vertices, and each vertex has a degree of at most k = O(1). A geometrically-local
two-qubit gate can only act on an edge of G. A geometrically-local quantum circuit is a circuit with
only geometrically-local two-qubit quantum gates. A depth-d geometrically-local quantum circuit has
d layers, where each layer consists of non-overlapping geometrically-local two-qubit gates.

Definition 10 (Lightcone in a geometry). Given a geometry over n qubits represented by a graph
G = (V, E) with degree k and an integer d. The lightcone Ly(i) of a qubit i with depth d is the set
of qubits with distance at most d from qubit i in the graph G. We have |Lq(i)| < (k + 1)%.

Definition 11 (Geometrically-local set). Given a geometry over n qubits represented by a graph
G = (V,E). A set S of qubits is geometrically local if all qubits in S are of O(1) distance in G.

Under this more general definition of geometry, our proposed algorithm can still learn very
efficiently. The following theorem quantifies the efficiency in terms of both the query complexity
and the computational complexity. The learning algorithm and proof are given in Section 6.2.

Theorem 6 (Learning geometrically-local shallow quantum circuits). Given an unknown geomet-
rically local constant-depth n-qubit circuit U over any two-qubit gates in SU(4). With a randomized
measurement dataset Ty (N) of size

Neo <”210g(”/5)> 7 (89)

e2
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we can learn an n-qubit quantum channel € that can be implemented by a geometrically local constant-
depth quantum circuit over 2n qubits, such that

=

<e, (90)
o

with probability at least 1 — 8. The computational time to learn & is O(n®log(n/8)/e?).
In addition, if each two-qubit gate in the unknown circuit is chosen from a finite gate set of a
constant size, then the algorithm learns an exact description € = U with probability 1 — §, using

N = O(log(n/d)) samples and O(nlog(n/d)) time.

Remark 2 (Implementation of learned n-qubit channel). The n-qubit channel s equal to the
reduced channel E‘S/n of the geometrically-local constant-depth 2n-qubit circuit V on the first n qubits.

Next, we look at a result, where we optimize the circuit depth in the learned circuit for imple-
menting £. While the depth in the learned circuit can be controlled, the computational complexity
becomes substantially worse. The learning algorithm and proof are given in Section 5.5.

Theorem 7 (Learning geometrically-local shallow circuits on k-dimensional lattice with optimized
circuit depth). Given an unknown n-qubit circuit U over any two-qubit gates in SU(4) with circuit
depth d = O(1) acting on a k-dimensional lattice with k = O(1). With a randomized measurement
dataset Ty (N) of size

N = 9O((8kd)") n*log(n/d) (91)
g2 ’
we can learn an n-qubit quantum channel & that can be implemented by a quantum circuit over 2n
qubits on an extended k-dimensional lattice (see Fig. 1(b)), such that

-

<eg, (92)
<&
with probability at least 1 —§.

o With computational time O(n) - N, the learned circuit has depth at most

(k + 1)446kD* 4 (93)

o With computational time O(n) - N + (n/e)o((Skd)kH), the learned circuit has depth at most

(k+1)(2d +1) + 1. (94)

In addition, if each two-qubit gate in the unknown circuit is chosen from a finite gate set of a
constant size, then the algorithm learns an exact description £ = U with probability 1 — &, using
N = O(log(n/d)) samples, O(nlog(n/d)) time, and a learned circuit of depth (k+1)(2d + 1)+ 1.

Remark 3 (The geometry in the doubled system). In the two theorems given above, we mentioned
geometrically-local circuits over 2n qubits, while the geometry is defined over n qubits. Given the
geometry represented as a graph G = (V, E) over n qubits with V = {1,...,n}. We extend the graph
to 2n qubits Gext = (Vext, Pext) as follows.

Vet ={1,...,n,n+1,...,2n}, Ee =FEU{(i,n+1)|1 <i<n}. (95)

Each qubit n+1i in the added system is connected only to qubit i in the original system; See Fig. 1(b).
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5.2 Techniques

We present two sets of closely related techniques for learning an n-qubit unitary U. The first set
in Section 5.2.1 uses an idea called local inversion unitary, which follows from the concept of strong
approximate local identity given in Section 4. As we have shown earlier, strong local identity checks
can be performed by using Heisenberg-evolved single-qubit Pauli observables UTP;U. The second
set in Section 5.2.2 directly uses the Heisenberg-evolved Pauli observables UTP;U.

5.2.1 Learning using local inversion

We begin by defining the concept of an approximate local inversion unitary.

Definition 12 (Strong e-approximate local inversion). Given n € N,e € (0,1), 7 € {1,...,n}, and
n-qubit unitaries U and V;. We say V; is a strong e-approximate local inversion of U on the i-th
qubit if UV; is a strong e-approximate local identity on the i-th qubit.

Corollary 2 (Local inversion from Heisenberg-evolved Pauli observables). Given n € N,e € (0,1),
i€ {l,...,n}, and n-qubit unitaries U and V;. If V; satisfies

> |vivtrovi-p
Pe{X.Y,Z}

<e¢

(e 9]

, (96)

where P; acts as P € {X,Y,Z} on the i-th qubit and as identity on the rest of the qubits, then V; is
a strong e-approximate local inversion of U on the i-th qubit.

Proof. This corollary follows from Lemma 1, which characterizes the strong e-approximate local
identity with Heisenberg evolution of single-qubit Pauli observables. O

Instead of learning the unitary U alone, we consider learning the n local inversion unitaries
Vi,...,Vy. From the corollary given above, a straightforward way to learn V; is to first learn the
Heisenberg-evolved single-qubit Pauli observable UTP,U for all P = X,Y,Z, then try to find a
unitary Vj that evolves UTP;U approximately back to P;. This could be a much simpler task than
learning the entire n-qubit unitary altogether.

While local inversion could potentially make the learning easier, it is a priori unclear if learning
these local inversions is sufficient to learn U. In the following, we define a formalism for sewing
these local inversion unitaries into a 2n-qubit unitary (instead of n qubits).

Definition 13 (Sewing the local inversions). Given n € N and n-qubit unitaries Vi,...,V,. We
define the sewed 2n-qubit unitary consisting of two sets of n qubits to be the following,

(1))

1=

Usew(Vh-"aVn) =9 ) (97)

where Vi(l) corresponds to applying the n-qubit unitary V; on the first n qubits, S; is the swap operator
for the i-th qubit between the two sets of n qubits, S is the swap operator for all n qubits.

(2

t
Remark 4 (Sewing order). The order for (Vi(l)> Si (V-(l)> in sewing the local inversions does not

matter. We can choose the order to optimize the resulting circuit, e.g., to minimize the circuit depth.
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Lemma 7 (Form of the sewed local inversions). Given n € N and n-qubit unitaries U, Vi,...,V,.

Assume V; is a strong ;-approximate local inversion of U on the i-th qubit. Let Usewy = Usew(V1, -+, Vi)
1 n
Do(UsowsU 08U = |thew ~U || <D e, (98)
2 o =

where the first/second set of n qubits is on the left/right of the tensor product.

Proof. From Theorem 3.55 in [103], we have

|

for some 2n-qubit state [¢)). We define the following mathematical object,

Userw —U DU

o H(UT ® U)Usew [ XY Us]Lew(U ® UT) - |¢><¢|H1 (99)

il = |t 0 1) (S8 @ews (V) s (W) () s () )] oo

(100)

for each ¢ = 0,...,n. Note that we have the following identities,
[o)o| = (UT ® U)Usew |90} UL (U @ UY), (101)
[Ental = [UT @ T)ST @ US| ()W) = )l (102)

By the triangle inequality, we can obtain the following telescoping sum,

Each summand can be bounded as follows,

Usew —U ®UTH0 = [l[o)wbol — [ Xnllly < > MaXebil — [iaXebialll;- (103)
=1

lwi)ebi] = [ )Xl < [SIZ@US — (Z@U)S (Vi@ T)S; (Vi ® T)f X (104)
= [SSURT)—SUST)(V; 9T)S; (Vi 9 T) (105)

<o
<|swen - (e )e1)svieon!| += (106)

<&
_Nswer) -s ((Ii®5;’;’i) ®z) (Vi®I)TH Yo (107)

<o
= |wvien) - (Teell)o1)| +ea<2m (108)

o

Together, we obtain the desired statement. O

Remark 5 (A basic identity for U @ UT). A trivial ezample of an exact local inversion of U on the
i-th qubit is V; = UT. In this case, Lemma 7 yields the following basic identity,

UsUt =8 ﬁ(UT@)I)SZ-(U@I) , (109)

i=1

which can also be shown by canceling all the intermediate (U @ I) (UJr ® I).

26



5.2.2 Learning using Heisenberg-evolved Pauli observables

We have seen earlier that one direct approach to learning local inversion is to first learn the
Heisenberg-evolved single-qubit Pauli observables Ut P,U. In the following, we define an alternative
formalism that directly sews the Heisenberg-evolved Pauli observables into a 2n-qubit unitary (in-
stead of n qubits) that approximates U ® UT. One can flexibly choose either approach. Typically,
learning the Heisenberg-evolved Pauli observables is computationally simpler, but yields higher
depth in the learned circuit.

Definition 14 (Approximate Heisenberg-evolved Paui observables). Given n € N,e € (0,1), i €
{1,...,n}, P e {X,)Y, Z}, an n-qubit unitary U, and an n-qubit observable O; p. We say O; p is an
e-approzimate Heisenberg-evolved Pauli observable P on qubit i under U if HOi,p — UTPZ-UHOO <e.

Given a set of 3n Heisenberg-evolved Pauli observables, we use the following definition to sew
them into a 2n-qubit unitary.

Definition 15 (Sewing the Heisenberg-evolved observables). Given n € N and 3 X n n-qubit obseruv-
ables O; p,Yi=1,...,n,P € {X,Y,Z}. Let Projy(A) be the projection of a matriz A to a unitary

matriz minimizing the operator norm |||, i.e.,

el

Projy(A) := argmin |A — B|| . (110)

B:unitary

We define the sewed 2n-qubit unitary consisting of two sets of n qubits to be the following,

- o1 1
Usew{Oi.p}ip) := SH Projy 3 I®I+ 3 Z Oip@F; ||, (111)
i1 Pe{X,Y,Z}

where V;(l) corresponds to applying the n-qubit unitary V; on the first n qubits, S; is the swap operator
for the i-th qubit between the two sets of n qubits, S is the swap operator for all n qubits.

Remark 6 (Sewing order). The order for sewing Projy (% I®I+ % > pOip® P;) is arbitrary.

In the above, we have utilized the projection function Projy. In the following lemma, we show
that this function can be computed efficiently on a classical computer.

Lemma 8 (Projection onto unitary matrices). Consider the singular value decomposition A =
USVT, where ¥ is diagonal, nonnegative, and U,V is unitary. The projection can be defined as

Projy(A) = UVT. (112)
The computational time is polynomial in the dimension of A.

Proof. Consider any unitary B. We have ||[A — Bl = HE - UTBVHOO. Let W be the unitary
UTBV. We can use the definition of | M| = sup, ||[Mv||y/||v||, to see that

1 (2 (2
(113)
where é; is the unit vector with a nonzero entry on the i-th coordinate. Because ||X — I =
|A- UVTHOO, we have obtained [|4 — B||, > ||4 — UVTHOO. O

Similar to sewing local inversions, the sewed unitary accurately approximates U @ U,
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Lemma 9 (Form of the sewed Heisenberg-evolved observables). Given n € N, an n-qubit unitary U,
and 3xn n-qubit observables O; p,Vi=1,...,n,P € {X,Y, Z}. Assume O; p is an ¢; p-approzimate
Heisenberg-evolved Pauli observable P on qubit i under U. Let Usew = Usew({Oi p}i.p). Then

ngn: > eir (114)

i=1 Pe{X,)Y,Z}

1
Do(usew>u®uT) == 5‘ Usew —U®Z/{T

where the first/second set of n qubits is on the left/right of the tensor product.

Proof. From Eq. (109), we have the following identity,

ﬁ(UT ®1)S;(U®I)

=1

UeU =S : (115)

Using the fact that S; = %I QI+ % ZPE{X7Y7Z} P; ® P;, we can rewrite the above identity as

“ol1 1

P 1 L ip ,

UxU S|| 2[®I+2 E (UTPU)® P;| . (116)
i=1 Pe{X,Y,Z}

Let us denote the following unitaries,

1 1
= IRI+= tp, P, 11
Vi=glel+y > (U'RU)®P, (117)
Pe{X,)Y,Z}
~ 1 1
=T @I+ - . p®@ P 11
WZ 9 ® +2 Z Oz,P® 7 ( 8)
Pe{X)Y,Z}
W; := Projy (’W) . (119)

We can upper bound the diamond distance as follows,

)usew—uc@w”o:an...vl—wn...wl||<> (120)
< Wae Vi Wi WL =V VWi W (121)
=1
< WV Vi Wi W=V VWi (122)
=1
=D Wi =Vill, <2y Wi = Vil (123)
=1 1=1

The last inequality uses the fact that W; and V; are unitary channels. From triangle inequality and
the definition of Projy;(-), we have the following inequality,

Wi = Vill o < HWi—Wz‘ +HW¢—Vi
o0 o0
= min ’/VIV/,-—VH +“Wi_% (124)
V:unitary 0o 00
< 2‘ Wi -V
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We now use the specific form of Wi, V; to upper bound the summand,

Wi-Vile= > oir-UTRU| <Y e (125)
Pe{X.Y,Z} * p
Together with Eq. (123), we can obtain the desired statement. O

Given an n-qubit observable O, we define supp(O) to be the set of qubits that the observable
O acts on. We also define [0 to be the size of supp(O). We have the following lemma for learning
a few-body observable. The learned observable O has the property that it only acts on qubits that

~

O acts on, hence supp(O) C supp(O).

Lemma 10 (Learning a few-body observable with an unknown support). Given an error ¢, failure
probability §, an unknown n-qubit observable O with ||O||,, < 1 that acts on an unknown set of k
qubits, and a dataset To(N) = {|ve) = Qi—q [1e.i) ,Ug}évzl, where |1 ;) is sampled uniformly from
staby and vy is a random variable with E[ve] = (¢g| O |[¢g), |ve| = O(1). Given a dataset size of

20() 1og(n/§)

N:
e2

, (126)

with probability at least 1 —6, we can learn an observable O such that HO — OH <e¢and supp(é) C
supp(0). The computational complexity is O(n*log(n/d)/e?).

Proof. Consider the observable O under the Pauli basis, O = ), apP. The ap coefficients satisfy

ap=3FE (@Ol (P, (127)

[¢)) ~stabP"™

which can be learned by replacing the expectation with averaging over the dataset.
We begin by defining the learned observable O.

3P N

pi=—= ) v (| P Jay) VP e {l,X,Y,Z}*" . |P| <k, (128)
(=1

B L (54137 |(3ép| 20.58/(2\6)k,
P00, Jap| < 0.5¢/(2v2)F,
0:= > BpP. (130)

Pe{I,X,Y,Z}®n:|P|<k

(129)

Because O acts on at most k qubits, ap = 0 for |P| > k. From Bernstein’s inequality, given a
dataset size of

20(k)
N = —"f(”/‘s), (131)
&
with probability at least 1 — §, we have
lap — ap| < 0.5e/(2v2)*, VP e{l,X,Y,Z}*":|P| < k. (132)

In the following, we assume the above event holds, which happens with probability at least 1 — 4.
We separately prove the following two statements.
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supp(0) C supp(O) : For a Pauli observable P with ap = 0, we have |ap| < 0.5¢/(2v/2)* from
Eq. (132). Hence, Sp = 0. As a result, the set of qubits acted by O is a subset of supp(O).

HO - OH < e : From the fact that ap = 0 implies Bp = 0, we have

O-0= 3 (Bp—ap)P (133)

Pe{I,X,Y Z}®":supp(P)Csupp(O)

= > (BP(@ - aP(Q)) P(Q), (134)

Qe{l,X,Y Z}®k

where P(Q) := Q® 11, ny\supp(0) and k = [supp(O)|. Therefore, we can upper bound the spectral
norm by

HO N OHOO = > (Br@ -ar@) P@)| = > (bra-ore)@

Qe{I,X,Y Z}®k Qe{I,X,YZ}®k

[e.9] o0

(135)
Recall that ||A| . < +/Tr(A2) for any Hermitian matrix A, we have

HO - OHOO = J > <3P(Q> - O‘P(Q))Q Tr(Q?) < (2v2)* mex ’BP - ocp‘ . (136)

Qe{l,X,Y Z}®Fk
By the triangle inequality and Eq. (132), we have

|8p —ap| < |Be — ap| + lap - apl <e/2V2)F,  WIP|<E, (137)

Therefore, we have obtained the desired inequality HO — OH <e. O
oo

Lemma 11 (Learning a few-body observable with a known support). Given an error ¢, failure
probability 6, an unknown n-qubit observable O with ||O||,, < 1 that acts on an known set S of k

qubits, and a dataset To(N) = {|ve) = Qi [%e.i) ,’Ug}évzl, where |1y ;) is sampled uniformly from
staby and vy is a random variable with Elve] = (¢¢| O |¢g), |ve| = O(1). Given a dataset size of

20(k) log(1/9)

N =
€2

: (138)

with probability at least 1 —§, we can learn an observable O such that HO — OH <eand supp(é) -
S. The computational complezity is O(2°%) log(1/5)/e2).

Proof. We begin by defining the learned observable 0.

3Pl N

Gpi= S S w il Py, ¥PE{1,XY,Z}"" : supp(P) C 5, (139)
/=1

0= > apP. (140)
Pe{I,X)Y,Z}®":supp(P)CS

30



By definition, we can see that supp(O) C S. Consider the observable O under the Pauli basis,
O = Y papP. Because O acts on the qubits in the set S, ap = 0 for supp(P) € S. From
Bernstein’s inequality, given a dataset of size

20(k) Jog(1
N — 02g( /5), (141)
€
with probability at least 1 — 9, we have
lap —ap| < e/(2V2)F, VP e {I,X,Y,Z}*" : supp(P) C S. (142)

In the following, we assume the above event holds, which happens with probability at least 1 — §.
Using the same derivation as in Eq. (133) to Eq. (136) for the proof of Lemma 10, we have

Ho OH (2v2)* poia  Jap —ap| <e, (143)

hence we have arrived at the desired statement. O

Remark 7 (Relation to learning quantum juntas). The two lemmas given above are related to
quantum junta learning [104] but consider a much weaker access model. [104] requires that the
unknown observable O be a unitary, and the learning algorithm can access the unitary coherently.
In particular, [104] requires inputting half of the maximally entangled state to the unitary. Here,
we consider access to O through a simple classical dataset consisting of random product input states
and the outcome when measuring the input states with observable O. When the lemmas are used as
a subroutine in learning algorithms given in Section 5, we do not have access to O as a unitary, so
[104] cannot be used.

5.3 Learning general shallow circuits (Proof of Theorem 5)

We present the algorithm for learning an unknown n-qubit unitary U generated by an arbitrary
constant-depth quantum circuit C' with arbitrarily many ancilla qubits. We separate the proof into
two-qubit gates over SU(4) and over a finite gate set.

5.3.1 Arbitrary SU(4) gates

The algorithm utilizes a randomized measurement dataset Ti7(IV). The key ideas are using Lemma 10
to learn approximate Heisenberg-evolved Pauli observables, using Lemma 13 to sew the Heisenberg-
evolved Pauli observables into a constant-depth quantum circuit, and using Lemma 9 to obtain the
rigorous performance guarantee.

The following lemma shows how to reuse the randomized measurement dataset Ty (INV) to create
the datasets needed to learn approximate Heisenberg-evolved Pauli observables using Lemma 10.

Lemma 12 (Reusing the randomized measurement dataset). Given an unknown n-qubit unitary
U, and a randomized measurement dataset Ty (N) given in Eq. (85). We can create 3n datasets
Tuipu(N), for each Pauli observable P € {X,Y,Z} and each qubit i,

N

Toi o (N) = { i) ®!w,] WIRUR (144)
/=1

UtPU

where |y ;) is sampled uniformly and independently from staby and v, is a random variable

with B! V) = (4| UTBU |) and ol V| = O(1).
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Proof. Recall that from Eq. (85), we have

o N
Tu(N {\W ®Wm Pe) = ®\¢e,i>} : (145)
i=1 =1

The input states are reused over the 3n datasets. For each Pauli observable P € {X,Y, Z} and each
qubit 4, we define the output value to be

tp,
v Y= 3 (el Plees) - (146)

We have |’UU AU = |3 (e i) <3 =0(1). Now, recall how |¢;;) is defined. |¢y;) is the
measurement outcome when we measure the i-th qubit of the n-qubit state U |t;) in a random Pauli
basis: X basis gives | X,0) := |+),|X, 1) :=|—); Y basis gives |Y,0) := |y+),|Y, 1) := |y—); Z basis
gives |Z,0) :=|0),|Z,1) :=|1). Using the fact that

0=(Q,b[P|Q,b), VP #Q e{X,Y, Z},b€{0,1}, (147)
P= Y (-1)’|Pb)XPb|, VP e {X,Y,Z}. (148)
be{0,1}

and that the randomized measurement measures X,Y, Z bases equally likely, we have
E[3( A = (W UTBU [iy) . (149)

This concludes the proof. O

From Lemma 14 and the fact that supp (UTPiU) C A®) = UPe{X,Y,Z} supp (UTPiU), we have
‘supp (UTPiU)‘ < |A()| = O(1). (150)

This enables us to combine Lemma 12 for constructing T+ p,i7(IV), Vi, P from Ty (N) and Lemma 10
for learning few-body observables with unknown supports (since A(7) is unknown) to show the
following. For any constant value £ = O(1), given a dataset size of

v o), -

3

we can learn Oz p, Vi, P, such that with probability at least 1 — 0, for all i € {1,...,n} and Pauli
observable P € {X,Y, Z}, we have

H@,p - UTPiUH < 6i, and supp(O; p) C supp(UTPU) C A(i). (152)

n

The computational time for learning all O; p is O(n®M log(n/d)/e?) = poly(n) log(1/6/€?). From
Lemma 14, we can characterize supp(OAi,p) C supp(UTRU) to apply Lemma, 13.

Lemma 13 (Sewing into a constant-depth quantum circuit). Given 3n n-qubit observables Oi,p, Vi €
{1,...,n}, P € {X,Y, Z}, such that for any qubit i, ||Jpsupp (Olp)‘ = O(1) and there is only a
constant number of qubit j with

(LPJ supp (Oi,P)) (U supp( )) + 2. (153)
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There exists a sewing ordering for Usew({éiyp}i,p) giwen in Definition 15, such that Usew({OALp}LP)
can be implemented by a constant-depth quantum circuit. The constant-depth quantum circuit is
geometrically-local (see Definition 9) if |Jp supp (O}p) ,Vi are geometrically-local sets (see Defini-

tion 11). The computational time for finding the circuit implementation is O(n).

Proof. For simplicity of notations, we define A(¢) := |Jp supp <OZ p). We can see that

.1 1 A . .
supp | Projy 3 I®I+ 3 Z Oip® P C A(i) U {n + 1}, (154)
Pe{X,Y,Z}

Because |A(i)| = ‘Up supp <O}p>’ = O(1) and Projy can be implemented in time polynomial in

214U+ — O(1) as shown in Lemma 8, the following unitary

(1 1 .
Projy | ;1@ I+5 ), Oip@h (155)
Pe{X,Y,Z}

can be implemented by a constant-depth circuit acting only on qubits in A(z2) U {n + i}; see Fact 4
for exact unitary synthesis. Furthermore, if A(i) = |Jpsupp OAi, p ) is a geometrically-local set,

the constant-depth circuit is geometrically-local; see Corollary 1 for exact unitary synthesis given a
connectivity graph. The geometric locality for the 2n-qubit system is defined in Remark 3.
Consider an n-node graph (equivalently, an n-qubit graph), where each pair (i,7) of nodes
(qubits) is connected by an edge if
A(G)NA(J) # @. (156)

The graph only has O(n) edges and can be constructed as an adjacency list in time O(n). Because
the graph has a constant degree, we can use a O(n)-time greedy graph coloring algorithm to color
the n-qubit graph using only a constant number xy = O(1) of colors. For each node/qubit i, we
consider ¢(i) to be the color labeled from 1 to x. The sewing order for the 3n observables Ol p in
Definition 15 are given by the greedy graph coloring, where we order from the smallest color to the
largest color. By the definition of graph coloring, for any pair i, j of qubits with the same color, we

have

AN A(j) =@. (157)

Therefore, for any color ¢/, we can find an implementation of the 2n-qubit unitary

. 1 1
| H Projy | 5 1@ 1+ > 0 p®P (158)
i:e(i)=c Pe{X)Y,Z}

with a constant-depth (and geometrically-local if A(i),Vi are geometrically-local) quantum circuit
in time O(n). Since there is only a constant number of colors, the 2n-qubit unitary Usew({OL plip)in
Eq. (111) with the color-based ordering can be implemented with a constant-depth (and geometrically-
local if A(7), Vi are geometrically-local) quantum circuit in time O(n). O

Lemma 13 shows that there exists an ordering for sewing the approximate Heisenberg-evolved
Pauli observables O; p to create Usew({O; p}ip) given in Definition 15, such that Usew ({O; p}i p)
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can be implemented by a constant-depth quantum circuit. Given Eq. (152), we can use Lemma 9
on the form of the sewed Heisenberg-evolved Pauli observables to yield

‘ Usew {Oi,p}ip) —URUT|| <. (159)
<&

Finally, define an n-qubit channel £ as follows,
E(p) = Trs (Usew ({01, }i.p) (0 2 [07X0") ), (160)

which can be implemented as a constant-depth quantum circuit over 2n qubits. Because Eq. (152)
holds with probability at least 1 — &, we have

=

<e (161)
<&
with probability at least 1 — §. This concludes the proof of the first part of Theorem 5.

5.3.2 Finite gate sets

Let the circuit depth be d = O(1), the finite gate set be G with |G| = O(1), and the number of

ancilla qubits be m. The ancilla qubits are initialized as |0) and end up at |0) after applying C, i.e.,
U |0™) =C(I,®|0™)). (162)

The Schrodinger evolution of an n-qubit state p under U is

UpUT = Tro,(C(p & [0™)0™))C), (163)

where C'is a shallow quantum circuit over n+m qubits and Trs,, traces out the ancilla qubits. The
Heisenberg evolution of an n-qubit observable O under U is

Utou = (I, ® (0m))CH(O & I,,)C (I, @ [0™)), (164)

where I,, is an identity on n qubits and I, is an identity on m qubits.

The algorithm utilizes a randomized measurement dataset 7;7(IN). The key ideas are using
Lemma 10 and a brute-force search algorithm over a constant number of choices to find the exact
Heisenberg-evolved Pauli observables, using Lemma 13 to sew the Heisenberg-evolved Pauli observ-
ables into a constant-depth quantum circuit, and using Lemma 9 to obtain the rigorous guarantee.

Lemma 14 (Characterizing the support). Given an n-qubit unitary U generated by a constant-
depth quantum circuit C' with m ancilla qubits. For each qubit i € {1,...,n}, let us define a set of
qubits

A7) = U supp <UTPZ~U> . (165)
Pe{X,Y,Z}

We have |A(i)| = O(1) and the number of qubits j such that A(i) N A(j) # & is at most a constant.

Proof. From the definition of U, U ® |0™) = C(I, ® |0™)), we have

A7) C U supp (CTPZC) . (166)
Pe{X,Y,Z}
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Let d = O(1) be the depth of the circuit C'. We say qubit i is connected to qubit j in the circuit C
if there is a sequence of gates in C' with strictly decreasing layers, such that each pair of consecutive
gates share a qubit and the first gate acts on qubit ¢ and the last gate acts on qubit j. Let B(i) be
the set of qubits connected to i. Because each pair of consecutive two-qubit gates share a qubit, the
number of possible gate sequences for a fixed ¢ grows at most twice as large at every step. Hence,
|B(7)| < 2¢. Furthermore, for any Pauli operator P, supp (C'TPiC') only contains qubits connected
to i, so A(i) C B(i). Together, |A(i)| < |B(i)| < 2% = O(1). This establishes the first claim.

Now, we show that for any 4, the number of j such that B(:) N B(j) # @ is at most a constant.
If B(i) N B(j) # @, we know that there is a sequence of gates in C' with strictly decreasing layers
and then strictly increasing layers, such that each pair of consecutive gates share a qubit and the
first gate acts on qubit ¢ and the last gate acts on qubit j. Similar to before, The number of possible
gate sequences for a fixed ¢ grows at most twice as large at every step. Hence the number of j with
B(i) N B(j) # @ is at most 22¢ = O(1). Because A(i) C B(i), any j with A(i) N A(j) # O satisfies
B(i)NB(j) # @. Therefore, the number of qubits j such that A(i)NA(j) # @ is at most a constant.
This establishes the second claim of the lemma. O

From the above lemma and the fact that supp (UTBU) C A(i), we have
‘supp (UU%-U)‘ < |AG)| = O(D). (167)

This enables us to combine Lemma 12 for constructing 7+ p.i7(IV), Vi, P from Ty (IN) and Lemma 10
for learning few-body observables with unknown supports (since A(7) is unknown) to show the
following. For any constant value & = O(1), given a dataset size of

N = O (log(n/d)), (168)

we can learn OZ p, Vi, P, such that with probability at least 1 — 0, for all i € {1,...,n} and Pauli
observable P € {X,Y, Z}, we have

HOAZQP — U‘LPZ-UH <&, and supp(OAi,p) C supp(UTB-U). (169)

The computational time for learning all O; p is O(n®M log(n/d)) = poly(n) log(1/).

Our goal now is to find Ut P,U exactly using the approximate observable Ol p satisfying Eq. (169)
by choosing a sufficiently small € that is constant in system size n. To do so, we need to consider
the backward lightcone of qubit ¢ in circuit C' defined below.

Definition 16 (Backward lightcone in a circuit). We say a gate g in circuit U is in the backward
lightcone of qubit i in C' if there is a sequence of gates in C' with strictly decreasing layers, such that
each pair of consecutive gates share a qubit, the first gate acts on qubit i, and the last gate is g.
The circuit C; corresponding to the backward lightcone of qubit i in circuit C is the circuit with
all gates in the backward lightcone of qubit i in circuit C.
The set S; of qubits corresponding to the backward lightcone of qubit © in circuit C' is the set of
all qubits acted by at least one of the gates in the backward lightcone of qubit i in circuit C.

From the definition of C;, S; corresponding to the backward lightcones given above, we have
supp(UT PU) Csupp(CTP,C) C S; and UTPU = (I, ® (0™))CIP.Ci(I, ® [0™)). (170)

Note one cannot guarantee S; = supp(UTPU). By a counting argument similar to the proof of
Lemma 14, we have the following fact.
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Fact 5 (Size of backward lightcone). Given a depth-d circuit C. The circuit C; corresponding to the
backward lightcone of qubit i in C consists of at most 291 gates. The set S; of qubits corresponding
to the backward lightcone of qubit i in C contains at most 2¢ qubits.

Recall that the depth of C'is d = O(1), and the gate set is G with |G| = O(1). Because d = O(1),
|S;] < 2¢ = O(1). For any (n+m)-qubit constant-depth circuit C' over a finite gate set, given a fixed
set S; of qubits corresponding to the backward lightcone of qubit i in C, the number of possible
circuit C; corresponding to the backward lightcone of qubit ¢ in circuit C is a constant independent
of n,m and 1/6. Hence, there is a constant number of C’J Pié’i = C’TRC’ We denote the possible
choices of the n-qubit observable given the set S; and qubit i € {1,...,n} to be Sops(t, S;),

Sons (1, 5;) = {(In ® (0™)CTR,C(I, ® |0™)) | C is a depth-d circuit over gate set G, (171)

such that S; is the set of qubits corresponding to the backward lightcone of qubit i in C } (172)

We have |Sops(4,5;)| = O(1). Furthermore, we can always consider a permutation II; 5. over the
qubits that implements the following permutation mapping,

1 L, g, i A{L..., |‘§l|} L 5, Si (173)

and II, g, acts as identity on the m ancilla qubits. Given a permutation II, g, over the qubits (which
is itself a unitary), we have

Sovslis $i) = {115,011, 5, | O € Sons(1, {1, 15l }- (174)

We note that O acts on n qubits, while II, g, actson n+m qubits; hence, we implicitly extend O to

n-+m qubits by acting as identity on the m ancilla qubits. The set Sops(1, {1,...,|Si|}) contains all
the possible observables (up to permutation of the qubits) with \5’Z| qubits in the backward lightcone
of qubit i € {1,...,n} in a depth-d circuit.

Recall from Fact 5 that the set S; of qubits corresponding to the backward lightcone of qubit
i in a depth-d circuit satisfies 1 < |S;| < 2%. We take the union over all possible values of |S;| to
define

2d
Tos = [ Sobs(1,{1,..., k}). (175)
k=1

Because 2¢ = O(1) and for all k = O(1), |Sobs(1, {1,...,k}| = O(1), we have |S¥,.| = O(1). We
define the minimum distance between every pair of distinct observables in S}, . as follows,

dist :
& = min O — O . 176
Ol#OQGSng || ! 2 ||OO ( )

The minimum distance £4* depends on the depth d = O(1) and the finite gate set G with |G| = O(1),
so €* is a constant independent of the system size n and failure probability . We also define the
minimum distance to an observable with a strictly smaller support.

supp .__ : )

€ = min min O1 — 05| . -

O1 ES:;bs O3, such that || ||oo ( )
supp(O2)Csupp(O1)
supp(O2)#£supp(O1)

Because the support of O is strictly contained in the support of Oy, we have ||O1 — Oz, > 0.
And since |S}, | = O(1), we have e5"PP is a constant independent of n and 0.
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Let & = min(edt, 5%P) /3 in Eq. (169), and define S; := {i} U supp(O; p). Consider any
permutation IT, g, over n qubits that implements the following permutation mapping,

L=, b {1 1Si0) =, g S0 (178)

We consider the following observable

Op =11, (argmln HH OipITL OH ) (179)

Oes*
Because |S}, .| = O(1) and the dimension of O € S} is a constant, the brute-force minimum over
Si takes O(1) time. Because there are 3n observables OZ, p» the computational time to find all

3n observables O] p is O(n). The following lemma shows that O p is exactly equal to the desired
Heisenberg-evolved Pauli observable UTBU.

Lemma 15 (Exact reconstruction). Given the definitions above, with probability at least 1 — 6§, we
have OZP = UTP,U for all qubits i and Pauli observable P.

Proof. We condition on the event that Eq. (169) is true, which happens with probability at least
1 — 8. Recall that supp(O; p) C supp(UTP,U) and ‘O@p — UTPiUH < & < &'PP/3. From the
o0

definition of 5YPP we have Supp(OA@ p) = supp(U'PU). Hence,
8 = ({it usupp(UTRD)) C 5, (180)

where S; is the set of qubits corresponding to the backward lightcone of qubit ¢ in circuit C'. Consider
any permutation II, ¢ o over n qubits that is equal to II, ¢ for inputs 1,...,[S;| and implements
the following permutation mapping,

{I&-I ¥, ysi|} 11, o S\ S (181)

A~

and Hi, g,.5; acts as identity on the m ancilla qubits. Because supp(U tPU ) C S;, we have

I UTP UH— =1 (I,® (OmNCT(P; @ I,)C (I, ® |0m>)11—1_

7

= (I ® (07)) ( 0,5:,8; CTH;SHS ) P ( 0,5:,8; CHZ_S“S ) (In@[0™)).  (182)

By the definition of the permutation H_1 , {1,...,|S:|} is the set of qubits corresponding to the
backward lightcone of qubit 1 in the (31rcu1t H ; s, C’HZ_ 3.5, . As a result, we have

0" i= (L (07 (0} ol e () onsl ) (e om) (183)

€ Saps(L L, ISil}) € S5 (184)

The last C follows from the fact that |S;| < 2¢ in Fact 5. We can use Eq. (182) and
|0 —UTRU| <2<y (185)

to see that
-1 A. -1 _ x
HHZ}SE' OZ’PHLSH' 0

< gdist /3, (186)
[e.¢]
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For any O € 8%, with O # O*, we have ||O — O*||, > edist By the triangle inequality, we have

[0t —0| zl0-07 [ Onprrt 07| z2stis sy
Together, we can show that O* is the unique global minimum,
* . -1 A. -1
0 = arg min HH LOpI ) OHOO. (188)
Using Eq. (182) again shows that
* . ; -1, -1 _ . =[p
P Hi7Si (agi‘g};n HHi75'iOZ’PHi7§i OHOO) Hivsi =U'RU. (189)
This concludes the proof. O

From Lemma 14, we can characterize the support of O; p=U tPU to apply Lemma 13.
Lemma 13 shows that there exists an ordering for sewing the Heisenberg-evolved Pauli observ-
ables O;P = U'P,U to create Usew({O;:P},;’p) given in Definition 15, such that USBW({O;P}i’p) can
be implemented by a constant-depth quantum circuit. Under the event that OZ p=U tRU (think
of O; p as 0-approximate Heisenberg-evolved Pauli observable P on qubit ¢ under U) for all Pauli
observable P and qubit ¢, Lemma 9 shows that

Usew ({0} ptip) =U @ UT. (190)
Finally, define an n-qubit channel & as follows,

E(p) = Tron Usew ({OF p}ip) (0 [07)0"))) (191)

which can be implemented as a constant-depth 2n qubits circuit. Using Lemma 15, we have
E=Uu (192)

with probability at least 1 — 4. This concludes the proof of Theorem 5.

5.4 Learning geometrically-local shallow circuits (Proof of Theorem 6)

We present the algorithm for learning an unknown geometrically-local shallow quantum circuit U.
We separate the proof into two-qubit gates over SU(4) and over a finite gate set.

5.4.1 Arbitrary SU(4) gates

We present the algorithm for learning an unknown geometrically-local shallow quantum circuit U
over any two-qubit gate in SU(4). The algorithm uses the randomized measurement dataset Ti7 (V).
The key ideas are constructing a superset of the support of the Heisenberg-evolved Pauli observables
using Lemma 16, finding the Heisenberg-evolved Pauli observables for every qubit using Lemma 11,
and sewing the Heisenberg-evolved Pauli observables together using Definition 15 and Lemma 9.

Consider the lightcones Ly(i) for each qubit ¢ with depth d as given in Definition 10. We have
the following lemma for characterizing the properties of L4(7).
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Lemma 16 (Properties of lightcones). Given a geometry over m qubits represented by a graph
G = (V, E) with a degree kK = O(1), a depth-d geometrically-local circuit U as given in Definition 9
with d = O(1), and the lightcones Lq(i) for each qubit i with depth d as given in Definition 10. For
each qubit i, we have

supp (U*PiU) C Ly(i), (193)

for any Pauli operator P € {X,Y, Z}. Furthermore, Lq(i) is geometrically local (see Definition 11),
|Lqa(i)| = O(1), La(i) is known, and the number of qubits j such that Lq(i) N Lq(j) # @ is at most
a constant.

Proof. Because U is of depth d and P; acts only on qubit i, UTP;U only acts only on qubits that
are distance d away from qubit i according to the graph G. By the definition of Ly(i), we have
supp (UTPU) C Lqg(i). Recall that [Lq(i)| < (k +1)4 = O(1). Furthermore, since G is known,
L4(i) is known. Now, consider a qubit j such that Lg(i) N Ly(j) # @. This condition shows that
qubit j must be of distance at most 2d from qubit ¢ in the graph G. Hence, the number of such j
is bounded above by (x + 1)?¢ = O(1). This concludes the proof of the lemma. O

Lemma 16 shows that L4(i) is a geometrically-local set, |Lg(7)| = O(1), Lg4(4) is known, and the
number of qubits j such that Lg(i) N Lg(j) # @ is at most a constant.

Recall that we can use Lemma 12 to constructing 7+ p.y(IN), Vi, P from the classical dataset
Tu(N) given in Definition 8. Because |Lg(i)| = O(1) and Lg(¢) is known, from Lemma 11, with a

dataset size of 2) 5
N=0 <nog€(23n/)> 7 (194)

we can use 71 py(IV), Vi, P constructed from 77 (N) to learn OAi,p, Vi, P such that, with probability
at least 1 — 0, for all i € {1,...,n} and Pauli observable P € {X,Y, Z}, we have
Ho“i,p - UTPZ-UH < 6i and supp(O;,p) € supp (UTRU) € La). (195)
o] n
The computational time for learning all O; p is O(n?log(n/d)/e?).
We now utilize Lemm 13 to sew the learned observables into a geometrically-local constant-depth
quantum circuit. To use the lemma, we note the following relations from Eq. (195),

A(i) == | Jsupp(O;,p) C | Jsupp(UTRU) C La(i). (196)
P P

Because Lg(i) is a geometrically-local set, |Lg(i)] = O(1) and the number of qubits j such that
Lq(i) N Ly(j) # @ is at most a constant, we have A(i) is a geometrically-local set, |A(i)| = O(1)
and the number of qubits j such that A(i) N A(j) # @ is at most a constant. Hence Lemma 13
given above shows that we can find an implementation of Usew({OAi’ p}ip) as a geometrically-local
constant-depth 2n-qubit circuit in time O(n). Given Eq. (195), we can use Lemma 9 on the form
of the sewed Heisenberg-evolved Pauli observables to yield

‘ Usew ({0s pYip) —U U] <. (197)
<&

Finally, define an n-qubit channel £ as follows,
E(p) = Trs (Usew ({01, }i.p) (0 2 [07K0") ), (198)
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which can be implemented as a geometrically-local constant-depth quantum circuit over 2n qubits.
Because Eq. (195) holds with probability at least 1 — §, we have

=

<e (199)
<&
with probability at least 1 — . This concludes the proof of the first part of Theorem 6.

5.4.2 Finite gate sets

We present the algorithm for learning an unknown geometrically-local shallow quantum circuit
U over a finite gate set. Let the depth of the unknown shallow quantum circuit be d = O(1)
and the finite gate set be G with |G| = O(1). The algorithm uses the randomized measurement
dataset T7(IV). The algorithm constructs a superset of the support of the Heisenberg-evolved Pauli
observables using Lemma 16, finds the Heisenberg-evolved Pauli observables for every qubit exactly
using Lemma 11 and the information about the finite gate set G, and sew the Heisenberg-evolved
Pauli observables together using Definition 15 and Lemma 9.

Consider the lightcones Lg(7) for each qubit ¢ with depth d as given in Definition 10. Lemma 16
shows that Lg(i) is a geometrically-local set, |Lq(i)] = O(1), L4(i) is known, and the number of
qubits j such that Lg(i) N Lg(j) # @ is at most a constant. The algorithm and the proof proceed
similarly to the case of having arbitrary two-qubit gates in SU(4). The main difference is in defining
the following set Sops(F;) for all i € {1,...,n} and Pauli observable P € {X,Y, Z},

Sobs(P;) == {U TPU | U is a geometrically-local depth-d circuit over the gate set G } . (200)

Because |G| = O(1) and d = O(1), the set Sops(P;) contains a constant number of observables that
only act on qubits in Lg(7). We can define the minimum distance to be

eo(P) :==min{ |01 — Oy, | O1 # Oy € Sops(P}) } = Q(1). (201)

We also define g = min; p eo(F;) = (1), which is a constant.

Recall that we can use Lemma 12 to constructing 7yt p,y(INV), Vi, P from the classical dataset
Tu(N) given in Definition 8. Because |Lg4(7)| = O(1) and Lg4(¢) is known, from Lemma 11, with a
dataset size of

N=O (bg(;:l/5)> — O(log(n/s)), (202)

we can use Tyt pyr(IV), Vi, P constructed from 77 (N) to learn OAi,p, Vi, P such that, with probability
at least 1 — 0, for all ¢ € {1,...,n} and Pauli observable P € {X,Y, Z}, we have

HOALP - UTPiUH < %0 and supp(OAi,p) C supp (UTPiU) C Ly(i). (203)

The computational time for learning all O; p is O(nlog(n/d)/e2) = O(nlog(n/s)). Because UTRU €
Sobs(F;) only has a constant number of possibilities, we can find

O} p := argmin HO — OALPH (204)
© O€Sos(P) o

in time O(n). Because the pairwise distance in Syps(P;) is at least g and UTPU € Syps(P;),

p=URU, Vie{l,...n},Pe{X)Y, 2} (205)
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with probability at least 1 — 9.
We now utilize Lemm 13 to sew the learned observables into a geometrically-local constant-depth
quantum circuit. To use the lemma, we note the following relations from Eq. (195),

A(i) = | Jsupp(0; p) C | Jsupp(UTPU) C La(i). (206)
P P

Because Lg(i) is a geometrically-local set, |Lg(i)] = O(1) and the number of qubits j such that
Lq(i) N Ly(j) # @ is at most a constant, we have A(i) is a geometrically-local set, |A(i)| = O(1)
and the number of qubits j such that A(i) N A(j) # @ is at most a constant. Hence Lemma 13
given above shows that we can find an implementation of Usew ({O} p}i,p) as a geometrically-local
constant-depth 2n-qubit circuit in time O(n). Given Eq. (205), we can use Lemma 9 on the form
of the sewed Heisenberg-evolved Pauli observables to yield

usew({ozp}i,P) =U & UT (207)
Finally, define an n-qubit channel £ as follows,

E(p) := Tron (Usew({OF p}i,p) (0 © [07X0"])) , (208)

which can be implemented as a geometrically-local constant-depth quantum circuit over 2n qubits.
Because Eq. (195) holds with probability at least 1 — §, we have

E=U (209)

with probability at least 1 — §. This concludes the proof of Theorem 6.

5.5 Learning shallow circuits on k-dimensional lattice with optimized circuit
depth (Proof of Theorem 7)

Here we develop an approach to optimize the depth of the learned circuit. The main idea is to
design a coloring scheme for the k-dimensional lattice with the fewest colors possible, such that
gates supported on the same color can be implemented simultaneously.

Definition 17 (k+1-coloring of k-dimensional lattice with distance R). Consider a graph represent-
ing a k-dimensional lattice (Fig. 1(a) shows k = 2). Each vertez is assigned a color, and the entire
lattice is divided into many small regions with different colors. A k + 1-coloring of k-dimensional
lattice with distance R satisfies the following properties:

1. There are k+ 1 colors in total;
2. Fach small region has constant size;
3. The distance between two regions with the same color is at least R.

Here we give a construction of the above coloring (see Fig. 2). Similar approaches have been used
in e.g. [105], although explicit constructions in 3D or above are not provided. The construction is
based on “fattening” different ¢-cells in the lattice, from small to large ¢.! Consider a k-dimensional
cube of length 2kR (the volume of the cube is (2kR)*). Then we do the following:

e Fatten each O-cell (vertices) to length kR, assign color 1.

We thank Jeongwan Haah for teaching this argument at PCMI 2023 Graduate Summer School.
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(a) 2D

Figure 2: A coloring of k-dimensional lattice with k& + 1 colors, where different regions of the same
color are separated by distance at least R. (a) A coloring of 2-dimensional lattice. (b) A coloring
of 3-dimensional lattice (the fourth color is not shown).

e Fatten each 1-cell (edges) to length (k — 1)R, assign color 2.
e Fatten each 2-cell (faces) to length (k — 2)R, assign color 3.
o ...

e Fill in the remaining k-cell with color k£ + 1.

This is repeated in a translation-invariant way across the entire lattice.

This construction is illustrated in Fig. 2 for k = 2,3. First, consider £k = 2. A 2-dimensional
square of size 4R X 4R is shown in the top left corner (thick black box) of Fig. 2(a). In the first step,
we fatten each of the 4 vertices into red squares of size 2R x 2R. Only a quarter of each red square
remains within the original square. Next, we fatten each of the 4 edges into purple rectangles of
size R x 2R. This can be viewed as “growing” the edge until it has thickness R, but the regions
that were colored red remain unchanged. Note the fact that the purple edges have a thickness of
R, while the red vertices have a thickness of 2R. This is crucial as it ensures that different purple
regions are separated by a distance of at least R. Finally, the remaining regions are colored orange.
Note that different orange regions are also separated by a distance of at least R due to the thickness
of the purple edges.

The coloring of 3-dimensional lattices is shown in Fig. 2(b). Here we assign colors to a 3-
dimensional cube of size 6R x 6R x 6R, and Fig. 2(b) illustrates one of the six faces of that cube,
which is the result of fattening the red vertices, green edges, and the blue face (the final coloring of
the 3-cell is not shown in the figure). The thickness of the red vertices is larger than the thickness of
the green edges, which guarantees that different green edges are separated by distance R. Similarly,
the decrease in the thickness of the blue faces relative to the green edges guarantees the separation
of different blue faces.
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Choose R = 3d in the above coloring scheme, and suppose the system is divided into L small
regions Aq,...,Ar (3, |A:] = n). Two regions A;, A; that have the same color are separated by
distance at least 3d. Let A, be the ancilla system associated with A; (see Fig. 1), and let Sy4, be
the SWAP operator across A; and A;. Let S = Hle Sa, be the global swap between system and
ancilla. We are now ready to describe the learning algorithm. We separate the proof into two-qubit
gates over SU(4) and over a finite gate set.

5.5.1 Arbitrary SU(4) gates

The learning algorithm proceeds in the same way as in Theorem 6; the only difference is that we
need to learn Heisenberg-evolved Pauli operator UTPU for P supported on each small regions in
the coloring scheme instead of on each of the single qubits.

Our goal is to learn to implement the unitary

L
UaU'=S|[[(UTeDSsUeID)]|. (210)
i=1

The algorithm learns each of the operators Wy, := (UT ® I)S4,(U ® I) and then multiply them
together, followed by the global swap. The key idea to optimize the circuit depth of the learned
circuit is to utilize the coloring scheme in the following sense:

Lemma 17 (Disjointness of supports). Let A;, A; be two regions with the same color. Then Wy,
and Wa, have disjoint support.

Proof. Recall that the operator Wy, is supported on L(A;) U A%, where L(A;) is the lightcone of
A; according to Definition 10. Therefore, Wy, does not overlap with W,, when the lightcones
L(A;) and L(A;) do not overlap. The coloring scheme has the property that A;, A; are separated
by distance at least 3d. Note that the lightcone of a region spreads the region by distance d.
This implies that L(A;) and L(A;) are still separated by distance at least d and therefore do not
overlap. O

Using the above lemma, we can construct the learned circuit by applying the learned operators
{Wa4,} with the same color simultaneously.

Lemma 18. There is an implementation of U ® U via applying the operators {Wa,} in an appro-
priate order, such that the total circuit depth is (k+1)(2d +1) 4 1.

Proof. We would like to implement
L
UoUl=S][Wa, (211)
i=1

Note that the operators {W4,} pairwise commute, and we apply them in the following order: for
each color j € {1,2,...,k + 1}, apply all operators Wy, that has color j simultaneously. Finally,
apply the global swap S.

Note that by definition, W4, = (UT @ I)S4,(U ® I) can be viewed as a depth-(2d + 1) circuit
acting on L(A;) U A.. The total circuit depth is therefore (k + 1)(2d + 1) + 1 (the final +1 comes
from the global swap). O

The learning algorithm has two steps: learning and compiling.
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1. (Learning) Learn an approximate classical description WAi for each Wy,, such that ||WA¢ —
Wa,|leo < e for all ¢ with high probability.

(Complhng) Compile the learned unitaries WA from step one into depth-(2d + 1) circuits
WA , such that [|[Wy4, — WA lloo < 2¢; for all i.

The diamond distance between the learned circuit and the true circuit is at most 3Le; < 3neq.

Step 1: Learning. The goal is to learn an approximation Ol Pa, of each operator U TPAZ.U , such
that the following,

)i pa, — U Pa, UH < 2|j1|+1, Vie{1,2,....L}, P e{l,X,v,Z}\4l  (212)
holds with probability at least 1 — 6.
Using the fact that Sa, = 2},
1
Wa, = o Z UtPU @ P. (213)
Pe{I,X,Y,Z}14il
Meanwhile, let
. ) 1 .
Wa, :=Proju | 5 > Oip,, ® Pa, | . (214)

Pe{I,X,Y,Z}4Ail

From the lattice coloring scheme, we have |L(A;)| + |A;| < 2(8kd)*. Hence, using Corollary 1 on
exact unitary synthesis with geometrically-local circuits, we can implement W4, by a geometrically-
local circuit with a circuit depth of

4(8kd)k42(8kd)k S 43(8kd)k+1 S 44(8kd)k‘ (215)

Conditioned on Eq. (212) succeeds, the approximation error is bounded as follows:

HWA ~Wa| <2 ﬁ S <0},PAi - UTPAZ.U) ® Py,
Pe{I,X,Y,z}4l .
sy X o -viea] .
Pe{I,X,y,z}4l
<e&

Here in the first line we use the same argument as in Eq. (124).
It remains to bound the time and query complexity to achieve the learning guarantee in Eq. (212).
Given a randomized measurement dataset

N

Tu(N {\W ®|Wz [pe) = ®\¢e,i>} ; (217)
i=1

(=1

for a Pauli operator P € {I, X,Y, Z}l4l with weight w < |A;| (the weight of a Pauli operator is the
number of non-identity elements), let

o) Y2 39 (g, |Pléen) (218)
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where we let |¢g 4;) := ®jea, |¢¢,j). The same argument in Lemma 12 shows that

[vf TPAZ‘U} — (U Pa,U i) (219)

Let m := max;|L(A;)| < (8kd)* be the maximum support of the operators UTPs,U. Using
Lemma 11, with a dataset size of
200m) Jog(n/§)

N:
2
€1

: (220)
Eq. (212) is achieved with success probability at least 1 — .

Step 2: Compiling. Given a classical description of VAVAZ. as unitary acting on L(A;) U A}, which
can be implemented with a circuit depth of at most 44(8kd)k, we would like to find a depth-(2d 4 1)
circuit WAZ that is close to VAVAZ.. To do this, we construct an e-net for the circuit lightcone and
perform a brute force search.

Definition 18 (e-net for circuits). Consider a graph G = (V, E). Let U be some unitary generated
by d layers of 2-qubit gates where each gate is chosen from SU(4) and acts on an edge in E. An
e-net for circuits is a set of depth-d circuits defined on G, denoted as N:(QG), such that for any
choice of U, there exists V € N:(G), such that ||V — Ul|e < €.

Lemma 19. Let G = (V, E) be a graph with s = |V| vertices and mazimum degree k. An e-net for

depth-d circuits defined on G, denoted as Nz(G), can be constructed with size at most (%Sd)O(Sd)
and in time (%d)O(Sd).

Proof. There are at most sd/2 2-qubit gates in the circuit. We construct the e-net by first enu-
merating all possible circuit architectures and then enumerate each 2-qubit gate using a %—net for
SU(4). In each layer, each qubit can interact with one of the x neighboring qubits. This implies
that the number of possible circuit architectures in one layer is at most x°. Therefore, the number

of possible circuit architectures with depth d is at most k.

c1
An e1-net for SU(4) can be constructed with <§—(1’) elements, where ¢y, c; are absolute constants.

Plugging in &1 = g—;, the size of N:(G) is at most

) O(1)-sd O(sd)
s <O(1) Sd> — (m> ) (221)

€ €
This concludes the proof. O

Let G(4,) be the subgraph of k-dimensional lattice induced by vertices in L(A;). The lattice

coloring scheme guarantees that the size of L(4;) is at most (8kd)*. Let N, (G L(A;)) be an ea-net
for depth-d circuits acting on L(A;), which has size at most
k13 O1)(8kd)*+1

(Md)> . (222)

€2

By definition, there is an element V' € N_, (G L( Ai)> which is a depth-d circuit acting on L(A;), such
that
(U@ )Sa,(URT) — (VI@I1)Sa,(V &) < 260, (223)
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which implies that

[Wa, — (VI@D)S4,(V&I)|oo < 1 + 2e0. (224)

Therefore, enumerating over all elements in N, (G L(A;)), We are guaranteed to find one element 1%
that satisfies
[Wa, = (VI @ D)Sa,(V@T)|o < &1+ 2. (225)

Let g2 = €1/2 and define VAVAZ = (VI ®@1)S4,(V@I), we have |Wy, — W,lallHoo < 2¢;.

Putting everything together. To achieve diamond distance € between the learned circuit

S Hf’zl W1’4i and the true circuit U ® UT, it suffices to choose e; = 53.. With probability at least

1 — 4, we can learn all operators W4, within sufficient precision, using a dataset size of

20(Bk)") p2 16g(n /6)

N= d .

; (226)

Next, each WAi is classically compiled into a circuit, and they are combined together according to
the order in Lemma 18, such that the learned circuit has total depth (k + 1)(2d + 1) + 1. This
classical postprocessing procedure takes a total time of

O(nN) + (n/e)OED") (227)

which is polynomial in n and 1/e. If we do not compile WAZ' to the shorter-depth circuit WI’% and
use WA'L directly, then the classical postprocessing procedure only requires a computational time of

O(nN), (228)

but the learned circuit will have a total depth of (k + 1)44(8kd)k + 1. This concludes the proof of
the first part of Theorem 7.

5.5.2 Finite gate sets

The algorithm and the proof closely follow that of arbitrary SU(4) gates. When one considers a
finite gate set with a constant size, a key simplification is the following: for any given ¢ € {1,...,L}
and Py, € {I,X.,Y, Z}'Ai‘, UTP4,U only takes on a constant number of options. Let Ei,Py, = Q(1)
be the minimum distance in spectral norm between any pair of distinct UTPAZ.U .

From the same algorithm and proof in Step 1: Learning, we can ensure that

N [ .
|0ips, —UtPAU| g% Vie{1,2,...,L}, Pa, €{LX,Y,Z}4 (220
g [e’9)

holds with probability at least 1 — ¢ using a sample complexity of

N=0 (W) — O (log(n/5)). (230)

€i,Pa,

From the definition of ¢; p 4, We can identify UTPAZ.U exactly from Ol Pa,- This enables us to exactly
reconstruct

1
Wy, = —— > U'PU @ P =U'Sa,U. (231)
Pe{I,X,Y,Z} 4l
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Because U is a quantum circuit of depth d = O(1) on a constant-dimensional lattice over a finite
gate set of a constant size, we can perform a constant-time brute-force search to find a (2d+1)-depth
circuit implementation for Wy, instead of searching through the e-net as in Step 2: Compiling. The
computational time of the compiling step is improved from (n/ 5)0(8kd)k+1) to O(n). Following the
rest of the proof for the case of SU(4) gates, we can learn U exactly with a learned circuit of depth
(k+1)(2d +1) + 1. The sample complexity is given in Eq. (230), and the computational time is
dominated by reading the classical dataset, which is of O(nN) = O(nlog(n/d)). This concludes the
proof of Theorem 7.

6 Learning shallow quantum circuits from quantum queries

We consider quantum learning algorithms that can access an unknown n-qubit unitary U through
coherent quantum queries, which interleave the unitary U with quantum computation.

Definition 19 (Coherent quantum queries). The learning algorithm is a quantum algorithm with
general coherent query access to the unknown unitary U. The quantum learning algorithm can
interleave multiple accesses to the unknown unitary U with polynomial-size quantum circuits.

We show the following result for learning geometrically-local shallow quantum circuits over
finite gate sets with asymptotically optimal query complexity and time complexity. We only need
to consider proving the matching upper bounds. The matching lower bounds to the query and
time complexity are trivial: learning anything about U requires (1) queries to U; writing down U
requires 2(n) time.

Theorem 8 (Learning geometrically-local shallow quantum circuits over a finite gate set). Given
an unknown geometrically-local constant-depth n-qubit circuit U over a finite gate set. From

N =0(1) (232)

queries to U, we can learn an n-qubit quantum channel & that can be implemented by a geometrically-
local constant-depth 2n-qubit circuit, such that

E=U, (233)
with probability 1. The computational time to learn & is ©(n).

6.1 Learning local inversion using coherent quantum queries

When there is only a finite choice of possible unitaries, we can find the local inversion perfectly with
O(1) queries, even if there is incoherent noise coming from the environment. This lemma is useful
for showing the O(1) query complexity for learning n-qubit shallow quantum circuits with a finite
gate set and a fixed geometric structure. The idea is to store multiple output quantum states in a
quantum memory and utilize entangled quantum data processing. The formal statement is given
below. We use the subscript on identity I or Z to denote the number of qubits the identity acts on.

Lemma 20 (Perfect local inversion among finite choices). Consider k,l,m = O(1), unitaries
Ui, ..., Uy over k qubits, and unitaries Wy, ... Wy, over (k — 1) + 1 qubits. Let CPTP maps &,
from k to k+1 qubits be

E:p) = (T aW) Uy T (pR /2, Yz =1,...,m. (234)
Given an unknown &,. Using O(1) queries to E;, we can find a perfect local inversion Vy of U, on

the first qubit. Furthermore, V, = UZ-T for some 1.
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In order to prove the above lemma, we use a perfect local identity check for two choices given
in Lemma 21. The proof of Lemma 20 is given after the proof of Lemma 21.

Lemma 21 (Perfect local identity check among two choices). Consider k,I > 1, two unitaries
U1, Uy over k qubits, and two unitaries Vi, Vo over k+1—1 qubits. Given CPTP maps from k qubits
to k41 qubits,

Exlp) = (T @Ve) U @T)(p@ 1/2), Vo =1,2. (235)

Assume that k, 1 are constants, Uy acts as identity on the first qubit Uy = I ®ﬁ1, and Us is constant
far from CPTP maps that act as an identity on the first qubit,

c:= mgin U — Iy @ &, = Q(1). (236)
Given an unknown &,. Using O(1) queries to &, we can perfectly distinguish between & and Es.

Proof. Let |Q) be the maximally entangled state over two copies of a k-qubit system. We define
the following density matrices over (k + 1) + k qubits,

Pzx = (Ik ® gz)(’Qkava Ve =1,2. (237)

The support of a density matrix p is defined as

supp(p) = { [¥) | (¢| p|) > 0}. (238)
From the definition of p,, we have
supp(pz) = {(Tp+1 @ Vo) (I @ Uz @ L) (%) @ [¥)), V[¥)}. (239)
The maximal fidelity between two density matrices is defined as
F(p1, p2) = max (| {¢1]62) | | |¢) € supp(pz), = =1,2). (240)

The maximal fidelity behaves similarly to fidelity and is multiplicative under tensor product

F(p1 ®o1,p2 ® 03) = F(p1, p2)F(02,02). (241)
From the above definition, we see that there exists |11) , |1)2) such that

. - 2
Fpr, p2)* = | (%] @ (1)) (I ® U @ L) (T @ (VIVA(U1 @ 1)) (%) @ [¢h2))| - (242)
We now consider two states associated with the above,

o1 = (It1 @ (Vi Vi (01 © 1)) (12%) %] @ [a)a]) (In1 ® (U] © I)VIVa)) - (243)
0y = (I @ Uy ® 1) ([N | ® [v1)r])(Tx @ U @ 1) (244)

The Fuchs-van de Graaf inequalities show that F(p1, p2)? = Tr(o109) < 1 — o — U2H%. We now
consider a lower bound of the trace norm ||o; — o3||; by tracing out the last [ qubits,

o1 — o2lly = [[(Zk ® T @ E) (| ) ]) — (Th @ U) (1 X2 D15 (245)

where £ is a CPTP map that acts on the last £k — 1 qubits. Recall that the 1-norm distance in
the Choi states upper bounds the diamond distance in the CPTP maps up to the dimension factor
1/2F. From the definition of ¢ in Eq. (236), we have the following inequality,

1 c
\\01—02||1Z27||11®5—U2H<>227' (246)
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Therefore, we have

F(p1,p2) < /1= (¢/2"42)2 < 1, (247)

which is a key result that will be used later.
We need to consider another pair of states. Consider the Pauli decomposition of Us on the first
qubit,
Uy = Z P® 027]3, (248)
Pe{I,X.,Y,Z}
where fo, p is a complex matrix of dimension 2k=1 Because Uy does not act as identity on the first

qubit, we have ¢ := 3" prr 1T ([7; p(]}’ p) > 0 is a positive constant. Consider the following matrix,

M:= > PaUp, (249)
Pe{X)Y,Z}

and define two 2k-qubit pure states,

|th1) == |Q%), (250)

— i M
[the) := I} ® <U2 Tr(MTM)/2k> Q%) - (251)

By the definition of ¢ and M, we have Tr(MTM) = 2¢ > 0 and

F(joa)wnl, [efea]) = [ (ale) |* = 2¢//2% > 0. (252)

Furthermore, the overlap between & (|1, )(1)z|) satisfies

1 1 1

Tr (E1(JpaXehrDEx (92 )Xe2l)) = SajoE oF ok (253)

S (TP e (0 p @ VIO @ 1) Tear(Q @ (0 @ )V Va(Taq @ 1)) =0,
PQe{X)Y,Z}
(254)

which implies that there exists a two-outcome projective measurement M that could perfectly
distinguish between the two states &1 (|¢1)(11]) and Ea(|1p2)(12]).

Consider N queries to &, to obtain p®V, where the number of queries is

log ((20’/2’“))
log ( 1 (c/2k+2)2)

Using Eq. (241), (247), and (252), we have

N :=max | 1,

= 0(1). (255)

~ ~ N ~
F(pP™, p5™) = Flpr, p2) < /1= (c/2842)2 < (2d/2%) = F(Jua}vl, [$2)en]). (256)

From Lemma 1 of [98], there exists a CPTP map 7T that takes p, to |1, ) 1| for z = 1,2. We
apply 7 to p;. And we evoke one additional query to &, to obtain &£;(|1z)(¢z|). Finally, we
perform the two-outcome projective measurement M to perfectly distinguish between & (|11 )v1])
and Ey(|1h2)(a]). Together, with N +1 = O(1) queries to &, we can perfectly distinguish between
51 and 52. O
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We are now ready to prove Lemma 20. The central idea is a bipartite tournament with a
potential local inversion on one side and all possible non-local inversion on the other side.

Proof of Lemma 20. Each query to &, allows us to create 1 query to any one of the following CPTP
maps,

Eai = (Egoll), Vi=1,...,m. (257)

The algorithm proceeds by going through all of ¢ one by one. For each ¢, the algorithm creates two
sets,

S = {y e{l,...,m} | UyU;r acts as identity on the first qubit} , (258)
Ty :={1,....,m}\ S;. (259)

Note that by definition, i € S; and i € T;. For each y € T;, the algorithm uses the algorithm given
in the proof of Lemma 21 to test whether &, ; is equal to &, ; or & ;. If £, ; is indeed equal to one
of them, then the algorithm in Lemma 21 is guaranteed to output the one that is equal to &, ;. If
not, then the algorithm in Lemma 21 will output &,; or &;; arbitrarily. After going through all
y € Ty, if between &, ; and &;;, & ; is always chosen for all y € T;, then the algorithm sets i* := 4
and terminates the for-loop over ¢. The algorithm outputs UZ-T* as the claimed perfect local inversion
of U, on the first qubit.

By construction, the total number of queries to &, in the above algorithm is a constant. We now
prove that (a) i* can always be found by the above algorithm and (b) U;r* is a perfect local inversion
of U, on the first qubit. The proof is separated into the following two paragraphs addressing each
claim.

©* can always be found. When i = z, for each y € T}, we are testing whether &, , is equal to

Eyz or Ey . Because Uin does not act as identity on the first qubit by definition of T}, Lemma 21
shows that the algorithm will always return &, , when deciding between &, , and &, .. Hence when
i = x, the algorithm will set ¢* := ¢ and terminate the for-loop over i. The algorithm could also
terminate earlier for some i < x but will always terminate when 7 = x. Therefore, i*, as defined by
the algorithm previously, can always be found.

UZ-T* is a perfect local inversion of U, on the first qubit. We first show by contradiction that
x ¢ Tj«. Suppose that x € Tj«. For y = x € T}», we would be testing whether &, ;« is equal to &, ;=
or &« «. Recall that i* ¢ T}, thus  # ¢*. Lemma 21 thus implies that the algorithm will always
return &, ;+ when deciding between &, ;+ and &« ;+. As a result, the condition defining ¢* is not
satisfied, which is a contradiction. Because S+ U T = {1,...,m}, we have z € S;=. which means
have UxUZL acts as identity on the first qubit. As a result, UZL is a perfect local inversion of U, on
the first qubit. O

6.2 Learning geometrically-local shallow circuits over a finite gate set (Proof of
Theorem 8)

We present the algorithm for learning an unknown geometrically-local shallow quantum circuit U
over a finite gate set. Let the geometry over n qubits be represented by a graph G = (V, E) with
degree k = O(1), the depth of U be d = O(1), and the finite gate set be G with |G| = O(1).
This algorithm requires coherent quantum queries to the unknown unitary U. The key ideas are
constructing n CPTP maps £,Vi € {1,...,n} from O(1) queries to U, utilizing Lemma 20 to find
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perfect local inversion among finite choices, and using Definition 13 and Lemma 7 to sew the local
inversion unitaries together.

We consider the lightcone Lg(i) of the geometry for qubit ¢ under the unknown depth-d geometrically-
local circuit U in Definition 10 and the properties of the lightcones given in Lemma 16.

For each qubit ¢ in the n-qubit system, we can always decompose the depth-d geometrically-local
quantum circuit U as the following,

U — < oW eI, (i)) (U@) ® W(z‘)) , (260)

where U®) acts on qubits in the set Lg(i), W acts on qubits not in the set Lg(i), W@ acts on
qubits in the set Log(i) \ {7}, and I;, I¢,(;) are identity matrices acting on qubit ¢ and qubits not
in L34(i), respectively. Furthermore, U @ W@ W@ are all subcircuits (circuits containing a subset
of gates) of the unknown depth-d geometrically-local circuits U. We define the CPTP map &7,

Tor o
Uy .— ¢La(i)
& (p) = Trgr,,a) <U <P® 2n_de(z)|> UT) (261)
i i TLoa()\La(i)
= (Ii @ Wt )) (L{( ) ®IL2d(i)\Ld(i)) <,0 & m , (262)

where p is a density matrix for qubits in L4(3), Igp,() is the identity matrix over qubits not in
L4(1), Ing(i)/Tl*'Ld(i)‘ is the maximally mixed state for qubits not in Lg(i), and Trgp, ;) traces
out all qubits not in Lyy(i). Because £V (p) uses a single query to U, naively, one would expect that
to obtain a query to SiU for every qubit ¢ requires n queries to U. The following lemma shows that
we can do much more efficiently than what one would naively expect.

Lemma 22 (Queries to every & from only O(1) queries to U). We can construct a query to every
EiU, 1 <i<mn from only O(1) queries to the unknown constant-depth geometrically-local circuit U.

Proof. Let d = O(1) be the depth of the circuit U. We consider a graph G4 over n qubits, where
each pair of qubits is connected by an edge if their distance in G is at most 3d. The degree of
GG is at most (k + 1) = O(1). The graph only has O(n) edges and can be constructed as an
adjacency list in time O(n). Let us define a coloring of the graph G3%. By the standard greedy
coloring algorithm, we can find a color (% (i) for each qubit 7 in graph G4 where no adjacent
vertices can have the same color, and there are only % distinct colors with

XOD < (k+1)% +1=0(1). (263)

The greedy coloring algorithm runs in time linear in the number of edges in G4 which is linear
in the number n of qubits.

For each color c =1, ..., X(?’d), we consider the set of qubits with color ¢. We can construct one
query to every 5Z-U for qubits ¢ with color ¢(3%) (i) = ¢ from only one query to U. By the construction
of the graph coloring, for two distinct qubits ¢ # j with the same color ¢, L3q(i) N L3q(j) = @. We
now define the following sets of qubits for the color c,

A(c)::{ie{l,...,n}|c(3d)(i):c}, Bye):= |J L), (264)
i:c39) (4)=c

for any integer ¢ > 1. Given the definition of U®), W® in Eq. (260) for each qubit i. We can further
decompose the shallow circuit U as

U=1{lewe @ W els,q Q) v ew, (265)

i:c(3d) (4)=c i:c(3d) (4)=c
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where W () acts on qubits not in By(c). Consider initializing the qubits not in By(c) as the maxi-
mally mixed state, evolving under U, and tracing out any qubits not in Bsg(c). The resulting CPTP
map EY from qubits in By(c) to qubits in Bag(c) can be written as

. 4 1
U % ) Bag(c)\Ba(c)
E (p) = Ta@e) @ ® wt) ® u® ® IRy, (i)\Ba(i) (p & 2322(26”_';(1(6)') , (266)

i:cB3d) (i) =c i:c(3d) (4)=c

where p is a density matrix over qubits in By(c). It is not hard to see that

&= & (267)

i:c(3) (3)=c

Because €Y only requires one query to U, we can create Sl-U for all qubit ¢ with color ¢ from one
query to U. Since there is only Y34 = O(1) colors, we can create a query to every SZ»U ,1<1<n
from only O(1) queries to the unknown circuit U. O

Because U is over a finite gate set with size O(1), we have U® and W only have a constant
number of choices. Furthermore, both U® and W act on a constant number of qubits because
|Lq(i)| = O(1), |L2q(7)| = O(1) for a constant depth d. From Lemma 20, for each qubit ¢, through
O(1) queries to £, we can learn a perfect local inversion V; of U (@) on qubit i with no failure
probability. The local inversion unitary V; is the inverse of one of the possible choices for U®.
Hence, V; is a geometrically-local depth-d circuit that only acts on qubits in Lg4(i). Combining with
Lemma 22, from only O(1) queries to U, we can learn V) Vi = 1,... n, such that

UMY, =70 g;/é’;i)Vi, (268)

where Z( is the identity map on qubit ¢ and 6’%”% is the reduced channel of U®V; with qubit
i removed. The quantum computational time is given by O(n). We now show that V; is also the
perfect local inversion unitary for U on qubit i. To see this, recall the decomposition in Eq. (260),
we have

Ui = (Lo WD @ Typ,, ) (UOV @ WO) (269)
=100 (WD @ Zyp,,m) (847 @ W0)) (270)
=10 @ el (271)

We can now use Definition 13 and Lemma 7 to sew the perfect local inversion unitaries together.
This gives the following 2n-qubit unitary,
(1) @\
() s (")

1

Usew(Vi,..., Vi) =8 =UeUT, (272)

)

n

where Vi(l) is the unitary V; acting on the first set of n qubits.

We now show that there exists a sewing ordering such that Usew(V1, ..., V,) is a constant-depth
geometrically-local circuit. Given the geometry over n qubits represented by a graph G = (V, E).
Consider a graph G2 over n qubits, where each pair (i,7) of qubits are connected by an edge if 7, j
is of distance at most 2d in the geometric graph G. Hence, equivalently, for all (¢, 7) not connected
by an edge in G249 we have

La(i) 0 La(j) = 2. (273)
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The degree of G2¥ is bounded above by (k+1)%¢. And G4 can be constructed as an adjacency
list in time O(n). Because the graph has a constant degree, we can use a O(n)-time greedy graph
coloring algorithm to color the n-qubit graph G249 using only a constant number of colors. For
each node/qubit ¢, we consider ¢(i) to be the color. The sewing order for the n local inversion
unitaries V; is given by the greedy graph coloring, where we order from the smallest color to the
largest color. By the definition of graph coloring, for any pair i, j of qubits with the same color, we
have L4(i) N Ly(j) = @. Furthermore, V; is a constant-depth geometrically-local circuit that only
acts on a constant number of qubits. Therefore, for any color ¢/, we can find an implementation of

the 2n-qubit unitary
[T (v*)s (Vi(l))T (274)

i:c(i)=c
with a constant-depth geometrically-local quantum circuit in time O(n). Since there is only a
constant number of colors, the 2n-qubit unitary Usew (V1, ..., V,,) in Eq. (272) with the color-based

ordering can be implemented with a constant-depth geometrically-local quantum circuit in time
O(n). Finally, define an n-qubit channel &£ as follows,

E(p) == Trsp Usew(Va, ..., Vo) (p @ 10™)0™))), (275)

which can be implemented as a geometrically-local constant-depth quantum circuit over 2n qubits.
Because Usew (V1, ..., V,) = U @ UT from Eq. (272), we have

E=u (276)

with probability one. This concludes the proof of Theorem 8.

7 Hardness for learning log-depth quantum circuits

We have seen from the previous appendices that learning general constant-depth quantum circuits
can be done efficiently. A natural follow-up question is whether one could efficiently learn log-depth
quantum circuits. In the following, we show that learning log-depth quantum circuits to a constant
diamond distance is exponentially hard, even when we allow coherent quantum queries to U. Hence,
the problem of learning quantum circuits transitions from being polynomially easy to exponentially
hard when we go from O(1)-depth to O(logn)-depth.

Proposition 3 (Hardness for learning log-depth circuits). Consider an unknown n-qubit unitary U
generated by a O(logn)-depth circuit over arbitrary two-qubit gates with n ancilla qubits. We have

o Learning U to 1/3 diamond distance with high probability requires exp(€2(n)) queries.

e Distinguishing whether U equals to the identity I or is 1/3-far from the identity I in diamond
distance with high probability requires exp(€2(n)) queries.

Proof. Without loss of generality, we consider n to be 2* for an integer k. Consider the unknown
unitary U to be I or one of U,,Vx € {0,1}". The unitary U, is defined to be

L, z=y,
Uggly>={_1 vty (277)
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for any y € {0,1}". The n-qubit unitary U, can be constructed as follows,

v.=| [[] xi|cmz| ] x|, (278)
1<i<n 1<i<n
x; =0 z;=0

where X; is the X gate on the i-th qubit, and C"Z is a controlled-Z gate controlled on all qubits.
The circuit [[,, 2,—0 Xi can be implemented in one layer. We can implement C"Z using n ancilla
qubits in depth O(logn). To see this, we first construct a (2¥ + 2% — 1)-qubit unitary V recursively
as follows:

1. Set the n = 2* qubits to be the first set of control qubits. Set j < k.

2. Consider the 27 control qubits as 27! pairs of two control qubits. Include 2/~! new ancilla
qubits initialized at |0)".

3. For each pair of control qubits, implement a CCX gate on each newly added ancilla qubit
controlled on the two control qubits.

4. Set the new 297! ancilla qubits as the set of control qubits. Set j < j — 1.
5. If j > 0, repeat Step 2.

We can compile the CCX gate acting on three qubits to be a sequence with a constant number of
two-qubit gates. The depth of V' is O(logn). The unitary V computes whether all n qubits are
one and stores the result in the 2n — 1 qubit. We can implement the n-qubit unitary C"Z using a
2n-qubit O(logn)-depth circuit with n ancilla qubits,

C"Z @ |0") = (V& Il Xop CZon—1.90 Xon (V@ T) (I, ® |0™)), (279)

where Xo, is the NOT gate on the one ancilla qubit not acted by V, I is a single-qubit identity, I,
is an n-qubit identity, and CZsa,_1 2, is controlled on the last ancilla qubit added in the recursive
construction of V' and acts on the one ancilla qubit not acted by V.

If one could learn U up to 1/3 error in the diamond distance with high probability or if one
could distinguish whether U equals to the identity I or is 1/3-far from the identity I in the diamond
distance with high probability, then one could successfully distinguish between the identity map [
and the unitary U,. Distinguishing I or one of U,,Vz € {0,1}" is the well-known Grover search
problem. Hence, from the well-known Grover lower bound [106], we have the number of queries
must be at least Q(2"/2) = exp(€2(n)). This concludes the proof. O

8 Learning quantum states generated by shallow circuits in 2D

Given copies of an unknown quantum state |¢)) = U |0™), with the promise that U is a depth-d circuit
acting on a 2-dimensional lattice. In this section, we present an algorithm to learn a description of
a shallow circuit that prepares |1)) up to a desired precision. The algorithm can be viewed as first
collecting a sufficiently large randomized measurement dataset [84, 88| from the unknown state and
then classically reconstructing the circuit based on the dataset.
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Definition 20 (Randomized measurement dataset for an unknown state). The learning algorithm
accesses the unknown state via a randomized measurement dataset of the following form,

N

Ty (N) {\m ®|¢€z} : (280)

=1

A randomized measurement dataset of size N is constructed by obtaining N samples from the un-
known state [¢). One sample is obtained from one experiment given as follows: measure every
qubit of 1) under a random Pauli basis. The measurement collapses the state |1) to a state
|dr) = @iy |dr.i), where |pp;) is a single-qubit stabilizer state in stab;.

Together, N copies of |¢) construct a dataset Ty (N) with N samples. The dataset can be
represented efficiently on a classical computer with O(Nn) bits.

Theorem 9 (Learning quantum states generated by shallow circuits in 2D). Given copies of an
unknown state |1), with the promise that [1p) = U |0™) for an unknown n-qubit circuit U with circuit
depth d acting on a 2-dimensional lattice, then the following holds.

1. Suppose each two-qubit gate in U is chosen from SU(4). With a randomized measurement
dataset Ty (N) of size
90(d?),,50 n
we can learn a quantum circuit V. with depth 3d acting on n + m qubits on an extended
2-dimensional lattice, such that

%HTrB (v10mx0" 4 @ 00" 5 V1) = el <, (282)

O(d?)
with probability at least 1 —§. The computational time to learn V is ("?d?)) . The number
of ancilla qubits can be chosen as m = tn for an arbitrarily small constant t > 0.

2. In addition, if each two-qubit gate in U is chosen from a finite gateset of constant size and
d = O(1), then there is an algorithm that learns an exact preparation circuit V. with depth
3d acting on n +m qubits, such that V'|0™) 4 |0™) 5 = |¢) 4 ® |junk) 5 with probability 1 — 6,
with sample complexity N = O(log(n/d)) and time complexity O(nlog(n/d)). The number of
ancilla qubits can be chosen as m = tn for an arbitrarily small constant t > 0.

3. In addition, if each two-qubit gate in U is chosen from a finite gateset of constant size and
d = O(1), then there is an algorithm that learns a circuit V with depth gc-d? (for some universal

constant ¢) acting on n qubits (without using any ancilla), such that [(0"| VT ]1/1>|2 >1-—c¢
with probability 1 — &, with query complezity N = O(log(n/d)) and time complexity (n /)W),
Remark 8. The first claim in Theorem 9 holds for any gateset and any circuit depth d (which may
not be a constant), while the second and third claims are specialized to the simpler setting of finite
gateset and constant depth.

In particular, the first claim implies that when d = polylog(n), the state |¢) can be learned
within € trace distance with sample complexity N = %{ﬁw log %, in time (n/e)polylog(n)

We prove Theorem 9 in the remainder of this section. Next we give a detailed presentation of the
argument outlined in Section 2.2.1 and 2.2.2. We start by assuming a finite gate set, and address
general SU(4) gates in Section 8.4.
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Figure 3: Efficient learning of quantum states generated by a shallow circuit in 1D. For each local
region A, B,C,... we find a list of local inversion circuits, and merge them together by solving a
constraint satisfaction problem.

8.1 Learning 1D states by solving a constraint satisfaction problem

We start by assuming U is a depth-d circuit acting on a 1D lattice, for some constant d = O(1). The
learning problem is equivalent to finding a low-depth circuit V' such that V' |¢)) = |0™). Consider
Fig. 3 where A, B, C' are contiguous regions of size 3d. Suppose we want to locally invert the qubits
in region A back to |0) ,. We can do so by undoing the gates within the lightcone of A, i.e. apply a
depth-d circuit of the blue shape (that acts on 4d qubits) on top of [1)). As we do not know what is
the correct circuit to apply, we enumerate over all possible circuits of the blue shape (we can do it
because its size is small). There are 20(@*) guch circuits in total, and for each circuit we apply it to
|1) and test if the state on A actually equals to |0) , (we can do it by measuring many copies, and
seeing the outcome all-0 with high probability). For now we assume that all local inversion circuits
can be found exactly; this is addressed in more detail later.

At the end of this procedure, we end up with a list of candidate circuits C4 of the blue shape, such
that each of them is a valid local inversion of A, i.e., for all V4 € C4 we have Vy4 [¢) = |0) 4 ® [¢).
The inverse of the lightcone of A in the unknown circuit U is among them, but we don’t know which
one. We repeat the same procedure for each region A, B, C, ... and get a list of candidate local
inversions Cy4, Cp, Cc, ... for each region.

Note that in this construction shown in Fig. 3, only the local inversions acting on neighboring
regions could overlap. For example, the blue and green circuit does not overlap because A and C
are separated by distance 3d, and each circuit could “spread” into region B for distance at most d.

The next observation is that there are certain blue circuits in C4 that share the same overlapping
region with certain red circuits in Cp, i.e. they share the same gates in the overlapping triangle of
blue and red. For example, the inverse of the lightcone of A in U and the inverse of the lightcone of
B in U share the same overlap. We call such circuits “consistent” with each other. Note that if two
circuits are consistent, they can be merged into a bigger one. For example, take a blue circuit and
a red circuit that are consistent, then they can be merged by considering the union of the gates,
and applying the merged circuit to |¢) will simultaneously invert both regions A and B. If we can
find a local inversion for each region such that all nearest neighbors are consistent, then they can
be merged into a depth-d circuit V' that satisfies V' |¢) = [0™).

Now the task can be viewed as a constraint satisfaction problem: for each region, find a local
inversion circuit among all candidate local inversions (there are at most 20(d*) choices), such that
each pair of nearest neighbor circuits are consistent. This can be solved efficiently by a simple
dynamic programming algorithm in time n - 20(d?),

To be more specific, suppose the system is divided into L = g5 regions of size 3d as in Fig. 3,
and suppose we have found at most M = 20(@) ocal inversions for each region. These circuits are
stored in an array C, where C[i][j] denotes the jth local inversion circuit for the ith region. Define
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an arrays cost, where cost[i|[j] = 0 if there exists a consistent assignment at locations 1,2,...,4
where C1i][j] is used at location i; and cost[i][j] > 1 otherwise (let cost[0][j] = 0 for all j). Also
define an array prev, where prev[i][j] is an index k, such that there exists a consistent assignment

at locations 1,2,...,7 where C[i][j] is used at location i and C[i — 1][k] is used at location i — 1.
prevli][j] is not defined when cost[i][j] > 1.
Once these arrays are constructed, we can take any circuit j such that cost[L|[j] = 0, and

construct a consistent assignment by tracing back through the prev array. Let temp be an array of
size M. The following pseudocode shows how to construct these arrays in time O(LM?).

1 for:=1,2,...,L do

2 for j=1,2,...,M do

3 for k=1,2,...,M do
4 templk] = cost[i — 1][k] + 1 [C[i][j] is not consistent with C[i — 1][k]]
5 costli][j] = ming temp[k]

[o)]

if cost[i][j] = 0 then
prevli][j] = arg miny, templ[k]

~

Finally, note that the above procedure can be implemented by a two-step process:

1. Learn reduced density matrices of |¢)) supported on the lightcone of each small region 4, B, C, . ...

2. Find local inversions classically using the learned classical descriptions of the reduced density
matrices, and then solve the constraint satisfaction problem.

This is because to find local inversions, say for the B region, we only need access to the reduced
density matrix of |¢)) on the lightcone of B, which has 5d qubits, since the local inversion only acts
on the reduced density matrix.

We need to learn g reduced density matrices of size at most 5d. The following general lemma

shows the complexity for learning reduced density matrices which we use throughout this section.

Lemma 23 (Learning reduced density matrices). Let p be an unknown n-qubit mized state. Suppose
we would like to learn its reduced density matrices pa,, ..., pa,, where A; are subsystems of size at
most k. Given a randomized measurement dataset T,(N) of size N = Qi;k> log %, we can learn a
list of Hermitian matrices (not necessarily density matrices) {oa,} such that with probability at least

1 -9, we have ||pa, —oa,|i < e for alli.

Proof. Fix some ¢, we can write pa, = EPe{I Xy, 2} 44l apP. It suffices to learn the Pauli coefficients
ap = =15 Tr(pa, P) = =& Tr(pP). Suppose we have learned these coefficients (denote as {p}) to

214l 2lA;l
within €1 precision. Let o4, := ZPe{I,X,Y,Z}"“z“ BpP, then

loa, — ol <24 Te(p - 0)? = 240 S (ap - p)? < 2%, (283)
P

which gives ||pa, — 04,]l; < 2%%e;. Thus to achieve |[pa, — 04,]|; < € it suffices to learn {Tr(pP)}

within accuracy &/ 2k there are at most m - 4¥ k-local Pauli operators that we need to learn.
By the main result of [84], given a randomized measurement dataset of size

20(k) m

with probability at least 1 — &, we can learn all observables Tr(pP) for the m - 4* k-local Pauli
operators within accuracy /2%; this is sufficient to obtain Hermitian matrices {o4,} that satisfy
llpa, —oa,|1 < e for all . O
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Figure 4: Learning to disentangle a quantum state generated by a shallow circuit in 2D. (a) The
middle region M can be inverted by solving a similar 1D constraint satisfaction problem as in Fig. 3.
(b) After inverting all the gray B; regions, the remaining white A; regions are disentangled into a
tensor product of pure states.

Note that when the gates in the unknown circuit are assumed to come from a constant-size gate
set, the reduced density matrices only have 20(d?) — O(1) choices. Therefore, choosing € to be some
small constant in Lemma 23 suffices to learn all the reduced density matrices exactly. This allows
us to find the exact local inversions by classically processing the reduced density matrices.

In summary, we have shown an algorithm that learns a depth-d circuit V' that satisfies |¢) =
V1|0") with success probability 1 — &, using a randomized measurement dataset of size N =
O(log(n/d)), in time O(n).

8.2 Disentangling a 2D state

Next we use the 1D techniques developed above to disentangle a state |1) = U |0"), where U is a
depth-d circuit acting on a 2D lattice, for some constant d = O(1).

For this purpose we need to introduce a general property for quantum states generated by low
depth circuits, that is they have finite correlation length.

Lemma 24 (Finite correlation length). Let [1)) be a state generated by a depth-d geometrically-local
circuit (Definition 9). Let A, B be two regions that are separated by distance at least 2d in the
connectivity graph. Then I(A : B)y = 0. In other words, let pap, pa, pp be the reduced density
matrices of [1p) on AB, A and B, then pap = pA ® pB.

Proof. As A and B are separated by distance 2d, their lightcones L(A) and L(B) are disjoint.
paB = pa® pp follows from the fact that p4p is generated by the gates in L(AB), which is a tensor
product between L(A) and L(B). O

Fig. 4 (a) shows a quantum state |¢)) (let p = |¢)¢|) prepared by a depth-d circuit on a 2D
lattice, divided into three regions L, M, R. Since L and R are separated by distance 5d, Lemma 24
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implies that prr = pr, ® pr. Although subsystems L and R are not entangled with each other, they
both could be entangled with M. Therefore we develop an argument to invert the qubits in M, so
that the state on L and R could become a tensor product of pure states.

Note that M is a 1D-like region. Our goal is to find a depth-d circuit V' acting on a slightly
wider strip (of width 7d) around M, such that V' |¢p) = [0),, ® [¢'). Such a circuit exists since we
can undo the lightcone of M, and we can find such a circuit using the same argument as in the
previous section. In Fig. 4 (a), the blue, red and green regions play the same role as in Fig. 3. For
example, we can find a set of local inversions C4 for the shaded blue region A, by first learning the
reduced density matrix on the dotted blue region, and then enumerating over all depth-d circuits
acting on the dotted blue region. After learning a set of local inversions for each local region, we
can find a desired depth-d circuit that inverts M by solving a 1D constraint satisfaction problem.

Now, we have effectively reduced the problem of learning |¢)) to the following problem: given
copies of a state [11) with the promise that

1. it is prepared by a depth-2d circuit (defined on a 2D lattice) acting on |0™);
2. its reduced density matrix on M equals [0)(0],,.

The goal is to learn the state |¢)1). Note that in this new state o = |1)1)(11], even though its circuit
depth has increased from d to 2d, the reduced state on L and R is still in tensor product, i.e.
oLr = 0 ® oR, due to the fact that M (with width 5d) is sufficiently wide. The main purpose of
inverting the M region is that now oy and og are guaranteed to be pure states, as shown by the
following.

Lemma 25. Let papc be a pure state such that the following two properties hold:
1. pp = ‘O><0|B;
2. pac = pA® pc.
Then pa and pc are both pure states.
Proof. This is a special case of Lemma 29. O

Next, we apply the above argument across the entire system. In Fig. 4 (b), the system is divided
into many vertical strips of width 5d. By repeating the above argument, we can learn a inverting
circuit V; for each shaded B; region. Note that each V; acts on a width-7d strip around B; and
therefore different V;s do not overlap. By combining these different inverting circuits, overall we
have learned a depth-d circuit V' such that V |[¢) = |0) 5 ® |¢') where B denotes the union of B;.

Finally, by repeatedly applying Lemma 25, we know that the reduced density matrix of V |¢)
on each region A; is a pure state. This means that overall the state can be written as V |[¢) =
10)p @ (24 |$) 4,) for some pure states |¢) 4 .

Now, we have disentangled the state |1)) into a tensor product of many 1D-like pure states, and
the problem of learning |4} is reduced to the following problem:

Problem 1. We are given copies of a state |1)2) with the promise that
1. it is prepared by a depth-2d circuit (defined on a 2D lattice) acting on |0™);

2. its reduced density matrix on each of the B; regions in Fig. 4 (b) equals [0)X0],; in particular,
this implies that [thg) = |0) g ® (®; |) 4,) for some pure states |@) 4 .

The goal is to learn the state [12), and it suffices to learn each of the individual states [¢) 4..
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Figure 5: Each of the states on the white A; regions in Fig. 4 (b) can be viewed as being prepared
by a depth-2d circuit acting on A; (white) as well as ancilla qubits A* and AZ (blue).

8.3 Learning finite correlated states in 1D

Next we show how to learn a state |¢) (abbreviating the subscript A4;) on a specific region A; that
came from Problem 1. Besides the fact that |¢) is a pure state, the learning algorithm heavily relies
on the property that |¢) is part of a larger state that is prepared by a depth-2d circuit. Note that
this does not imply that |¢) itself can be prepared by a depth-2d circuit acting on A;. Instead, we
will use this property to derive useful facts about |¢), presented as two different viewpoints. Each
of them leads to a learning algorithm that is similar to the approach in Section 8.1.

Viewpoint 1. By Lemma 24, the state |¢) is a finite correlated state with correlation length ¢ = 4d.
That is, let 0 = |¢)(¢| and let Ry, Re C A; be two regions that are separated by distance at least
4d, then op,r, = 0R, ® OR,.

Viewpoint 2. |¢) can be prepared by a depth-2d circuit acting on A; as well as some ancilla qubits
AZ-L and AlR, shown in Fig. 5. To see this, recall that |¢) is part of a state that is prepared by a
depth-2d circuit. Now, imagine that we undo all the gates in that circuit, except for those in the
backward lightcone of A;. This procedure does not affect the state on A;, and the resulting circuit
(denote as W;) has exactly the same shape as in Fig. 5, where AZ-L, Af% both has width 2d. Moreover,

since |¢) is a pure state, it is disentangled with the ancilla qubits, which means
Wi |0) 42 10) 4, [0) 4 = |junk) 42 ® [¢) @ |junk’) 4r . (285)

Clearly, Viewpoint 2 is a much stronger characterization of |¢) and derives Viewpoint 1 as a
corollary; however, it involves additional ancilla qubits. In the following, we show that each of these
Viewpoints itself is sufficient to derive a learning algorithm; in particular,

e Using Viewpoint 1, we show that the state |¢) can be prepared by a depth—QO(dQ) circuit acting
on A; (without ancilla), therefore it can be learned using the techniques in Section 8.1.

e Using Viewpoint 2, we show how to learn a depth-2d circuit W; that prepares the state |¢)
using ancilla qubits, according to Eq. (285).

Central to both of these results is a technique that allows us to disentangle a finite correlated
state in 1D. For simplicity, below we present this technique for a 1D system on a line with no width.

Lemma 26 (Disentangling finite correlated states in 1D). Let |¢) be a state defined on a line
with correlation length £, that is, every two regions Ry, Rs that are separated by distance at least ¢
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Figure 6: Disentangling a finite correlated state in 1D.

have zero mutual information, i.e. prR, = PRy @ PRy, where p = |p)P|. Divide the 1D line into
contiguous regions of size £, denote as Ay, By, A9, Ba,...,Br_1,Ar (Fig. 6). Then for each i there
exists a unitary U; acting on the B; region, such that Hf:_ll Ui @) is a tensor product of L pure
states.

Proof. We start with three subsystems A, B, C' (first line of Fig. 6), where B has size £. Then we
have
rank(pp) = rank(pac) = rank(pa ® pc) = rank(pa) - rank(pc) < dim(B). (286)

Purifying the state ps (pc) requires an ancilla system with dimension rank(py4) (rank(pc)). There-
fore we can partition B into two systems Bj, Ba, such that there exists pure states |¢1) B, and
|$2) B,c» such that [¢1) 45 is a purification of p4, and [¢2) 5 - is a purification of pc. This implies
that 1) 45, @ |¢2)p,c is a purification of pac. Since [¢),po is also a purification of pac, by
Uhlmann’s theorem there exists a unitary Up such that |¢) s = Up |¢1) 45, ® |#2) g, c-

Applying this argument independently at different B; regions (bottom line of Fig. 6), we have
that for each ¢ = 1,2,...,L — 1, there exists a partition of the system B, as two systems BiL and
BzR7 as well as a unitary U; acting on B; = BiL U BiR, such that

lp) = U; |¢1>A1...Bf ® ‘¢2>BZRAZ'+1“‘AL ’ (287)

or equivalently, U;r #) = |¢1) 4,52 @ |d2)gRa,, ..., - for some pure states |¢1) and |¢o). Next, we
relabel the systems according to
R; == BE, U A4, UBE (288)

Intuitively, after applying all U;rs7 the system must be disentangled across all the R; regions.
To prove this we use a simple argument based on the strong subadditivity of quantum entropy
(Lemma 27).

Let 0 := <Hf:_11 UZ-T) loX @] (Hf:_ll Ui> be the final (pure) state. Fix some 4, our goal is to prove
that og, is pure, i.e., S(og,) = 0. The strong subadditivity of quantum entropy gives

S(or;) < S(or,..r;) + S(oR,..r,) — S(0) = S(OR,..R,) + S(OR;..R,)- (289)

Note that when calculating S(og,. .g,) we can undo all the unitaries U;-r for j < i due to the
invariance of entropy under unitary. Then S(og, . r,) = 0 immediately follows from Eq. (287), and

a similar argument shows S(og,. g, ) = 0, which concludes the proof. O
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Figure 7: Learning a quantum state generated by a depth-2d circuit with ancilla.

Lemma 27 (Strong subadditivity of quantum entropy [107]). Let p be a mized state defined on
three systems A, B,C. Let S(p) :== — Tr(plogp) be the von Neumann entropy. Then we have

S(papc) + S(pB) < S(pag) + S(psc). (290)

Learning under Viewpoint 1. A corollary of Lemma 26 is that any finite correlated state in 1D
can be prepared by a low-depth circuit, because each of the small pure state on the R; regions in
the bottom line of Fig. 6 can be prepared by a local unitary acting on O(¢) qubits. Applying this
argument to the state |¢) 4, shown in Fig. 5, we conclude that it can be prepared by two layers of
unitaries acting on O(d?) qubits, acting on the A; region only. This implies that the state |¢) A
can be prepared by a depth—ZO(dz) circuit acting on A;, and thus can be learned by applying the
argument in Section 8.1.

Learning under Viewpoint 2. The main drawback of the above argument is that the learned
circuit depth has an exponential blowup. To reduce this blowup we use additional structure of
the state |¢) 4,» described in Viewpoint 2 and Fig. 5. Note that there is a key difference between
learning the state |¢) 4 and learning 1D states discussed in Section 8.1. Here, while the state [¢) 4
has a low-depth property shown in Fig. 5, this property relies on ancilla qubits (the [junk) states
in Eq. (285)) that we do not have access to. Therefore we cannot directly apply the techniques in
Section 8.1, which requires access to all qubits prepared by the low-depth circuit.

The main idea is to learn a mixed state p that is locally consistent with the state |p)¢|, i.e.,
they have the same local reduced density matrices, and then show that this forces the two states to
be globally the same.

The argument is illustrated in Fig. 7, where we learn to locally prepare the state instead of invert
the state. Consider the state |¢) on the A; region shown in Fig. 7, and suppose we have learned
its reduced density matrix pplue on the solid blue region. Due to the fact that |¢) is prepared by a
depth-2d circuit acting on AZL, A;, AR we know that there exists a depth-2d circuit acting on the

7
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dotted blue region that prepares ppe (the circuit looks like a small piece of Fig. 5), by undoing
all the gates except for those in the backward lightcone of the solid blue region. We can perform a
brute force search over all depth-2d circuits acting on the dotted blue region, and for each of them
we can test whether it prepares pplue. In this way we obtain a list of depth-2d circuits acting on the
dotted blue region that prepares ppjue-

By repeating the above procedure we can obtain a list of local preparation circuits for each of the
solid colored regions. A key point here is that the neighboring colored regions overlap by distance
4d. Moreover, the local preparation circuits for the blue and green regions do not overlap, since the
red region is sufficiently big. This enables us to solve a constraint satisfaction problem of the same
nature as in Section 8.1, where we can choose a local preparation circuit for each region, such that
neighboring circuits are consistent and can be merged together. Overall we have learned a depth-2d
circuit W acting on AZL ,Aj, AZR, that simultaneously prepares all the local reduced density matrices.

Let p := Tr o or(W[0X0[ 42 4, 4R W) be the learned density matrix on A;. At this point we
know that p andl\¢l><¢| are loczzmlly the same on the solid blue, red, and green regions (and so on),
but this does not directly imply that p = |¢p)¢|. For example, a Haar random pure state and the
maximally mixed state are locally very close but globally very far. Next, we show that the finite
correlation property forces p and |¢p)¢| to be globally equal.

Lemma 28 (Local consistency implies global consistency). Let |1)) be a state defined on a 1D line
with correlation length ¢ and let o = [)1|. Suppose the system is partitioned into contiguous
regions Ai, ..., Ar where |A;| > . Suppose p is a mized state that satisfies pa,a,., = 04,4, for
all i, then p=o0.

Proof. We show this for 3 subsystems; generalizing to more subsystems is straightforward. Let p
be a mixed state satisfying pa,4, = 04,4, and pa,4, = 04,4,. Following the proof of Lemma 26,
there exists a unitary U acting on As such that

Uiy 1V) sy agay = [1) 4, 49, @ 102) a4, 5 (291)

where Ay, Agg is a partition of Aa, and [¢1) 4, 4,,5 [#2) 4,,4, are some pure states. Equivalently, we
have

UAzUUIxQ = |¢1><¢1|A1A21 ® ’¢2><¢2|A22A3 . (292)

Let 7:= UAQpUI‘Q, we will show that 7 = [¢1){(@1] 4, 4,, ® [#2XP2]4,,4,, Which implies p = 0.
First, taking the partial trace over Az on both sides of Eq. (292), we have

Uoa,a, U = |¢1)(1] 4, 4y, ® Tray |d2)2] - (293)
Then, notice that

Tavas = Upaa, U = Uoaa, U = |91)(01] 4,4y, ® Tra, |d2) 2] - (294)

Tracing out Agz on both sides, we have 74,4, = [$1)XP1]4, 4,,; similarly, 74,54, = |[P2)P2] 4y, 4,
Since T4, 4,, and Ta,,4, are both pure states, this implies that the global state 7 is a tensor product

T = TA1 Ay @ TAxpAz = ’¢1><¢1’A1A21 ® ‘¢2><¢2‘A22A3 : (295)

Thus we have 7 = UcoUT, which implies p = o. O
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Summary of our progress so far. So far we have developed all technical ingredients for learning
a quantum state [¢)) = U |0™), under the simplified setting that U is a depth d = O(1) circuit acting
on a 2D lattice, and each gate in U is from a constant size gate set.

Note that all the above arguments can be viewed as first learning the local reduced density
matrices of [¢) followed by classically reconstructing the circuit. As we have discussed before in
Section 8.1, a reduced density matrix of constant size can be learned exactly as it only has a constant
number of choices. In the disentangling step shown in Fig. 4, we can learn O(n) reduced density
matrices on the dotted regions of size O(d?), and then classically reconstruct a depth-d circuit V' in
time O(n), such that V' [¢) = |0) 3 ® (®; |$) 4,) where the pure states [¢) ,. live on the white regions
of Fig. 4 (b).

Proof of second claim of Theorem 9. Next, we start with Viewpoint 2. As shown in Fig. 7,
learning a state |¢) 4, requires learning its reduced density matrices of size 5d x 16d. This can
be achieved by experimentally applying V' to [¢) and then learning the reduced density matrices.
Equivalently, say we want to learn the reduced density matrix of |¢) 4, on aregion M of size 5d x 16d,
then it suffices to learn a reduced density matrix of |¢)) of size 7d x 18d on a region surrounding M,
then classically apply the gates of V' within the backward lightcone of M, and then classically trace
out the qubits outside M. In other words, the reduced density matrices of |¢) 4. can be simulated
by slightly larger reduced density matrices of |¢). Using these reduced density matrices, for each i
we can learn a depth-2d circuit W; such that

Wil0) gz g, ar = 9) 4, ® [junk) gz g, (296)

which takes total time O(n). The entire process requires O(n) reduced density matrices of [))
of size O(d?), which can be learned exactly with probability at least 1 — §, using a randomized
measurement dataset of size N = O(log(n/J)).

The state |¢) can be prepared as follows:

1. Initialize registers A;, B;, AiL, AlR in the state |0). Let A = U;A; and B = U;B;.
2. For each 4, apply the depth-2d circuit W; to AFA; AR,
3. Apply the depth-d circuit V1 to AB, and the state |¢) lives on AB.

Overall the learned circuit has depth 3d and can be implemented on an extended 2D lattice, where
the qubits in A; can interact with its ancilla qubits AiL , Af% as well as neighboring B; regions.

In Fig. 7 we have chosen the width of A; to be 5d. Note that the width of AX and AF are both
2d, regardless of the width of A;. In fact we could have chosen the width of A; to be Cd for some
large constant C, and the number of ancilla qubits is at most n/(Cd)-4d = %n, which can be made

arbitrarily small.

Proof of third claim of Theorem 9. Using Viewpoint 1, the state |¢) 4, can be prepared by a

depth—ZO(dQ) circuit acting on A;, and thus can be learned by applying the argument in Section 8.1.
Let |¢) 4, = W [0) 4, for some depth-20(%*) circuit W acting on A;. A technical issue here is that we
no longer have the guarantee that W consists of gates from a finite gate set as in U, because the
existence of W comes from the disentangling argument in Lemma 26, instead of coming from the
original circuit U as in Viewpoint 2. Below we discuss how to find this circuit W.

Let d' = 2°(@) be the circuit depth of W. Following Section 8.1, we can learn reduced density
matrices of o := [p)(¢] 4, of size 5d x 5d’ (which can be done exactly, as discussed above) and then
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classically find local inversions for regions of size 5d x 3d’. Following Fig. 3, let A be a region of
size 5d x 3d’, and let AA; be the lightcone of A with size 5d x 4d’. Then there is a depth-d’ circuit
W44, acting on AA; such that

Tra, (WAAIUAAl ijl) = [0X0 4 - (297)

To find the local inversion W44, we use an gg-net over depth-d’ circuits acting on AA;, denoted as
N, (AA;) (see Definition 18 and Lemma 19), which has size at most

dl3 O(dIB)
S = () . (298)

€0

By definition, there exists W4, € Nz, (AA1) such that |[Waa, — Waa,|lee < €0, which gives
(04]Tr 4, (WAAlaAA1W£A1)|OA> > 1 — 2¢yp. (299)

By enumerating over every element in A (AA;), we can find a list of circuits which satisfy the
above equation. Following the argument in Section 8.1, we repeat the same procedure for each local
region and merge the local circuits into a global depth-d’ circuit Wi, which approximately inverts
each local region up to 1 — 2¢q fidelity. By union bound, we have

(04,1 W5 |8) 4, > 1 2y (300)
After learning each region A;, the state |¢)) can be approximately prepared as follows:
1. Initialize registers A;, B; in the state |0). Let A = U;A; and B = U; B;.
2. For each 7, apply the depth-d’ circuit W;r to A;.

3. Apply the depth-d circuit VT to AB, and the state on AB, which is |¢)) = VT(®iWiT) |0™),
approximately equals to [¢)).

We bound the approximation error as follows.
N2
| = [0 @i v )| H\www > 1 2nep. (301)

Therefore to achieve 1 — ¢ fidelity it suffices to choose ¢y = which gives total running time

n-8=(n/e)°W,

£
2n?

8.4 Robustness to imprecision

In the previous sections we have been focusing on a finite gateset, which allows us to learn reduced
density matrices exactly, and therefore the disentangling procedure in Fig. 4 can be performed
exactly. However, it’s not clear that this argument still works for general SU(4) gates, because in
this case each step can only be performed approrimately. In particular, we can only approximately
disentangle the state using the procedure in Fig. 4, and learning the remaining 1D states poses new
technical challenges as they are no longer pure.

In this section we address this issue. In the following we first outline the argument and develop
key technical lemmas, before going into the full proof of the first claim in Theorem 9.
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We start with the disentangling step in Fig. 4. Here, instead of exhaustively enumerating small
circuits acting on local regions, we can only enumerate over an e-net of the circuit. Therefore, we
are only able to find circuits that approximately invert each B; region shown in Fig. 4 (b). This
means that after the disentangling step, the reduced density matrix on B will be close to [0X0]z,
instead of being ezactly equal to [0)0] 5.

Now the question is what happens to the remaining A; regions. Note that the state is still
in tensor product across different A; regions due to the finite correlation length property, but the
reduced density matrices on each A; region will not be pure. The following lemma shows that these
states are approximately pure.

Lemma 29. Let pa,a,..4,B be a pure state such that the following two properties hold:
1. {0Blpsl0B) 21 —c¢,
2. PAy Ay AL = PA, Q@ pay.

Then for each i =1,..., L there exists a pure state |¢) 4. such that (¢pa,|pa;|ba,) > 1 —¢.

Proof. Consider the operator norm [|pl|oc := Amax(p) = maxyy (¥|p|¢). Condition 1 gives [|pp|loc >
1 — e. Using condition 2 we have

L
e = HpA1-~~ALHOO =llpa, ® - ® pALHOO = H ”pAiHOO >1-—e¢, (302)
i=1

which implies that Apmax(pa;) > 1 — ¢ for any i. O

Next, we discuss how to learn these states {p4, } that are approximately pure. Again, we still have
the property that each p4, is a 1D-like state with finite correlation length. However, our previous
techniques developed in Section 8.3 only work for ezactly pure states. We develop new techniques
by examining the robustness of the key technical lemma developed in Section 8.3, Lemma 26.

There are two key ingredients in the proof of Lemma 26:

1. The use of Uhlmann’s theorem to prove the existence of a local disentangling unitary;

2. The use to entropy inequalities (in particular, strong subadditivity) to prove that the state
is disentangled into many local pieces after applying Uhlmann’s unitaries across the entire
system.

Fortunately, both ingredients are robust. First, Uhlmann’s theorem says that if two mixed
states are close, then there exists a unitary (acting on the purifying system) that approximately
maps between their purifications. Second, entropy inequalities are robust, thanks to the continuity
of entropy given below.

Lemma 30 (Fannes—Audenaert inequality). Let p, o be two n-qubit density matrices, and let € :=
%Hp —o|ly. Then
1S(p) — ()] < ne + h(e), (303)

where h(-) is the binary entropy function and can be upper bounded as h(g) < 24/e.

We formalize the above intuitions as the following main technical lemma, which is a robust
version of Lemma 28.

66



Lemma 31. Let p be an n-qubit mized state defined on systems Aq,...,Ar, with the following
properties:

1. there exists an n-qubit pure state |1¢), such that (Y|pl) > 1 —¢.
2. foranyi=2,3,...,L —1, it holds that I(Ay---Aj_1 : Aix1---AL), =0.
For simplicity we assume that L is odd. Let o be another n-qubit mixzed state that satisfies

1 .
§||O-A2iA2i+1A2i+2 — PAg;Agip1Asito ||1 < 67 Vi = 07 17 ceey (L - 1)/27 (304)
Then ]
“ o = plly < 13ne'/10 + anst/A. 305
9 1

Proof. The above condition says that p and o are close on local regions A1 As, Ao A3Ay, A4AsAg, ..., AL _1AL.
The goal is to prove that they are globally close.
Let 7 := |¢)(¢| denote the density matrix of |¢). For any j € {1,2,...,(L —1)/2}, define three
regions LU) := Acojq, MU) = Aoy, RU) .= A>9j41 (the superscript (j) is abbreviated when there
is no confusion).
Note that for any subsystem W, we have

Slinw — ol < 27— ol < V= (010I0) < V2. (306)

Therefore,

lTer — 70 @ Trll1 < |7er — pLrlL + PR — PL @ pr|IL + |lpL ® PR — 7L @ TR||1
<\7er — prrlls + oz — Toll1 + llor — 7RI (307)
<e

where we let €1 := 64/c. Then, the relationship between fidelity and trace distance implies that
F(TLR,TL®TR)Zl—HTLR—TL(XJTRHl21—61. (308)

Let [¢1), ,,) be apurification of 7, and let |¢2) | ;) , be a purification of Tr. Note that dim(Ml(j)) <
1

My
dim(L) and dim(MQ(J)) < dim(R). Let M) be an ancilla space with dimension dim(Ml(j)) dim(MQ(J))/ dim (M ).
Here M'U) is needed in case M) is smaller than Ml(j)MQ(J). Now, [¢) 1 arr 10) a6 is & purification
of the state 77z, while \gbl}LM(j) ® ‘¢2>M(j)R is a purification of the state 7, ® 7g, and they have the

1 2

same dimension. Then by Uhlmann’s theorem, there exists a unitary U0 : M@ p/0) — Ml(j )MQ(j ),
such that "

Unionara [0 a0 g 10 ) Rey [61) 3,00 @ 162) 60 - (309)
Here, |u) ~ |v) means | (uv) |> > 1 —e.

The above argument shows the existence of a unitary UU) acting on M) = Ay (as well as an
ancilla system MU )), that approximately disentangles the state |¢)) into a tensor product between
LMl(J ) and MQ(] )R, where M1(] ), MZ(] ) are ancilla systems associated with As;. We apply all such
unitaries UY) (5 € {1,2,...,(L —1)/2}) to |4), and obtain

(L-1)/2 (L-1)/2
n={ [[ U9 |wwleloxo, [ [T v97), (310)
j=1 j=1
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where M’ represents the union of all M’). Note that 1 supports on Ay, As, As, ..., A as well as
Ml(J)7 MQ(J) for j € {1,2,...,(L —1)/2}. Now, we relabel the systems according to

Bj =M M Udy_suMP | je{1,2,...  (L+1)/2}, (311)

and the state n supports on By, j € {1,2,...,(L +1)/2}, and we want to prove that it is approxi-
mately a tensor product across all B; regions via upper bounding the relative entropy

D(nl| ®; ns,) =ZS(nBj)—S(77) :ZS(UBj)- (312)

By the strong subadditivity of quantum entropy,

S(np;) < S(npe;) +SMss,;) —Sn) = Shs.,) + Sss,;)- (313)

Focusing on the entropy of S(np Sj), we can ignore the unitaries that are applied on regions other
than As;. Note that Eq. (309) implies that

1 ; )
5 [T 01 U9 0] @ 10401 a0 UD) = [81)601] 00

SV (314)
Therefore by the Fannes-Audenaert inequality,
S(mpe,) = S(Try, 0, (U )] @ [0)0] i) UVN) < 20LIVET + 261" < 2ny/E7 + 257" (315)

A similar argument holds for S(np. ;). Therefore we have

S(ng,) < 4ny/er + 4yt Vie {1,2,... (L +1)/2}. (316)
Let
(L-1)/2 (L-1)/2
wi=| [ U9 )exl0xol,. | ] Y], (317)
j=1 i=1

then o — [¢)¥|[l; = [lw—mnll;- Note that for any j, np, only depends on the reduced density
matrix Ta,; ,A4,;_;A,;; similarly, wp, only depends on the reduced density matrix O Anj_nAgj_1As;
Therefore,

HWBJ- — 1B, Hl < HUAzj_zAzj—1A2j T TAzj 242514y Hl
< HJA2,7'—2A2,7'—1A2]' T PAyj oAz 149 Hl + HpA2j—2A2j—1A2j T TAgj_2A25_1A2; Hl (318)
< 20 4 2v/E.

Note that |B;| < 3n, by the Fannes-Audenaert inequality,

S(wp,) < S(ns,) + 3n(6 + Ve) + 24/ + Ve (319)

This implies that

D(w|| ®; wp,) = Z S(ws,) — S(w)

< Z S(WB]-) (320)
J

<37 S(ns,) + 3026+ VE) + 2n0/3 + VE.
J
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Then
lo—=plly <llo =7l + 7= plly

< lw —nll; +2ve
< Hw - ®J’ijH1 + H®J’WB]' — ®;nB; H1 + H®J'773j - 77“1 +2ve

< \/2D(wH ©;j wp,) + 216 + 2nvE + /2D (]| ©; np,) + 2V/E (321)
< \/Sn(n\/a—f— e1") + 6n2(5 + VE) + dn\/6 + V2

+ \/8n(n\/e§ + Ei/4> +2nd 4+ 2(n + 1)y/e.

Here in the fourth line we use the quantum Pinsker inequality, which says that ||p—o||1 < 1/2D(p||lo)
for two density matrices p,o. Using the fact that e; = 64/, we have

1 6 6
5 lo—plly <nd+ 2n\/e + \/§n€}/4 + \/g\/ﬁgi/s + \gn\/g + \gnEIM + ﬁ51/4 + \/ﬁel/S
< \/§n51/4 + \/é\/ﬁc”i/g + 5nel/® 4 4ng/4 (322)
< 13ne'/10 4 ang/t,
O

Finally, the next technical lemma bounds the distance between the learned state and the un-
known state [1)).

Lemma 32. Let [¢)) 4, 4, p be a pure state, and let pa, a5 = |V)X¥|a, 4, - Suppose the follow-
ing two properties hold:

1. <OB‘/0BIOB> =1- g,
2. PAL.. AL = PA, Q- Qpag-
Suppose {o4,} are density matrices that satisfies 3 ||pa, — oa,|l; <6 for any i. Then

5 l@F10) @ 0ol — 10X9l ], < vae+ 5. (323)

Proof. The state [¢) 4, p can be written as

[0)aya,p = V1I—€l0)pld)a, 4, +VElCSC) A A, B> (324)
where (0| |else) 4, 4, 5 = 0. This implies that
pay..A, =Trppa, agp = (1—¢)|9Xdla,. 4, +Trplelse)else|. (325)
Note that
1 1
g lparay —oa, @ @oully =5 llpas @ ®pa, —oa, @ @oull
1< 2
<> llpas —oally (326)
i=1
< Lé.
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Therefore,

(WAI...ALB oA @ Q0a, @ |0><0’B W>A1...ALB > <¢‘ PA .. A @ ‘OXO‘B |¢> — L

>(1—¢e)?-Ls (327)
>1-—2e— Lé.
This implies that
1
3 [(®@104,) ® [0X0] 5 — [9)l[|, < V2e + Lé. (328)
O

Proof of first claim of Theorem 9. Next we show how to use the above techniques to learn an
unknown quantum state |¢)) = U |0™), with the promise that U is a depth-d circuit acting on a 2D
lattice (here d is treated as a generic parameter which is not necessarily a constant) with arbitrary
SU(4) gates.

We work with Viewpoint 2 described in Section 8.3. As discussed at the end of Section 8.3, the
learning process requires O(n) reduced density matrices of [t1)) of size O(d?). Suppose all of these
reduced density matrices are learned to within ¢ trace distance with probability 1 — 4, then by
Lemma 23 it suffices to take a randomized measurement dataset 7} (V) of size

20(d?) n
N=—5—1log—. 329

Next we proceed with the disentangling step shown in Fig. 4. We have learned the reduced
density matrices on the dotted regions shown in Fig. 4 (a) to within ¢y trace distance. Denote the
dotted blue region as AA; where A is the colored blue region, and let p44, be the reduced density
matrix of |¢)) on AA;. We know that there exists a depth-2d circuit V44, such that

Van,pan, Vg, = |0)0], ® o4, (330)

for some density matrix o4,. We have learned a density matrix pa4, such that ||paa, —paa, |1 < eo.
To find an approximate local inversion for the region A, we perform a brute force search over an ¢-
net for depth-2d circuits acting on AA;, denoted as N;,(AA;), which is constructed by discretizing
each SU(4) gate (see Definition 18 and Lemma 19), which has size at most

- (d?’)“*’? (381)

€0

Note that Eq. (330) together with ||paa, — paa, |1 < eo implies that
T ({014 Vaas pan, Vi, 1004) = 1= 0. (332)

By definition of ep-net, there exists a unitary VAAl € N, (AA;) that satisfies HVAAl —Vaa, |l < €0,
which gives

Te ({014 Vaaspan Via, 1004) 21— 250, (333)

The algorithm is to enumerate over all elements in N (AA;) and find the ones which satisfy the
above equation. Each of these circuits is an approximate local inversion in the sense that

Tr(<oyA Vaaypan Vi, \0>A) > 1 3¢ (334)
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Using the same argument as in Section 8.2, in Fig. 4 (a) we can find a depth-d circuit 1% acting on
the width-7d strip around M, such that Eq. (334) is satisfied for all local colored regions. There are
at most /n such regions. Let p = |¢)v|, by union bound,

Te ({01 VoVt 10)5) = 1= 3v/neo. (335)

Repeat the same procedure for all vertical B; strips shown in Fig. 4 (b). There are at most \/n
different vertical strips. Let B = U;B;, and let V denote the union of all learned inversion circuits
across different regions, we have

Tr(<oyB Vvt \O>B) > 1 — 3nep. (336)
Now, the problem reduces to learning the state V' |¢), which can be formulated as follows.

Problem 2. We are given copies of a state o = |¢)}¢| with the promise that
1. it is prepared by a depth-2d circuit (defined on a 2D lattice) acting on |0™);

2. its reduced density matrix on each of the B; regions in Fig. 4 (b) is close [0)0|g, i.e.
<OB|O'B|OB> >1—eq.

The goal is to (approximately) learn the state |¢).

Let |¢p) := V' |¢) and let €1 := 3neg. Consider dividing the state 0 = |p)¢| into regions
A1, Ag, ..., A and B = U;B; as in Fig. 4 (b). As the regions {4;} are sufficiently far from
each other, the reduced density matrix on A = U;A; is a tensor product across each region, i.e.,
A, A, =04, ®---®04a,. By Eq. (336), we have (0p|op|0g) > 1 — 1. By Lemma 29, for each
i=1,..., L there exists a pure state |¢) ,. such that (da,|oa,|¢a,) > 1 —e1.

Next we discuss how to learn the state o 4, for a fixed 7. This is similar to the earlier situation in
Viewpoint 2, but with the critical difference that here o4, is no longer pure. So we list the updated
Viewpoint below.

Viewpoint 2’. o4, can be prepared by a depth-2d circuit acting on A; as well as some ancilla
qubits AiL and AlR, shown in Fig. 5. To see this, recall that o4, is part of a state that is prepared by
a depth-2d circuit. Now, imagine that we undo all the gates in that circuit, except for those in the
backward lightcone of A;. This procedure does not affect the state on A;, and the resulting circuit
(denote as W;) has exactly the same shape as in Fig. 5, where AZL, Aﬁ both has width 2d. Note
that here 04, could be entangled with the ancilla qubits, and we have

Trar ar (Wi lOXOLazaan W) = o, (337)

Using the same argument as the end of Section 8.3, the reduced density matrices of o4, can be
simulated by reduced density matrices of [)(¢)| on slightly larger regions. Therefore we can obtain
reduced density matrices of o4, within trace distance 9. Let C' be the solid blue region in Fig. 7,
and let CC; be the dotted blue region. We have learned a reduced density matrix 6¢ such that
l6c — ocll1 < e9. From Viewpoint 2’, we know that there is a depth-2d circuit Wee, acting on
C(C1, such that

Tre, (WCC1 10)0l Wga) = oc. (338)
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Consider an ep-net for depth-2d circuits acting on CCy, denoted as N, (CC1). By definition, there
exists a unitary Wee, that satisfies |[Wee, — Weey ||oo < €0, which means that

‘ Tre, <W001 10X0lce, Wgcl) - &Cﬂl

< [T, (Weer 10X0lee, Wee, ) = oc|, + lloc = écll, (339)

SQ&TQ.

By enumerating over every element in N, (CC1), we can find a list of circuits {W(ljcl} that satisfy
T 7/ ~
‘ Tre, (chcl 0)0lee, WCTCI> —oc

) < 2gp. Any such circuit Wécl will also satisfy

HTrol (W’CCI 100l W’CTCI) - 00H1 < 3¢p. (340)

Using the same argument as in Section 8.3, we can merge these learned local circuits into

a global depth-2d circuit W;. Let G4, = Tr o 4r <VV1 [0XO[ AL 4, 4R VA[/'ZT) be the learned reduced
density matrix on A;, then the local reduced density matrices of G4, and o4, are 3gg close in trace

distance on solid colored regions in Fig. 7. This allows us to invoke the main technical lemma,
Lemma 31, which gives

1
sloa, —oall < 13ne1/10 + 8nel/* < 22n17/16¢}/16 (341)

The state [¢)) can be approximately prepared as follows:

1. Initialize registers A;, B;, AZ-L, AlR in the state |0). Let A = U;A; and B = U;B;.

2. For each i, apply the depth-2d circuit W; to AiLAZ-AZR. The reduced density matrix on AB
equals (®;64,) ®|0)0| 5

3. Apply the depth-d circuit VT to AB, and the reduced density matrix on ABis p = VI(®;64,)®
|0X0| 5 V, which approximately equals to [1)(1)].

Similar to the proof of second claim of Theorem 9 at the end of Section 8.3, we can choose the A;
regions to be sufficiently wide, such that the number of ancilla qubits equals to tn for an arbitrarily
small constant ¢.

The final task is to bound the error between the learned density matrix and [¢)v|. Using
Lemma 32, the trace distance can be bounded as

> |Vi@ioa) @ 0%01 v — o)l = 5 [[@i00) @ 001 = v wpel V]|

< \/2 - 3neg + V/n - 22”17/165[1)/16 (342)

< 6n25/32£é/32.

Therefore, to achieve trace distance ¢, it suffices to choose gy = O(%) The total sample complexity
is
90(d?) n 90(d?),,50 n
N=——log—=———1log—. 343

6(2) 8 1) g4 06 ) (343)

The total running time is
d3 O(d?)
n-S= (Z) . (344)
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9 Verifying learned shallow circuits under average-case distance

From the previous appendices, we have seen that given an n-qubit CPTP map C promised to be a
unitary U generated by a constant-depth quantum circuit, we can learn a constant-depth 2n-qubit
circuit V, such that V is close to U ® Ut, and the reduced channel € := EZn of V on the first n
qubits is close to C = U(-)UT = U in the diamond distance. In this section, we answer the question:
What happens if there is no promise that C is a unitary generated by a shallow quantum circuit,
and, furthermore, C may not even be unitary?

Given an arbitrary CPTP map C, the proposed algorithm can still learn a constant-depth 2n-
qubit circuit V with an associated n-qubit CPTP map &= 5‘</n. However, without the promise on
C, the learned map £ could be arbitrary. This raises the question: can we verify that £ is close to
C? From the previous section on the hardness for learning log-depth circuits, we see that even if C
is an n-qubit unitary U generated by a log-depth circuit, one already needs exp(£2(n)) queries to
check if U is close to I in the diamond distance or not. Hence, when the learning algorithm outputs
& = T, which is very likely in this case as the unitary U, in Eq. (277) is almost identity, we cannot
efficiently check if € is close to C in the diamond distance. The exponential hardness stems from
the definition of diamond distance, which considers the worst case over all possible input states.

To circumvent the exponential hardness, we consider closeness under the average-case distance
Dave (see Definition 3) instead of the worst-case distance D,. We give a verification algorithm that
verifies the learned map & by outputting PASS or FAIL as follows:

1. the verification algorithm outputs FAIL with high probability if the learned map £ is not close
to C under the average-case distance Dye;

2. the verification algorithm outputs PASS with high probability if the learned map & is close to
C under the average-case distance D,y and the unknown map C is close to a unitary.

The verification algorithm only needs access to a randomized measurement dataset 7¢(N) gener-
alizing Definition 8 by replacing the unitary U with the map C. Formally, we have the following
theorem.

Theorem 10 (Verifying the learned shallow circuit). Given a failure probability §, a verification

error €, a learned constant-depth 2n-qubit circuit V, the associated n-qubit CPTP map £ = Sgn,
and an unknown n-qubit CPTP map C. With a randomized measurement dataset To(N) of size

oo (i), .
€
the verification algorithm outputs PASS or FAIL such that

1. if Dave(€,C) > ¢, the output is FAIL with probability > 1 — 6.

2. if Dave(f:’,C) < 15, and HCTC —IH<> < 15, the output is PASS with probability > 1 —§;

The computational time of the verification algorithm is O(nN).

Proof. The verification algorithm is based on the concept of weak approximate local identity pre-
sented in Section 4.2. Let us define the n-qubit CPTP map

~ ~

1:=£'C. (346)



Note that ij(p) can be implemented by appending n-qubit maximally mixed state to p, evolving
® (I,/2™) under the unitary VT, then tracing out the appended n ancilla qubits, i.e.,

E1(p) = Tron (VT(p ® I, /2")V) , (347)

where I, is an n-qubit identity. The verification algorithm uses the randomized measurement
dataset T¢(N) to estimate 6; approximating Daye(EF, T) up to €/(3n) error for all i from 1 to n with
probability at least 1 — §. Then the verification algorithm outputs

pAss, if 3 b; < £/2
L > 2= 01 S €/2, (348)
FAIL, if $)°0" 06, > ¢/2.

From Lemma 33 presented at the end of this section, we can show that the dataset size N stated
in Eq. (345) is sufficient to guarantee the desired property on 6; and the computational time to
estimate 0; for all ¢ is O(nN'). We define the event that

6i — Dave(EL,T)| < Vi=1,...,n (349)

€
6n
to be event E*. Conditioning on event E*, we show that the desired outputs, FAIL and PASS, must

be given by the verification algorithm in the two scenarios stated in the theorem, respectively.

Case 1: Dave(é’ ,C) > . When conditioning on event E*, we claim that the algorithm always
outputs FAIL. We prove this claim by contradiction. Assume that the algorithm outputs PASS.

2
From the definition of fidelity F'(p,o0) = Tr( ﬁpﬁ) given in Definition 2, we can see that
F(p,0) > Tr(po). Hence, from Definition 3 on Daye, we have

€< Dave(g; C) < ,Dave(éTCr,Z) = Dave(j-v I)- (35())

If the algorithm outputs PASS, we have

3~ . €
SRS (351)
=1
Because in the event E*, Eq. (349) ensures
. €
0j — ave(g I)‘ 67 (352)
we can conclude that .
3 5 3
5 > Dl T) < e (353)
i=1
Using Lemma 6 on global identity check from weak local identity check, we have
Duve@.T) Dave <3 (354)
4

This inequality contradicts the one in Eq. (350). Hence, if Dave(f’ ,C) > &, the output of the
verification algorithm is FAIL with probability at least 1 — 6.

74



Case 2: D,.o(€,C) < /(24n) and |cte —IHO < ¢/(12n). When conditioning on event E*, we

claim that the algorithm always outputs PASS. We begin by noting that the fidelity

F(&(p),E(0)) for any CPTP map £ from Fact 1. Therefore, we have

Dave(CTE,CTC) < Dave(€,0) < %

We now consider the following derivations,
Dave(ia I) - Dave(éTcal.)
= E [1=F(EC)(exXe), )]

|1):Unif
= B =T (CuiuDEqwuD)]
= E _[1=F(CE)(o)el), [¥XwD)]-
[):Unif

Using the triangle inequality for Fubini-Study metric © from Fact 1, we have

V1= F(CE)(wl), [o)e)
<sin (0 (&) (w)w, (CTO)(wXwD) +© () wiwl), [v)Xvl))

< sin (O (&) (w)wl). (€T ()wD) ) +sin (6 ((Clor(iw), vl ))
< /1= F(CTE ). (€O ())) + /1 — F(CTO) (). [9)]).

From 1 — F(p,¢) < §||p — ||, for any state p and pure state ¢ from Fact 1, we have

- F(CO) il kel < 5 |€tertuneh — uxw]| < 5=

From the two inequalities above, we see that

e

V1= FCTEwXwI), [9)]) < 1= F(CIE) ()], €O 9Kyl + /5o

24n
Using Jensen’s inequality, the above inequality, and Eq. (356), we obtain
Dave(l, 1)
= E_[1=F(CTE)w)w), [v)XD)]

[1):Unif

_ Té T
< B[ FUCE i), O hKe)] + 57

. :
i 2\/; W;%mf [1— F(CTE) (o)), (Cte) ()]

— t = té ctey < =
ije(CECC)+24n+2,/24 Dave(CtE,CIC) < .

=

F(p,o) <

(355)

(356)
(357)

(358)

(359)

(360)
(361)

(362)

(363)

(364)

(365)

(366)
(367)

(368)
(369)

(370)

The last inequality follows from Eq. (355). Using Lemma 5 on weak local identity from global

identity check through average-case distance, we have
; €
Dave(5,T) <

75
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for all ¢ from 1 to n. When event E* occurs, we can combine the above with Eq. (349) to show that

€
0; < —, Vi=1,...,n. 372
i< (57)
As a result, we can see that %Z?:l 0; < €/2. Hence, in this case, the output of the verification
algorithm is PASS with probability at least 1 — §. O

From the theorem, the verification algorithm outputs PASS with high probability if the promise on C
is satisfied, and one uses our proposed learning algorithm to learn . Furthermore, whenever the
verification algorithm outputs PASS, we can be certain that £ is close to C (under the average-case
distance). Together, our proposed learning algorithm and verification algorithm enable one to learn
a verifiable shallow quantum circuit approximation to an arbitrary unknown CPTP map C.

Lemma 33 (Checking weak approximate local 1dent1ty) Given a failure probability §, a veriﬁcatz’on

error €, a learned constant-depth 2n-qubit circuit V the associated n-qubit CPTP map £ = S<n,
and an unknown n-qubit CPTP map C. With a randomized measurement dataset To(N) of size

21 o
N—o (n0g2<n/>> 7 (373)
€
we can estimate 6;,Yi in time O(nN) such that
6 —Dave(gf*c,l)‘ < % Vi=1,....n, (374)

with probability at least 1 — §.
Proof. Recall from Eq. (347) that the CPTP map ET is given by

Ep) = Tror (Vi(p® 127V ). (375)
Hence, we have the following identity for the single-qubit CPTP map,

EE1¢(p) = Trps (VI(Clps @ I /27 @ L /2M)V ) (376)

where p; is a single-qubit density matrix, p; ® I,,_1/2" "1 is an n-qubit density matrix equal to p;
on the i-th qubit and maximally mixed on all other qubits, and Tr.; traces out all qubits except

for the i-th qubit. Because Visa constant-depth quantum circuit, Eié fe depends only on a reduced
channel Egi of C on a subset S; of qubits with |S;| = O(1) and i € S;, i.e.,

E8C(ps) = Tru (VT (€, @ Tpups,) (91 ® In1/2") @ ,/27) V) , (377)

where Zj,,\ g, is the identity CPTP map over qubit 1 to qubit n not in set S;. For any i =1,...,n,
from the results in [85-87, 108], one could use 7¢ (V) with the specified size to learn c‘:’gl such that

s¢_oC|l o &
. — &g, LS5 (378)
with probability at least 1 — (§/n). By the union bound, we have
CH <% Vi=1,....n, (379)
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with probability at least 1 — . Hence, from Eq. (377), we can learn é'f 'C for all i such that

géle _gfic|| < £ yi=1,....n, (380)
o 3n
with probability at least 1 — . By defining
6= Dave (EC,T) = B [1- @IE XD w)], vi=1,....n, (381)
|4):Unif
we can obtain the desired claim. O

10 Exponentially many local minima in parameterized shallow quan-
tum circuits

In this section, we study the optimization landscape of training 1D shallow parameterized quantum
circuits to learn an unknown unitary. In particular, we will show that there are exponentially many
strictly suboptimal local minima, where each local minimum is the minimum over an exponentially
sized neighborhood. Consider a simple 1D shallow parameterized quantum circuit,

U() := | [ exp(i61,; SWAPs;11 250 [ [ exp(ia,; SWAPs;041) [ [ exp(ifls,; SWAPs;41,2542),
j j j
(382)

where 0 = (01,5,02,5,03 ) is a vector of all the real-valued parameters. We consider an unknown
unitary U over n qubits to be given by the tensor product of SWAP operators over some pairs of
qubits, i.e.,
Us = [ [ SWAP; i3, (383)
€S
for some subset S C {0,1,2,...,|n/4] — 1} of qubits with |S| = ©(n). For any such subset S, there
exists a parameter vector § such that Ug = U(6).
To avoid barren plateaus in the optimization landscape, we consider the local cost function [17],

—

Cs(0) = E > (1t (Wl U@ Us el UfU@) ) ) ) = 0. (384)

) =@, [¥i)estabP™ 1

It is well known that the local cost function is faithful [17, 109], i.e., if the local cost function is

—

at most e, then U is close to U(f) up to average-case distance (equiv. to normalized Frobenius
norm; See Prop. 1) of O(g), and when Ug is e-close to U(6) in the average-case distance, the local
cost function is bounded above by O(ne). The local cost function does not suffer from the barren
plateau problem when U(#) and Ug can both be implemented by shallow quantum circuits. For
those unfamiliar with barren plateau, it is an overwhelmingly large region in the parameter space
with a large cost function and a near-zero gradient [17, 28]. When a barren plateau is present, one
can easily randomly initialize on the barren plateau and cannot escape the plateau.

While no barren plateau is present in training shallow parameterized circuits, we show that there
are exponentially many strictly suboptimal local minima in the optimization landscape. Further-
more, these suboptimal local minima are minima over neighborhoods with an exponentially large

volume (27/4)°™ ~ 1579 This is formally stated below.
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Proposition 4 (Exponentially many strictly suboptimal local minima). Consider

SC{0,1,2,...,|n/4] — 1} (385)

=

with |S| = ©(n). For the cost function Cg(0) in Eq. (384), there are exponentially many strictly

suboptimal local minima {9;}255_2, i.e.,

—

Cs(0,) > 1+ min Cg(0), (strictly suboptimal) (386)
0

—

Cs(6,) < Cs(8), V|6 — 6,

< m/4, (local minimum,) (387)

forallz=0,...,251 —2,

Proof. Without loss of generality, we consider n to be divisible by 4. If n is not divisible by 4, we
neglect the last n mod 4 qubits. For convenience, we group and name the parameters 6 as follows.

gB,j = (01,2541, 01,2542, 02.2j+1,032j4+1,032j42), Vji=0,...,(n/4) -1, (388)
Or; =000, Vj=0,...,(nJ4) 2. (389)

Here, é}gd corresponds to a block of 5 gates acting on 4 qubits. And, 6, ; corresponds to a single
gate linking two blocks. Each integer = € {0, ..., olS| — 1} corresponds to a local minimum é;c Let
bo(), ..., bis|—1(z) be the binary representation of the integer  using [S| bits. We sort the set .S
from small to large and consider a mapping id from j € S to the index in S, which is between 0 to
|S| — 1. The local minimum 0, is defined as follows. For each j = 0,.. ., (n/4) —1,

- 1,1,1,1,1) if 5 € S and byg(; =1
Ty i=(1/2) x 4| ) it €5 and b (o) (390)
(0,0,0,0,0) else
And for all j =0,...,(n/4) —2, 0, 1 := 0. It is not hard to verify that
Cs(0,) =0, for z = 219 — 1, (391)
Cs(0:) =n — (bo(x) + ...+ bg_1(z)) > 1, forz =0,...215 -2, (392)
Hence, 52\5\_1 is the global minimum. And for all x = 0,... L2181 — 2 9_;6 is suboptimal. This
establishes the first statement of this proposition.
We are now ready to prove the statement that 6, is a local minimum for all z = 0, ..., 215l — 2.

Consider @ such that Hg — 9}
block. For block j € {0,...,(n/4) — 1}, we have a block of qubits

< /4. We now consider the cost function for each four-qubit

a:=45+1,b:=4j+2,c:=45+3,d:=4j + 4. (393)

The associated cost function is

—

Csi0):= i 1= (s U@ Us [0)X| USU@) [9)) ) = 0. (394)
> [1)=Q7_ |2;)Estaby™ iG{az,b,:c,d} ( : ( S S ))

If j ¢S, orjeS and by () =1, we have

Cs,j(0z) =0 < Cs;(0). (395)
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—

So we only need to consider the case when j € S and bjg(;)(x) = 0, which is the case when U ()
acts as identity on block j and Ug acts as a SWAP gate between the first and fourth qubits in block
7. In this case, we have the following cost function at 6,

Cs;(0:) = 1. (396)

For each qubit ¢, we have the following identity,

E (1= T (@il U@ s [l iU @) [3))) (397)
) =@, i) Estab™

_ ; <1 - iTr# <m (U(”)Us)T <£Zj> ™, (U(0)' US)T>> : (398)

—
n—1

where gnjl is the maximally mixed state over n — 1 qubits. By the definition of Ug and U(6),

U (é')TUS is a linear combination of permutation operators with complex-valued weights. For i = a,
we can rewrite the tensor contractions in Eq. (398) using the three gates associated with parameters
0B,j2,0B,j3,0B, 4. By first treating the maximally mixed states and the tracing operation Tr;, we
can rewrite the three gates as depolarizing channels, which gives rise to the following identity.

1 ~ T I— ~ T 1

< Trsa (Tra (U(G)US> <2n_1> Tr, (U(@)T US> ) =+ (1= 27, (399)
where A\, := sin(937j72)2 Sil’l(@BJ"g)Z sin(&B,jA)Q. Similarly, for i = d, we have

1 = T Infl —‘T T o 1

7 Trzd (Trd <U(9)US) (W) Try (U(e) Us) ) =i+ (1= X)), (400)
where \g := sin(fp;1)*sin(0p ;3)*sin(fp ;5)°. For i = b, the tensor contractions in in Eq. (398)
using the four gates associated with parameters 6p ;1,0p ;3,0B4,0r,;-1. We can rewrite the two

gates associated with 0y ;1 and 0p ;3 in terms of depolarizing channels on qubit a, b, respectively.
By enumerating all possible terms, we have

1 NS SN

T <Trb (U(H)U5> <2n_1> Try (U(e) US) ) (401)

_ 2 2 ) 2 1. 9

= cos(0p,j,1)" cos(0pj4)" { cos(Op,53)" +  sin(0,3) (402)
. 2 . 2 2 1. 2

+sin(fp ;1) sin(p j4) <cos(0L,j_1) + 1 sin(fr,j-1) > (403)
1 . .

+7 (COS(9B,j,1)2 sin(0p,5,4)” + sin(0p,5,1)° 008(934‘74)2) (404)
3 . .

— 5 cos(0p,j1) sin(0p,5.1) cos(0p ja) sin(0p,5.4) cos(01,j-1)° cos(05,3)° (405)

. 2 2 3 . 2 . 2 . 2

< cos(0p,51)" cos(0pj4)" | 1 —  sin(0p,5)" | +sin(@p,5,1)" sin(0p,4) (406)
1 . .

+1 (COS(9B,j,1)2 sin(0p,5.4)° + sin(0p,1)° COS(9B,J',4)2) (407)
3 . . .

+ 5 leos(0p,,1) sin(9,51) cos(0p,j.4) sin(0p,4)] (1 - Sln(9B,j,3)2> : (408)
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Because )‘5— 9_;0

< /4, we have cos(fp ;1) > 0,cos(fp ;) > 0 and
o0

|sin(937j71)\ = sin(|931j’1|), |sin(93,j74)| = sin(|937j74|). (409)

We can use trigonometric identities to obtain

%Tr# (Trb <U(§)U3)T (;zj) Tr (U(§)TU5) T) (410)
<1- %sm(wﬁm opal)? — %cos,(eB,j,l)2 cos(0.4)% sin(0.5)? (411)
- g |cos(0B,;,1)sin(p ;1) cos(0p j4)sin(0p ;4)| sin(931j13)2 (412)
<1- %sm(eB,j,g,)? cos(0.1)? cos(0.54)%. (413)

Similarly, we have
1 A t (I N f
i Tres, (Tl“c (U( )US> (2n_1> Tr, (U(@) Us) > (414)
3 . 2 2 2
<1-— Z sm(937j73) COS(QBJQ) COS(HB,j,B) : (415)

Combining all four upper bounds on

7 T (Tri (v@s)' ( ;Zi) Tr, (U(§)TU3)T> (416)

for i = a, b, c,d, we can obtain the cost function associated to this block,

—

1. . . 1. . .
Cs(0) > 1= 5 sin(0p,52)" sin(0p. )" sin(0p j4)° — 5 sin(0,j1)" sin(0p 58)" sin(0p,55)°  (417)

1 . 1 .
+3 sin(0p,5,3)° cos(0p,j1)” cos(0p,j4)° + 3 sin(0p,53)" cos(0p,52)° cos(0p,j5)°.  (418)

From “5— 0,| < /4, we have
oo
|sin(0p4)] < 0.5, Vk=1,2,34,5, (419)
|cos(0pjk)| > 0.5, Vk=1,2,3,4,5. (420)

—

Hence, Cs;(0) > 1= Cg,; (A,,). Together with the fact that
o (/-1 .
Cs(0)= ) Cs;(0), (421)
§=0
we have established the claim Cg(8,) < Cg(f). O
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