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Glass-forming liquids exhibit long-lived, spatially correlated dynamical heterogeneity;,
in which some nm-scale regions in the fluid relax more slowly than others. In the
nanoscale vicinity of an interface, glass formers also exhibit the emergence of massive
interfacial gradients in glass transition temperature 7}, and relaxation time 7. Both
of these forms of heterogeneity have a major impact on material properties. Never-
theless, their interplay has remained poorly understood. Here we employ molecular
dynamics simulations of polymer thin films in the isoconfigurational ensemble in order
to probe how bulk dynamic heterogeneity alters and is altered by the large gradient
in dynamics at the surface of a glass-forming liquid. Results indicate that the 7
spectrum at the surface is broader than in the bulk despite being shifted to shorter
times, and yet is less spatially correlated. This is distinct from the bulk, where the 7
distribution becomes broader and more spatially organized as the mean 7 increases.
We also find that surface gradients in slow dynamics extend further into the film
than those in fast dynamics - a result with implications for how distinct properties
are perturbed near an interface. None of these features tracks locally with changes
in the heterogeneity of caging scale, emphasizing the local disconnect between these
quantities near interfaces. These results are at odds with conceptions of the surface
as reflecting simply a higher ‘rheological temperature’ than the bulk, instead pointing
to a complex interplay between bulk dynamic heterogeneity and spatially organized

dynamical gradients at interfaces in glass forming liquids.
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I. INTRODUCTION

Polymers and other glass-forming materials can exhibit extraordinarily large alterations
in dynamics and glass transition temperature in the nanoscale vicinity of interfaces' *!. This
phenomenon is both practically important in controlling the properties of diverse nanostruc-
tured materials® and fundamentally important due to its apparent deep connection to the
physics of the glass transition?. These alterations are dominated by strong dynamical gradi-
ents in the vicinity of interfaces?, representing an immense dynamical heterogeneity that is
organized in space and can extend at least O(10 nm) from the interface. The effort to un-
derstand these gradients’ origins and explicate their connections to the bulk glass transition

has been a longstanding challenge in the field.

These immense spatial heterogeneities in dynamics at glass-forming liquid interfaces co-
exist with bulk dynamical heterogeneity that is well-established to exist far from interfaces in
glass forming liquids more generally'?'?. This heterogeneity takes the form of a distribution
of dynamical properties, including segmental relaxation time and cage scale. This distribu-
tion is furthermore spatially organized, with a given slow-relaxing particle more likely to be
near to other slow-relaxing particles, and vice versa. Bulk dynamic heterogeneity grows on

cooling towards the glass transition temperature 7,%%1

, is at least partially responsible for
the stretched (non-Maxwell) nature of relaxation in glass-forming liquids®®, and is commonly
identified as an origin of anomalous decouplings between distinct dynamical properties near
T,*'. Moreover, some theoretical frameworks identify dynamic heterogeneity as playing a
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causal role in the glass transition®**°, although this proposition remains unsettled.

A significant point of interest in the study of nanoconfined glass-forming liquids has thus
been the question of whether and how dynamic heterogeneity is altered under nanocon-
finement. It has even been suggested that alterations in dynamic heterogeneity may play
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a mechanistic role in dynamical alterations near interfaces®*. Indeed, multiple theoretical

efforts to predict glass formation behavior near interfaces invoke dynamical heterogeneity
and surface alterations in heterogeneity or the percolation of heterogeneous domains®® 2.
This issue is extremely challenging to probe in both simulation and experiment, however,
due to the difficulty of quantifying the breadth and spatial organization of the relaxation

spectrum in a depth-dependent manner.

Here we employ simulations of thin polymer films in the isoconfigurational ensemble'* in



order to visualize and quantify alterations in dynamic heterogeneity near the surface of a
polymer film. Simulations in the isoconfigurational ensemble average over many potential
velocities emanating from a single point in configuration space; they thus allow the calcula-
tion of quantities that are normally defined only at an ensemble level at a spatial resolution
of a single particle in the simulation. In prior simulation work, this capability has been
employed to probe the nature of dynamic heterogeneity and its connection to various glassy

properties in unparalleled detail'?14:20:28,

Results of these simulations point towards a nontrivial interplay between interface effects
and bulk dynamic heterogeneity. We find that surface alterations of slow dynamics persist
over a longer range than surface alterations of fast dynamics. This may have implications
for experimental measures of the surface range, indicating that results may depend on the
moment of the relaxation spectrum probed. Moreover, rather than simply shifting the entire
relaxation spectrum to shorter times, we find that proximity to an interface dramatically
alters the form of this spectrum, driving emergence of a massive excess wing of fast dynamics
in addition to shifting the spectrum to shorter times. Conversely, we find that this broadened
distribution actually becomes less spatially correlated near the free surface, contrary to what
would be intuited from the bulk behavior. This complexity is also quite distinct from what
we observe in the segmental caging scale, the distribution and spatial correlations of which
are relatively weakly perturbed near the free surface. Finally, results show that the interface
drives emergence of an appreciable local dynamic anisotropy, with in-plane motion favored
over out of plane motion for segments adjacent to the interface. This anisotropy is fairly weak
at short times and becomes increasingly more pronounced with increasing time of motion —

a consequence of the reflective nature of the surface boundary condition for dynamics.

II. SIMULATION METHODS

A. Simulated system and thermal history

We study spatial correlations in dynamics within molecular dynamics simulations of a
bead-spring polymer film, supported on a substrate that is nearly dynamically neutral.
We employ a variation of the bead-spring model of Kremer and Grest?, with this variant

introducing attractive interactions and employing a reduced bond length so as to improve



resistance to crystallization in the presence of a crystalline substrate3’.

Sub-entangled bead-spring polymer chains of length 20 are simulated in a film configura-
tion, in contact with a crystalline substrate in which the polymer-wall interaction potential
is tuned to yield nearly no perturbation, relative to bulk, of the local dynamics, as in our
recent work®'. This leaves the free surface as the only interface in the system that induces
large dynamical alterations, allowing study of this surface gradient with minimal interfer-
ence from substrate effects. The films simulated in this system are ~ 300 (~ 30 nm in real
units) thick, and are wider than they are thick so as to eliminate any lateral finite-size ef-
fect. Simulations are performed in LAMMPS?? and employ a Nose-Hoover thermostat with
a damping parameter of 2 71; (where 77 is the Lennard Jones unit of time and is roughly
equivalent to 1 ps) for temperature control. Simulations are nominally performed in the
NVT ensemble, but the presence of a free surface yields effective NPT film behavior.

Equilibrium configurations at temperatures in the glass-formation range are produced via
a thermal quench process following the previously described PreSQ protocol®’. We select
two of these temperatures, T = 0.431 and T = 0.450, as the focus of the isoconfigurational
ensemble simulations reported in this study. These systems are isothermally annealed for
at least 10 times the segmental relaxation time of the corresponding bulk system at each of
these temperatures in order to ensure access to equilibrium segmental relaxation behavior3.
These temperatures correspond to conditions at which the mean midfilm (nearly bulk-like)
segmental relaxation time is 10%%7;; and 10327, respectively, where 77 is the Lennard
Jones unit of time and is equal to approximately a picosecond. These temperatures are in
the supercooled liquid range; study of lower temperatures was precluded by the immense
computational cost of running 1000 replicas to greater timescales.

Beginning with these configurations, we then perform simulations in the isoconfigura-
tional ensemble, which is an established approach that permits computation of properties
at a single particle level that are normally only defined at the ensemble level'*. To do so,
we make 1000 copies of the equilibrium configurations at each of these two temperatures.
Each of these copies is then assigned a new, random set of particle velocities drawn from the
Maxwell-Boltzmann distribution at its temperature. Each of these 1000 simulations is then
continued as normal, with data collection beginning immediately and with configurations
saved exponentially in time. Each individual particle’s behavior can then be averaged over

these 1000 thermal replicas, with the ensemble average reflecting the mean behavior of a

4



particle starting in a given location, but with a randomized velocity. This avoids the need
for any temporal or spatial averaging. The results of this analysis thus reveal the degree
to which the system’s spatial configuration encodes a propensity for yielding the ensuing

dynamical behavior.

B. Simulation analysis

We compute several dynamical quantities as measures of the relaxation behavior and
heterogeneity of these systems.
First, we quantify translational relaxation based on the self-part of the intermediate

scattering function,

(@.0) = 3 {expl=ig- (r; (1) = 75 O))]), (1

where r; (t) is the position of particle j at time ¢, and q is the wavenumber. When computing
an average relaxation time for the whole system as in a standard (not isoconfigurational
ensemble), N is the number of particles in the system, and an average is often taken of a series
of distinct initial times as well. Here, when computing this quantity in the isoconfigurational
ensemble, N instead corresponds to the number of replicas within the isoconfigurational
ensemble (1000 in our case), such that the average is performed separately for each particle
by averaging over its 1000 replicas. The definition above is written for a single wavevector;
we further average over many wavevectors of equivalent wavenumber to arrive at the self-
part of the intermediate scattering function computed at a scalar wavenumber ¢ = 7.07196,
corresponding approximately to the first peak of the structure factor. When computing
isotropically averaged relaxation, we arrive at this quantity by average over randomly chosen
wavevectors with radial amplitude (in three phase space dimensions) approximately equal
to this ¢. When calculating in-plane relaxation, we average over only those wavevectors that
possess approximately this amplitude and that lie in this plane in phase space (for example,
for relaxation in the x-y direction we consider only those wave vectors with z-component of
7€ro0).

At temperatures in the glass formation range, F (g, t) relaxation function obeys a char-

acteristic two-step relaxation, with an initial picosecond timescale relaxation giving way to



the segmental alpha relaxation process. Most commonly, these data are analyzed in sim-
ulation by truncating the short time process and then fitting the long-time alpha process
to a Kohlsrauch-Williams-Watts stretched exponential. However, the immense particle-to-
particle heterogeneity observed in our simulations, together with the need to perform this
analysis for every one of 61,200 polymer segments separately, complicates this approach.
The relative magnitudes of the picosecond and alpha relaxation, as well as their degree
of separation, are highly variable from particle to particle. Usual truncation approaches
thus often miss important components of the relaxation process, identification of parameter
guesses that lead to good convergence across all particles is nearly impossible, and manual
adjustment of the fit is impractical.

To resolve this, we employ a multi-step fitting procedure in which we fit the entire self-

intermediate scattering function to a two-step decay form, given by

_(Tf;)ﬁfast 4 (1— Aexp [_(Tsiw)ﬁslow] | o)

Here subscripts of fast and slow denote parameters describing the picosecond process and

Fi(q,t) = Aexp

the slower o process, respectively. We begin by first fitting data at short time to the first
of the two stretched exponential terms above. This fit generally recovers a compressed
exponential. To select this time range, we find the lowest value of the relaxation function
within the time window from 0.17,; to 1.077;. We then fit the first stretched exponential
to all times up to this time point.

We then fix the parameters for this first KWW term, and we fit the entire time range
of Fy(q,t) to the full equation above, employing only A, 740w, and S, as free parameters.
Finally, we refit the equation above to the full time data set, leaving all parameters free,
but using the parameters from steps 1 and 2 as guesses. We find that this yields good
convergence in the overwhelming majority of cases. Most remaining problematic fits are
encountered in the immediate vicinity of the substrate, which is not the focus of this study,
and we therefore exclude segments in the near-substrate domain (within 5 o of the substrate)
from this analysis. For each particle, once the fit to Eq. 2 is complete, we compute a mean

relaxation time as

Tfast 1 ) Tslow ( 1 )
re=Aldetp (2 )y 1-A r , 3
Bfast <5fast ( ) ﬁslow 55[011} ( )
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where I' is the Gamma function and where this equation reflects the zeroth moment of the
fit two-step relaxation function.

We also compute the mean square displacement of each particle versus time by averaging
over the square displacements of its 1000 thermal replicas. We then define a characteristic
segmental displacement time t*. This is essentially another metric for a relaxation time.
t* is defined as the time at which a given particle’s mean square displacement is equal to
27 /7.07196, which defines a length scale comparable to that implied by the choice of ¢ in the
self-intermediate scattering function calculation described above. We additionally extract
from the mean-square displacement data the Debye-Waller factor (u?) for each particle,

which we define in a common manner as the value of (r?) for a given particle when ¢ = 17p;.

III. RESULTS
A. Surface modifications of relaxation time heterogeneity

We begin by exploring how the distribution of segmental relaxation times varies with
position near the surface of the film. Figure 1(a) and (b) illustrate scatter plots of the
inverse relaxation time of every particle in the upper 25 ¢ of the film vs its position. This
figure makes clear that relaxation systematically and dramatically accelerates upon approach
to the surface of the film, with the entire distribution of relaxation times shifting towards
faster relaxation.

We analyze this trend more quantitatively by plotting, in Figure 2, the distribution of
relaxation times for layers of segments at various distances from the surface. Consistent
with our prior work in the isoconfigurational ensemble in the bulk?’, the mid-film relaxation
spectrum is asymmetric, with a broad tail of fast relaxation and a relatively sharp dropoff
on the slow-relaxing side. Near the film surface, this distribution both shifts to shorter times
and appreciably broadens. The broadening is particularly pronounced on the fast side of
the spectrum but is not purely asymmetric; there is also appreciable apparent broadening
on the slow side of the spectrum.

To confirm that this finding is not unique to the specific measure of relaxation we have
employed above, we perform the same analysis for the segmental displacement time t*. As

can be seen in Figure 1(c) and (d), the distribution of ¢* is narrower than that of 7, but
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FIG. 1. (a and b) Normalized inverse relaxation time, (¢ and d) normalized inverse displacement
time ¢*, and (e and f) normalized excess Debye-Waller factor (relative to the mid-film), plotted
vs distance from the free surface of every particle in the upper 25 o of the film, with single-bead
7 values determined in the isoconfigurational ensemble as described in the text. The left column
of panels reports data at a temperature 7" = 0.431 while the right column reports data at a

temperature of T' = 0.450.

the variation on approach to the surface is quite similar. As shown in Figure 3, the same
basic findings hold for the distribution of ¢* as for the distribution of 7 values: they shift to

shorter times and broaden upon approach to the surface.

In the SI, we show that this observation of a broadened dynamical distribution at the free
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FIG. 2. Distribution of relaxation times for bins of particles at distances from the free surface
noted in the legend. The left column of panels reports data at a temperature T = 0.431 while
the right column reports data at a temperature of T = 0.450. Panels (¢) and (d) report the same

values, but for each particle normalized by the mean value in that bin of particles.

surface is qualitatively bin-size independent and is thus not a result of residual averaging
over a finite size bin. In other words, this broadening is not a reflection of the presence of
averaging over a large gradient in dynamics at the free surface. This indicates that the free
surface is genuinely more dynamically heterogeneous, even on an in-plane basis, than the
bulk.

This observation of a broader relaxation spectrum at the surface of the film has direct
implications for the understanding of dynamics near the free surfaces of glass-forming lig-
uids. A common conception has been that the surface region acts as though it obeys a
higher ‘rheological temperature’ or effective temperature than the bulk®*35. The results
reported above contraindicate this interpretation. In general, glass-forming liquids become
less dynamically heterogeneous on heating, a finding that is both indicated by experimen-
tal proxies for heterogeneity and confirmed by bulk simulations in the isoconfigurational

16,18-20,28  The

ensemble ‘higher rheological temperature’ interpretation of enhanced surface
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FIG. 3. Distribution of displacement times ¢* for bins of particles at distances from the free surface
noted in the legend. The left column of panels reports data at a temperature T = 0.431 while
the right column reports data at a temperature of T = 0.450. Panels (¢) and (d) report the same

values, but for each particle normalized by the mean value in that bin of particles.

dynamics would thus imply that the surface should be less dynamically heterogeneous than
the bulk; however, the opposite is evidently true. In essence, these data indicate that the
free surface does not simply ‘act as though it were hotter’. Instead, it acts ‘hotter’ with
respect to the mean relaxation time, and ‘colder’ with respect to the distribution breadth.
Evidently, a simple temperature shift of any kind is not the most useful way to conceptualize
this situation.

It is evident from the above that the degree of spatial heterogeneity varies near the
surface of the film, in a manner that is perhaps unintuitive. A natural question follows: are
different components of the relaxation spectrum quantitatively altered more strongly near
the surface? For example, are alterations to fast dynamics larger in magnitude or longer
ranged than those to slow dynamics, or vice versa? Given that distinct practical mechanical
and transport properties reflect distinct moments of the relaxation spectrum, the answer to

this question can be expected to mediate how interfaces alter distinct dynamical properties.
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To probe this, we compute at each distance z from the surface means reflecting various
moments of each dynamical property above. For example, we define a relaxation time
reflecting the k' moment of the distribution as

1/k

1 N(z)
(T () = N Z (r:)" ; (4)

where N (z) is the number of particles in a finite-thickness bin of particles at mean distance
z from the surface and 7; is the relaxation time of particle 7. Corresponding values are
computed for (u?) and t* analogously.

As can be seen in Figure 4, a wide range of moments of the 7 and ¢* distributions obey
a double-exponential recovery of bulk values near the free surface. This is consistent with
much prior work pointing towards a double-exponential relaxation time gradient over the

29313641 and extends this finding to essentially every

first ~ 10 nm near a free surface
moment of the translational relaxation spectrum. In order to quantify this spatial variation,

we therefore fit the spatial variation at each moment to a double exponential form,

(i) 1on ()

where 7,,;4 is the relaxation time in the middle of the film (an adequate proxy for the bulk

relaxation time for these purposes given the thickness of the film), £ is characteristic decay
length scale and A is a magnitude parameter. We analyze t* gradients via a fit to an
analagous form.

As shown in 5, both 7 and ¢* gradients grow in range with increasing moment of the distri-
bution. Because higher moments weight slower-relaxing parts of the spectrum more heavily,
this indicates that slower-relaxing parts of the relaxation time distribution are perturbed
further from the interface than are faster relaxing parts of the relaxation time distribution.
The 7 distribution, unlike the t* distribution, exhibits a pronounced feature wherein ¢ values
for negative moments abruptly drop off with decreasing moment, and these values become
temperature-independent.

This distinction in the behavior of the 7 and t* at large negative moment k is likely a
consequence of the physically and methodologically distinct manner in which we have de-
fined these quantities. t* reflects merely a timescale necessary to displace a conventional

distance, whereas 7 reflects a zeroth moment relaxation time obtained from a two-process
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FIG. 4. Local relaxation times (a and b) and displacement times (¢ and d), computed from distinct
moments of their local distributions at a given distance z from the free surface, as described in
the text. Moments reported are the -1st moment (purple squares), 1st moment (blue circles),
2nd moment (green triangles), 3rd moment (orange diamonds), and 4th moment (red inverted
triangles). The left column (a and c) reports data at a temperature T = 0.431 while the right

column (b and d) reports data at a temperature of T = 0.450.

fit to the overall self-part of the intermediate scattering function. Because of the two-process
fit employed in extracting a relaxation time from the latter, this quantity reflects both a
picosecond [ relaxation process and the segmental a process. When the a process is slow,
it process totally dominates over the picosecond relaxation process in determining the mean
relaxation time. However, when a relaxation time is relatively fast, the mean relaxation
time can reflect a mix of the o and picosecond processes, or even become dominated by the
picosecond process. We believe that the behavior of negative moments of the 7 distribution
reflects a portion of the distribution (the fastest relaxing portion) in which the picosec-
ond relaxation dominates over the main « relaxation process. This is consistent with the

temperature invariance of this regime, given that the picosecond [ process is only weakly
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FIG. 5. Range (a) and magnitude (c) of relaxation time gradients (7(2)) as a function of moment,
and range (b) and magnitude (d) of displacement time gradients (¢*(z))x as a function of moment,

for the temperatures shown in the legends.

temperature dependent. This feature of the moment-dependence would be expected to shift
to even lower moments at lower temperatures, as the mean relaxation time shifts to times
that are further removed from the picosecond timescale. Notably, this feature is muted in
the t* distribution, which simply measures time to displace a fixed distance and does not
involve a fit to the overall relaxation process. In any case, these two measures of relaxation
are consistent in reporting a monotonic increase in the range of the surface perturbation to
slower-relaxing parts of the spectrum. Given the reasoning above we focus on this more ro-
bust behavior at higher moments in interpreting the effect of the interface on the segmental
Qv process.

Conversely, both ¢* and the a-dominated (positive moment) portion of the 7 spectrum
exhibit a reduction in surface magnitude with increasing moment. Combined with the range
trends above, this finding indicates that higher moments (slower relaxing modes) of the

spectrum exhibit a surface gradient that is ‘smeared out’ — longer-ranged but somewhat
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attenuated in magnitude — as compared to lower moment (faster relaxing modes).

This has potentially broad implications for understanding property variations near inter-
faces and under nanoconfinement. Prior studies probing alterations in distinct dynamical

42744 Given

properties near free surfaces have often returned seemingly differing results
that these dynamical properties often probe distinct moments of the relaxation time dis-
tribution, the above findings may partially explain these differences, alongside previously
studied differences in the way distinct properties average over local gradients in a mean-film
measurement343543°51  For example, whereas the mean relaxation time probes a forward
moment of the relaxation time distribution (i.e. (7)), the diffusion constant probes one over
the inverse moment of this distribution (i.e. 1/(r71))52. This difference in moments probed
has long been identified as an origin of thermal decoupling between distinct processes in
the bulk (exe. “Stokes-Einstein” breakdown of the usual inverse proportionality between
viscosity and diffusion rates®?, and the decoupling between chain and segmental modes in

2354) " Our findings here suggest that surface variations in diffusion and other prop-

polymers
erties probing low or inverse moments of the relaxation time distribution should be expected
to exhibit shorter-ranged gradients at interfaces than viscosities and other properties probing
positive or high moments of the relaxation time distribution.

Beyond the question of the change in the breadth of the distribution at the free surface,
it is of interest to understand whether spatial correlations in mobility are altered near the
free surface. Figure 6 depicts a side-view of a simulated film (rendered in VMD??), in which
beads are colored by their log(7) value. This image emphasizes the coexistence of a spatially
heterogeneous gradient of dynamics at the free surface with the more bulk-like heterogeneity
that exists in glass-forming liquids more generally. The most visually pronounced feature
is the massive gradient in relaxation times at the surface. In parallel to this, there are
‘bulk-like’ spatially correlated slow and fast domains throughout the film. It is also evident
that faster-relaxing domains sometimes interconnect between the surface and buried regions
of the film, which might provide pathways for more rapid diffusion across the film via the
surface layer.

Assessment of alterations in the more ‘bulk-like’ spatial correlations near the surface is
confounded by the massive gradient in mean relaxation time with distance from the surface.
A typical calculation of spatial correlations that involves all three dimensions (or visual

analysis of spatial correlations) will be highly biased by this gradient. To circumvent this
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FIG. 6. Side-view of simulated film at T = 0.431, in which beads are colored by their relaxation
time, as shown in the color bar (rendered in VMD5%%). All simulated beads are shown. The top
of the image corresponds to the free surface, and the bottom of the image corresponds to the

substrate-adjacent material.

FIG. 7. Simulation image (rendered in VMD) of free surface (left) and a slice of the film at a depth

of 20 o1 (right). Beads are colored by residual log relaxation time as shown by the color scale.

complication, we compute a residual log relaxation time for each particle ¢ by subtracting

from the particle’s log(7) value the fit value log(7(2)) at that z extracted from equation

5; = log (ﬁ) . (6)

This effectively removes the mean gradient from the data, yielding a quantity that reports

(1), to obtain
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FIG. 8. Cross-correlation function of relaxation time 7 residual, for particles near the film surface
and deep in the film interior (see legend) at T = 0.450 (top) and T = 0.431 (bottom). Lines are

fits of an exponential decay to the correlation over the first 6o.

the mobility of a given particle relative to the typical mobility at its distance from the

surface.

In Figure 7 we show a face-on image of the surface of the film and of a cross section
in the middle of the film, in which each bead is colored by its relaxation time residual
0. Two aspects of the heterogeneity are perceptible in these images. First, the broader
distribution of relaxation times at the free surface that was quantitatively demonstrated
above is qualitatively visible here in the broader color range at the surface as compared to the
interior (note the more vibrant coloration on the blue, or faster, end of the spectrum). At the
same time, these images suggest a new feature that cannot be captured by the distribution
plots above: the distribution of relaxation times appears to more spatially organized in the
midfilm, even though the surface is more spatially heterogeneous as measured by the breadth

of the distribution.

16



FIG. 9. Simulation image (rendered in VMD) of free surface (left) and a slice of the film at a depth
of 20 oy (right). Beads are colored by residual log displacement time t* as shown by the color

scale.

To better quantify this spatial organization, we define a § — ¢ radial correlation function

Cr(r) = (0(r = 0)d(r)), (7)

where §(r = 0) refers to some arbitrarily chosen central particle,  denotes the distance from
this central particle, and the brackets denote an average of this calculation over all central
particles within a bin of particles at distance z from the surface. In Figure 8 we plot this
correlation function for particles within the upper 20 of the film and for particles in a 20
slab deep in the film, corresponding to the planes shown in Figure 7. This figure confirms
that residual mobility correlations are both stronger and longer-ranged in the mid-film than
at the surface. Indeed, at the surface C;(r) has a decorrelation range of 1.42 ¢ and 1.72 o
at T = 0.450 and T = 0.432, respectively, while in the midfilm it has the longer range of
2.78 o0 and 3.47 0 at T = 0.450 and T = 0.432, respectively.

This interpretation is further supported by analysis of the displacement timescale t*.
Figure 9 shows a snapshot of the surface and of a plane at 20 ¢ from the surface as before,
but in this case colored by the residual of t*. Here the much larger distribution breadth at the
surface is particularly clear visually (it is more visually apparent than in Figure 7 because of

the inherently narrower range of the ¢* distribution). At the same time, the more spatially
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FIG. 10. Cross-correlation function of relaxation time t* residual, for particles near the film surface
and deep in the film interior (see legend) at T = 0.450 (top) and T = 0.431 (bottom). Lines are

fits of an exponential decay to the correlation over the first 6o.

organized character of the heterogeneity in the midfilm remains faintly visible. Residual
correlation plots for t*, shown in Figure 10, again reinforce this at a more quantitative level,
with residual ¢* cross-correlations exhibiting a shorter range at the free surface than in the

mid-film.

These findings add to the nontrivial temperature dependence of surface effects on dynam-
ics and dynamic heterogeneity. In bulk glass-forming liquids, dynamical heterogeneities are
expected to become more spatially correlated on cooling'®1?. Combining the results above,
it appears that free surfaces act ‘hotter’ in terms of their mean relaxation time and spatially
correlatedness of relaxation times, but ‘colder’ in terms of the breadth of the relaxation time

distribution.
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FIG. 11. Distribution of Debye-Waller factors for bins of particles at distances from the free surface
noted in the legend. The left column of panels reports data at a temperature T = 0.431 while
the right column reports data at a temperature of T = 0.450. Panels (c) and (d) report the same

values, but for each particle normalized by the mean value in that bin of particles.

B. Surface modifications of caging heterogeneity

In addition to exhibiting heterogeneity at the level of relaxation times, it has long
been known that the segmental caging size scale of glass-forming liquids is heterogeneous
as well'™5°7  Indeed, evidence suggests that regions with looser caging tend to relax
more quickly'”%8, although there is evidence that this relationship locally breaks down
near surfaces?®%59 A number of modern theories of glass formation also posit that
temperature-variation of the cage scale is a central driver of non-Arrhenius dynamics in

glass-formers®0:51-60-64,

Given the above connections between caging and relaxation, it is of natural interest to un-
derstand how heterogeneity of the cage scale varies near surfaces in parallel with alterations

to relaxation behavior. To assess this, we compute the Debye-Waller factor (u?), which is a
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FIG. 12. Simulation image (rendered in VMD) of free surface (left) and a slice of the film at a
depth of 20 o ; (right). Beads are colored by residual (u?) as shown by the color scale. Something

is wrong here - need to check.

common measure of cage scale and is defined as the value of the mean-square displacement
in the caging plateau®*570 r2(t = 177;)), consistent with many prior simulation studies.

As shown in Figure 1(e) and (f), the distribution of (u?) shifts to higher values near the
interface, although this effect is evidently much shorter ranged than the gradients in 7 and ¢*.
This is consistent with results of prior studies probing local mean behavior®®*?. Alterations
in the (u?) distribution near the surface are made clear at a more quantitative level in Figure
11, which shows that a large portion of the distribution simply shifts to higher values upon
approach to the interface. There is a modest broadening of the (u?) distribution proximate
to the free surface, but this effect is quite short ranged, apparently dying out with a few
o of the free surface. Moreover, this broadening is largely restricted to the high (u?) (low
inverse (u?)) portion of the distribution.

As with 7 and t*, we compute a residual for (u?) by subtracting off from each particle
(u?) the interpolated mean gradient value of (u?) at that z. In this case, we fit the (u?)
gradient to a single-exponential rather than double-exponential form, which is both an
empirically better fit and is conceptually reasonable given the standard conception of 7 as
varying roughly exponentially with inverse (u?)1%2. As can be seen in Figure 12, the surface

distribution in (u?) is indeed broader than in the mid-film - this is accentuated here relative
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FIG. 13. Cross-correlation function of Debye-Waller factor (u?) residual, for particles near the film
surface and deep in the film interior (see legend) at T = 0.450 (top) and T = 0.431 (bottom). Lines

are fits of an exponential decay to the correlation over the first 6o.

to the distribution broadening visible in Figure 11 due to the logarithmic y-axis in that
earlier figure, and the relatively narrow overall distribution of (u?). This figure also gives a
hint that the degree of spatial organization of (u?) does not vary as strongly near the free
surface as is the case for relaxation times. This is shown quantitatively in Figure 13, where
it is evident that the decorrelation range for the (u?) residual is similar at the free surface

and in the midfilm and is in the vicinity of 1 ¢ in both regions at both temperatures studied.

These findings add to a wealth of data indicating that local packing and local (u?) do not
locally control dynamics near polymer interfaces®*®5°. In multiple respects, the gradient
in (u?) behaves in a qualitatively different manner than does the gradient in 7 or t*: (u?)
gradients are shorter ranged; the distribution of (u?) does not broaden as much at the
free surface as do the distributions of 7 and t*; the degree of spatial correlations of (u?)

heterogeneities is not appreciably altered near the free surface (and is relatively temperature-
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insensitive) whereas correlations in in 7 and t* decay more rapidly in the free surface than
in the bulk-like midfilm. At the same time, multiple studies have suggested that (u?) is

3,737 interfacial effects, even if not at

altered by**""" and perhaps plays a role in mediating
the level of local control.

This lack of an intimate local connection between (u?) and 7 near the free surface may
be consistent with the most empirically successful theoretical framework in predicting simu-

3LT5778 _ the Elastically Cooperative Nonlinear

lated dynamical gradients near free surfaces
Langevin Equation theory®*%4. This theory predicts that both gradients in (u?) and longer
ranged collective elastic effects play complementary roles in controlling alterations in 7 over
the first ~ 10 nm near free surfaces. Because of this convolution of two distinct (but re-
lated) mechanisms of dynamical alteration near the interface, a precise local correspondence
of 7 and (u?) variations near the free surfaces is not expected, and indeed 7 gradients are
predicted to be longer-ranged than (u?) gradients®'. No predictions have yet been made re-
garding the spatial heterogeneity of (u?) vs 7 near interfaces via this theoretical framework.

The present findings may thus provide an additional empirical target for testing this and

other theories of dynamical alterations near interfaces.

C. Dynamical anisotropy at the free surface

Finally, some prior studies probing dynamics near interfaces have suggested that non-
trivial dynamical anisotropy effects may emerge near glass-forming liquid interfaces®® 780,
For example, Hanakata et al. reported differential alterations of in-plane vs out-of-plane dy-
namics near atomistically smooth interfaces®. Our current dataset enables a unique probe
of whether anisotropic dynamics emerge near free surfaces. As shown by Figure 14, there
is an indication of an emergence of a slow-relaxing population of particles (relative to other
near-surface particles) at the free surface in the normal direction only. This feature, visible
in Figure 14(c) and (d) for normal-direction relaxation but not in 14(a) and (b) for in-plane
relaxation, suggests the presence of a short-ranged anisotropy at the film surface. As shown
in Figure 15(c) and (d), no comparably appreciable anisotropy is present in (u?) at the free
surface. Instead, this anistropy emerges in displacements at increasing times. As shown by

Figure 15(a) and (b), a significant population of low-displacement surface particles emerges

at long times for displacement in the normal direction, but not in-plane direction, near the
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FIG. 14. In plane (top panels) and out of plane (bottom panels) segmental relaxation times of
all particles in the upper 25 o of the film as a function of distance from the surface. The left
column of panels reports data at a temperature T = 0.431 while the right column reports data at

a temperature of T = 0.450.

free surface.

We can quantify these trends more clearly by separately averaging normal and in-plane
displacements of particles in bins at varying distances for the free surface and at varying times
of displacement. As shown in Figure 16, a local dip in the normal displacement near the free
surface emerges at long times with increasing displacement timescale. As can be seen in this
figure, this dip occurs nearly at the location where the density drops off near the surface. We
emphasize that this effect is not a consequence of any density layering, since none is present
at the free surface. This effect is also largely absent at shorter times associated with the mean
alpha relaxation time of the system or less. This can be seen in the alpha relaxation time
gradients in 14, which lack this minimum, in the Debye-Waller factor gradients shown in 15
¢ and d, and in the shorter-time data in 16 a and b. The nonmonotonicity instead emerges
only at longer timescales over which particles have on average relaxed multiple times. Along

with our relatively high spatial resolution, this explains why this nonmonotonicity was not
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FIG. 15. (a and b) Per-particle mean-square displacement at a time of 10*°7; as a function of
distance from the surface, with red points denoting displacement normal to the surface and blue
points displacement parallel to the surface. (¢ and d) Debye-Waller factor, corresponding to mean-
square displacment at a time of 10°77; as a function of distance from the surface, with red points
denoting displacement normal to the surface and blue points displacement parallel to the surface.

Left panels (a and c) report data at a temperature of T = 0.431, while right panels report data at

a temperature of T = 0.450

observed in prior studies that focused on anisotropy in gradients in the alpha time itself*”.

This long-time emergence in the diffusive regime, combined with the non-monotonic
character of the anisotropy, suggests a physical origin of this effect in the effective reflective
boundary condition imposed by the free surface. Particles approximately one segmental
diameter from the free surface can initially displace either towards or away from the surface
over a length scale of their own diameter. However, the particles that displace towards the
surface must, on average, reverse direction and return to their starting value of z over larger
timescales, due to the strict boundary imposed by the film surface. This necessarily recursive

behavior for displacements in the +z direction reduces the mean normal displacement of
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these particles over intermediate timescales in the diffusive regime. By contrast, particles
that are at the absolute upper limit of the surface (i.e. well into the gradient of decreasing
density in the +z direction) cannot appreciably displace in the +z direction at all due to
their cohesive interactions with the film beneath them; the recursion effect is thus absent,
and normal-direction dynamics are accelerated in a manner similar to in-plane dynamics
due to the dynamical gradient. This observed anisotropy is similar to that observed in
prior work probing dynamics near repulsive atomistically smooth walls. Such walls yield
dynamical gradients similar to those near free surfaces®®; however, the strong reflecting
behavior imposed by an explicit wall way make this anisotropy more readily amenable to
observation at shorter times than at free surfaces. Finally, we note that, as shown in 16(c)
and (d), the in-plane displacement behavior is dominant in determining the isotropic mean
square displacement at the free surface, both because it reflects two of the three degrees
of freedom in the isotropic quantity, and because the linear arithmetic average is weighted

towards larger values when plotted on a logarithmic scale.

While this study focuses most heavily on behavior at the free surface, Figure 16 pro-
vides an interesting insight into anisotropic dynamics at the substrate. As discussed in the
methods section, this substrate employs a polymer-wall interaction energy selected in prior
work3! to be nearly dynamically neutral, in the sense that it yields almost bulk-like dynamics
near the substrate. Figure 16 suggests that this occurs via a cancellation of opposing effects
on in-plane and out-of-plane dynamics: in-plane dynamics are modestly accelerated, while
normal dynamics are suppressed. We suggest the following scenario for why this occurs.
The presence of a local suppression of normal dynamics even near a free surface suggests
that this effect is likely relatively insensitive to polymer—wall interaction, since it emerges
mainly from the reflecting nature of the boundary condition. Such a condition is implied at
any thermodynamically sharp interface. By contrast, in-plane mobility at the substrate is
strongly tuned by substrate interaction, because the attraction strength tunes the depth of
attractive wells at the substrate and effectively tunes the roughness of the potential energy
landscape for in-plane motion. Dynamic neutrality thus occurs when the in-plane mobility

enhancement is tuned to cancel out the reflective normal-direction mobility suppression.

This scenario suggests the potential for a fascinating decoupling in properties near solid
substrates. Substrates that are nearly dynamically neutral from the perspective of segmental

dynamics and T will likely tend to produce a modest enhancement of in-plane diffusional
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FIG. 16. Colored symbols (left axis) report mean square displacement, averaged over particles
in narrow bins of distance z from the surface. Upper panels a) and b) report in-plane mean-
square displacement (open symbols) and out-of-plane mean-square displacement (filled symbols.
Lower panels ¢) and d) report isotropic mean-square displacements. Data are reported at multiple
displacement times of 10°77; (red circles), 10177 (orange upwards triangles), 1027, ; (green dia-
monds), 1037, (blue downward triangles), 1047, ; (purple squares). Black stars (right axis) denote
the number density as a function of distance from the right surface. The left column of panels
reports data at a temperature T' = 0.431 while the right column reports data at a temperature of

T = 0.450.

rates, since the former is subject to the in-plane/out-of-plane compensation effect, whereas
the latter is primarily sensitive to the in-plane effect. In concert with the finding above
to the effect that slower dynamics are altered over a greater range than faster dynamics,
this provides an additional mechanism by which distinct dynamical properties may become

decoupled under nanoconfinement.
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IV. CONCLUSIONS

Our results point to a complex interplay between the dynamic heterogeneity that is
present in a bulk glass and the immense spatial gradient in dynamics that exists at the surface
of glass-forming liquids. Within this surface gradient, the in-plane distribution of relaxation
times broadens, in addition to the normal-direction broadening innately associated with
the presence of a dynamical gradient. At the same time, the distribution of relaxation
times becomes less spatially correlated near the surface. This scenario is in contrast to bulk
glass-forming liquids, where reductions in relaxation time (with increasing temperature),
narrowing of the relaxation time spectrum, and decreased spatial correlations all track

together.

Prior studies have reported evidence that the relaxation spectrum of confined glass-
forming liquids, when averaged over the entire material broadens relative to bulk® 8%, That
type of mean-response broadening is required by necessity in the presence of a large gradient
of dynamics, since the gradient itself corresponds to a massive dynamical heterogeneity and
thus broadening of the spectrum. Notably, our finding here is quite distinct and not required
by those present findings: we find that the local heterogeneity near the surface within the
gradient increases, even if heterogeneity is effectively assessed at an in-plane level without

appreciable contributions from gradient averaging.

We additionally find that the surface has a differential impact on distinct components
of the relaxation spectrum, with slower-relaxing components of the spectrum altered over a
larger distance from the interface than faster-relaxing components. This implies a differing
dynamical impact of the surface on dynamical quantities that probe distinct moments of the
relaxation spectrum, a result that may shed light on frequently discordant measurements of
nanoconfinement effects by distinct methods. Abetting this effect, we find that the surface
induces a distinct short-ranged dynamical anisotropy, wherein in-plane displacement occurs
more rapidly than out of plane displacement. We show that, at a substrate, this can lead to a
scenario in which segmental relaxation times are bulk-like, but in-plane mobility is enhanced.
This may also contribute to qualitative and quantitative differences in the impact of a given

interface on distinct dynamical quantities.

At least at the temperatures probed in this study, the magnitudes of the surface gradient

and of the bulk-like heterogeneous distribution of relaxation times are roughly comparable.
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The mean relaxation time at the surface is approximately 2 orders of magnitude smaller than
in the mid-film (see Figure 4), while the mid-film relaxation time distribution is perhaps 1-2
orders of magnitude in breadth depending on how it is measured (see Figure 2 and Figure 3).
This leaves open the question of whether the breadth of the bulk dynamically hereogeneous
distribution and the magnitude of the surface gradient may be linked in some deep manner.
A resolution of this question will require simulations of this kind over many temperatures and
extending to larger mean relaxation times, allowing quantitative assessment of the extent
to which these phenomenon track together on cooling. Because of the high computational
cost of isoconfigurational simulations, this will be extremely challenging and require a much

larger order computational effort. However, it should be a priority in future simulation work.
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