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Abstract

We derive sharp-interface models for one-dimensional brittle fracture via the inverse-deformation
approach. Methods of I'-convergence are employed to obtain the singular limits of previously
proposed models. The latter feature a local, non-convex stored energy of inverse strain, aug-
mented by small interfacial energy, formulated in terms of the inverse-strain gradient. They
predict spontaneous fracture with exact crack-opening discontinuities, without the use of
damage (phase) fields or pre-existing cracks; crack faces are endowed with a thin layer of
surface energy. The models obtained herewith inherit the same properties, except that sur-
face energy is now concentrated at the crack faces in the I'-limit. Accordingly, we construct
energy-minimizing configurations. For a composite bar with a breakable layer, our results
predict a pattern of equally spaced cracks whose number is given as an increasing function
of applied load.

Contents

1 Introduction 2
2 Formulation 3
3 Sharp-Interface Models via I'-Convergence 5
4 Energy-minimizing configurations 8
5 Concluding remarks 11

Email addresses: tjh10@cornell.edu (Timothy J. Healey), roberto.paroni@unipi.it (Roberto
Paroni), rosakis@uoc.gr (Phoebus Rosakis)

Preprint submitted to JMPS July 23, 2024



1. Introduction

The modelling of nucleation and growth of fracture in solids is notoriously difficult, due to
the fact that cracks are typically represented by discontinuities of the deformation mapping,
corresponding to infinite strains. On the other hand, the inverse of the deformation mapping
can be extended as a continuous, piecewise-smooth mapping in such situations, cf. Fig. 1
in Rosakis et al. (2021). This simple observation is the basis for our recent work on brittle
fracture in one-dimensional filaments, Rosakis et al. (2021). The model features a local, non-
convex stored energy function of inverse strain', augmented by small strain-gradient energy,
with the latter formulated in terms of the inverse-strain gradient. It predicts spontaneous
fracture with discontinuous deformations, as a global bifurcation from the homogeneously
deformed state. Moreover, neither damage (phase) fields nor pre-existing cracks are em-
ployed.

The inverse formulation of classical nonlinear elasticity is due to Shield (1967), and the
general strain-gradient version was obtained by Carlson and Shield (1969). The idea of
fracture as a two-well phase transition is due to Truskinovsky (1996), where the second
well is located at a strain going to infinity. However, as implied above, this causes great
difficulties—both analytical and numerical; the inclusion of higher-gradient energy does not
regularize the problem, but instead suppresses fracture altogether, cf. Rosakis et al. (2021).
In contrast, starting with a Lennard-Jones type stored energy in direct variables, Fig. 1a, the
inverse-deformation formulation naturally replaces the potential well at infinity with one at
zero inverse stretch; the problem now indeed has the same appearance as a two-well phase-
transition model with inverse stored energy as in Fig. 1b. Moreover, the higher-gradient
energy in the inverse formulation gives rise to surface energy in a small neighborhood of crack
faces, cf. Rosakis et al. (2021). Last but not least, despite the presence of higher inverse-
strain gradients, cracks in equilibrium deformations are exact discontinuities, in contrast with
ones arising in phase-field models; see Rosakis et al. (2021) for details.

The present work is a follow-up to that of Rosakis et al. (2021) and Gupta and Healey
(2023). The latter employs the same model presented in the former while also accounting
for interaction with a pseudo-rigid elastic foundation, which is constrained to undergo only
homogeneous elastic deformations, cf. Vainchtein et al. (1999). The analysis in Gupta and
Healey (2023) addresses the nontrivial problem of crack development, not arising in Rosakis
et al. (2021). Our goal here is to find sharp-interface models in the singular limit as the
small parameter characterizing the inverse higher-gradient energy goes to zero. Of course,
our main tool is T'-convergence. The resulting models feature cracks as discontinuous jumps
of the deformation, endowed with surface energy on crack faces, in precise analogy with the
Griffith criterion, cf. Griffith (1921).

In Section 2, we summarize the aforementioned models characterized by small interfacial
energy. In both cases, we show that a homogeneous solution in compression always corre-
sponds to the unique energy minimizer. Our main results for tensile loading are presented in
Section 3. After the usual rescaling, the sharp-interface model associated with Rosakis et al.
(2021) follows as a textbook problem (for phase transitions), and the two energy-minimizing
configurations, each characterized by a single end crack, are readily obtained.

The model from Gupta and Healey (2023) presents a more challenging problem. First,
due to the interaction with the pseudo-rigid elastic foundation, the energy functional neces-

1We use both“strain” and “stretch” to denote the deformation gradient in our one dimensional setting.
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sarily involves the inverse deformation as well as its first and second derivatives. Moreover,
the usual rescaling leads to a model greatly overemphasizing the interaction constant be-
tween the brittle rod and the foundation. A more realistic model emerges by first scaling the
interaction constant before rescaling the energy. The novel sharp-interface model we obtain
features a nontrivial interplay between surface energy and the elastic foundation. As such,
energy minimizing configurations are not obvious.

We explore energy-minimizing configurations in Section 4. We first note that any such
inverse-deformation field must have at least one finite jump in derivative. We then prove
that minimizers, which come in pairs, are characterized remarkably by a uniform, repeating
pattern. The repetition number coincides with the number of cracks and is obtained explicitly
via an elementary first-derivative test. We close with a concrete example. The minimizing
inverse configurations are determined and plotted along with their associated deformation
maps. We also show that the number of cracks in a minimizing configuration increases with
increasing load. This and the equally spaced arrangement of cracks capture experimental
observations by Morankar et al. (2023) in composite biological fibers with an external brittle
layer.

2. Formulation
We consider a Lennard-Jones type energy density, e.g., W(F) = (1 —F~1)2, cf. Figure 1a,
where f : [0,1] — [0,A] is the deformation and F := f’ > 0 denotes the stretch. Here
A > 0 denotes the prescribed average stretch. Our forthcoming analysis does not depend
on this specific choice of W. Indeed, any continuously differentiable, non-negative function
W : (0, 00) — [0, o) having the same qualitative properties, viz., convex on (0, 1), a single,
isolated potential well at F = 1 with W(1) = 0, a single inflection point at some point F > 1,
and a horizontal asymptote as F — +00, will suffice. In any case, the inverse stored energy
is defined by
W*(H) :=HW(H™), 1)

where h : [0,A] — [0, 1] is the inverse deformation and H := h’ = 1/F denotes the inverse
stretch. For the example mentioned above, (1) yields W*(H) = H(1 — H)?, cf. Figure 1b.
Noting that W*(0) — 0 as H \, 0, we may accordingly extend the domain of W* to [0, co).
Thus, W*(H) > 0 for H # 0,1, with W*(0) = W*(1) = 0. As already noted in Rosakis et al.
(2021), W* has the appearance of a two-well potential as in models for phase transitions.
Here, H =0 (or “F = 00”) represents the cracked or broken phase.

Following Shield (1967), the elastic energy can be expressed as

1 A
J W(f’(X))dX=f W*(h'(y)dy. 2
0 0

We use x € [0,1] as the reference coordinate and y € [0,A] as the deformed coordinate
throughout, so that x — f(x) € [0,A] and y — h(y) € [0,1]. Due to the properties of
W*, the minimization of (2) yields an uncountable infinity of solutions, some of which are
charcterized by an infnite number of cracks. The situation is comparable to the problem
treated in Ericksen (1975). As a remedy, we introduce an interfacial energy according to

A2
Eg[H]=f (@Y +w )y, 3)
0
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W(F) W*(H)
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Figure 1: (a) Lennard Jones-type stored energy density W. (b) Corresponding inverse stored energy function W*.
The states corresponding to H < 0 are inaccessible, rendering W* a two-well potential with minima at H =0, 1.

where ¢ > 0 is a small parameter. As shown in Rosakis et al. (2021), this inverse-strain
gradient energy not only regularizes the problem, but also introduces small surface energy
at crack faces. It is worth observing that (3) is not the same as the standard strain-gradient
model

f (E(F’)2+W(F))dx. )
0

The minimization of the latter entails working in a subset of H'(0,1). By embedding, all
elements of the latter are continuous, viz., F is continuous, implying no fracture. While the
same holds for (3) (in fact H is shown to be C! in Rosakis et al. (2021), the inverse stretch
field readily accommodates H = 0 corresponding to F ~ oo, indicating fracture. Finally, we
append the compatibility condition

A
f Hdy =1 5)
0

to the formulation (3).

Following Gupta and Healey (2023), we also consider the interaction with a pseudo-rigid
elastic foundation via an addition to (3), which is necessarily expressed in terms of the inverse
deformation h:

A 2 /
u[h] = f (S0 +w i)+ S am2)dy, o, ©)
0

where k > 0 represents the interaction stiffness between the pseudo-rigid elastic foundation
and the brittle specimen. In this case, we drop (5) and supplement (6) with the boundary
conditions

h(0)=0, hA)=1. 7)

We finish this section with a result for compressive loadings:

Proposition 1. If 0 < A < 1, then

A
min {E,[H]: H € H'(0,1),H > 0 a.e., f Hdy =1}

0
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and
min {U,[h]: h € H*(0,A1),h’ > 0 a.e., h(0) = h(A) = 1}

are attained by the homogeneous inverse deformation h(y) = y /A, with constant inverse stretch
H = 1/A. In particular, the corresponding minima are E.[1/A] = U.[y/A] = AW*(1/A) =
W(A).

Proof. Let W denote the convex envelope of W*, cf. Figure 2. Then by (7) and Jensen’s
inequality, we find

A A
Ulh]l = J Wi (h)dy > AWC*(%J h’dy) = AWr(1/2),
0 0

for all h € H2(0, ). Since W is non-negative and convex in (0, 1), it follows that WX (H) =
W*(H) for all H > 1, cf. Figure 2. From this remark and observing that 1/A > 1, we deduce
that

U [h] =2 AW*(1/A) = E.[1/A] = U.[y/A],

for all h € H%(0, A). Clearly the same argument applies to the minimizer of E,. O
W[ (H)
: — H
0 1

Figure 2: Convex envelope of W*.

3. Sharp-Interface Models via I'-Convergence

We first consider (3), (5), and rescale the former according to

A
(%(H’)Z + 1W*(H))dy, f Hdy =1, for H>0, (8)
€ 0

1 A
I[H]:= ;Eg[H]=J

0
where € > 0, with I, := +00 otherwise. We also assume the physically reasonable growth
condition
W(F)ZCl forall 0<F < l,
F M
for constants C > 0 and M > 1. From (1), this is equivalent to
W*(H) > CH? for all H> M, )
5



for constants C > 0 and M > 1. For instance, (9) is satisfied for W*(H) = H(1 — H)?,
mentioned previously. Moreover, (9) is benign in our setting since it entails only highly
compressive behavior. In any case, (8) is a textbook problem for I'-convergence as £ \,
0, e.g., Attouch et al. (2014), Braides (2002); the general result for bounded domains in
R™ was first presented in Modica (1987). In what follows, PC(0, A) denotes the space of
piecewise constant functions on (0, A), with #D(u) denoting the number of discontinuities
of u € PC(0, 1). We quote the following result:

Proposition 2. For A > 1, the family {I,},.o I'-converges in the strong L'(0, 1) topology to
Cw-#D(H) HePC(0,A), He{0,1}a.e in (0,1),
A
I[H]= amif Hdy =1, (10)
0

+00 otherwise,

where Cy. = fol v/ 2W*(t)dt. Moreover, if {¢,} and {H,} C H'(0,A) are sequences such
that €, \, 0 and {I, [H, ]} is uniformly bounded, then {H,} has a convergent subsequence in
L'(0, ), and every limit point H, is an element of PC(0, 1) with H, € {0,1} a.e. in (0,1).

The minimum of (10) is easily deduced. We first note that H € PC(0, A) has finite energy,
i.e., I[[H] < 400, if and only if H € {0,1} a.e. in (0, 1) and the set {y € (0,A) : H(y) = 1}
has measure equal to 1. Thus, if A =1, I is uniquely minimized by H = 1. This corresponds
to the undeformed specimen whose energy is I = 0. For A > 1, the condition I[H] < +00
necessarily implies that the set {y € (0,A) : H(y) = 0} has measure A — 1, which in turn
implies that #D(H) > 1. It follows that I is minimized by a single crack and the minimum is
I=Cy..

Figure 3a depicts the inverse-stretch field H = 1 in (0,1) with H = 0 in (1, A), which
minimizes I. The associated deformation mapping is shown in Figure 3b; a single crack
occurs at the right extreme.

H

y

A
(a) (b)

—_ e — - - -

Figure 3: (a) An inverse strain that minimizes I. (b) The associated broken configuration.

Several admissible inverse-stretch fields are depicted in Figure 4: (A) is the same as Figure
3 corresponding to a crack at the extreme right; (B) shows a single crack at the extreme left.
Like configuration (A), this field minimizes I. The inverse-strain field shown in (C) features
cracks at both extremes; inverse-stretch field (D) has an open crack on the interior (0, 1),
while (E) and (F) depict inverse-stretch fields having both interior and end cracks. In each
of the cases (C)-(F), it follows that I > 2Cy.. Finally, we point out that the single-end-failure
prediction agrees with the results obtained in Rosakis et al. (2021) for € > 0.
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A A A

Figure 4: Several inverse strains having finite energy I.

If we scale the functional (6) as in (8), we arrive at a model overemphasizing the strength
of the stiffness k. Accordingly, we first assume k = eu. The rescaling of the energy now leads
to
ph’

2

A
Vg[h]:—lUE[h]zf (%(h”)2+éw*(h’)+ (y—ah)?)dy, W'>0, (1)
0

T e
subject to (7), where V, := +00 otherwise.
In what follows, let PC(0, 1) denote the space of continuous functions having a piecewise
constant derivative on (0, A), with #D(u’) denoting the number of discontinuities of u’.

Proposition 3. For A > 1, the family {V,},., T-converges in the strong H'(0, 1) topology to

A
Cy-#D(Rh) + % f h'(y —Ah)*dy hePCY(0,1),
0

V[h]= h' €{0,1} a.e. in (0, 1), (12)
and h(0) =0, h(A)=1,
+00 otherwise,

where Cy. 1= fol v/ 2W+(1)dt. Moreover, if {¢,} and {h,} C H*(0, 1) are sequences such that
€, \ 0and {V, [h, ]} is uniformly bounded, then {h, } has a convergent subsequence in H 1o, 2),
and every limit point h, is an element of PC*(0, 1) with h! € {0,1} a.e. in (0, A), and satisfies
the boundary conditions h,(0) =0 and h,(A) = 1.

Proof. Let V” denote the functional (11) with u = 0. It can be shown that the I'-convergence
part of Proposition 2 is also valid in the strong L2(0, 1) topology, cf. Braides (2002). By virtue
of (7), we then deduce that the family {V},., I'-converges in the strong H (0, 1) topology
according to (12) with u = 0. Because the ¢-independent functional f OA HTh/(y —Ah)2dy is
continuous on H'(0, 1), we conclude that (12) holds (u > 0).

For the compactness result, first note that if {V, [h,]} is uniformly bounded, then so is
{Ve(,)l[hn]} for {h,} € H?(0, A). From the second part of Proposition 2 while again employing
the boundary conditions (7), we deduce that {h,} C H2(0, 1) has a convergent subsequence

7



in Wb1(0, A). Finally, as shown in Conti et al. (2002), the growth condition (9) then implies
that {h,} has a convergent subsequence in H*(0, 1) as well. O

4. Energy-minimizing configurations

We now explore minimizing configurations for the limiting functional (12). If A = 1,
then V is minimized by h = y, which represents the unbroken specimen with corresponding
energy V = 0. If A > 1, observe that the integral term in (12) does not vanish: h’ = 0 a.e. in
(0, A) is incompatible with the boundary conditions, and h = y /A on any subset of non-zero
measure violates h’ € {0, 1} a.e. in (0, 1). Hence, there is a competition between the surface
and foundation energies, and it follows that h’ must suffer at least one disconituity.

To construct minimum-energy configurations for A > 1, we start by defining two functions
on a partial segment of length £ < A:

(13)

)y 0y </, _]o 0<y<(L—1L/A,
D7 gA a<y<e, BT ly—tA—1/A (—E/A<y<L.

Clearly, h(,) € PC'[0,¢] with hza) €{0,1},a = 1,2, as shown in Figure 5.

ha) ha)
/X /A

@ (b)

Figure 5: (a) The graph of the inverse strain h(;). (b) The graph of h,).
Moreover, each of these yield the same energy according to (12) (defined on [0, £]), viz.,

.u(k_ 1)253.

V=Cy. +
w 6A3

(14)
The idea is to use (13);, and (14) to build minimum-energy configurations. For instance,
if £ = A, then obviously (14) yields V = Cy. + u(A — 1)?/6. Next, consider two segments
of length ¢; and ¢, with £; + £, = A. We use (13); and (13), consecutively (or vice-versa),
inducing only two discontinuities in h’; the corresponding configurations are depicted in
Figure 6.

In either case, from (12)-(14), we find

p(A—1)?

V =2Cy. +
w 63

[63+(—¢€,)°] (15)



@ b)

Figure 6: (a) The graph of h(;) followed by h(,). (b) The graph of h(y) followed by hy).

The first-derivative test with respect to £, reveals {3 —(A—¢;)* =0, thatis {; = 1/2={,. It
is easy to see that this delivers the minimum value of (15), given by

u(A—1)?

V =2Cy. +
w 622

(16)

Something similar holds in the general case. First, assume a partition of n segments of length
n
(;,j=1,2,...,n, with > £; = A. We follow the same pattern as in Figure 6, viz., with alter-
j=1
nating segments of h(;y and h,) as specified in (13). Then

B ‘LL(A— 1)2 n—1 s N n—1 s
j= j=

n—1
The first-derivative test now implies Z? = (A— D ¢;)* for j = 1,2,...,n— 1, which leads to
=1

bi=tby=...=(,= % The corresponding minimum energy is given by
p(A—1)?

V= Vn = TlCW* + 62

(18)

For any real number x > 1, we define an integer [[x]] as follows: letm < x <m+1, i.e.,
m denotes the integer part of x, then [x[]=mif V,, < V,,,; and [x]|=m+1if V., < V,,.
fo<x<1 weset[[x]]=1.

Theorem 4. For fixed Cy.,u > 0 and A > 1, the energy minimizing configuration for (12) is
given by n consecutive, alternating versions of (13), 5, with each segment of length { = A/n,

where 13
A—1)2

Moreover, there are two such equivalent configurations - one “starting” with (13), and the other
with (13), as in Figure 6.



As an example, consider the inverse stored energy W*(H) = H(1—H)? with u = 200. We
then find

1 1
CW*=\/§J‘ T(l—’r)2d’r=2«/§J. (1—52)52ds=%1/§,
0 0
and by means of (19), for any fixed A, we can determine the number of cracks n. For instance,

for A = 1.5 we have that s
A—1)2
x:(—“(BC ) ) = 3.5355.
W*

Setting m = 3, i.e., the largest integer smaller than x, we deduce from (18) that
V;=2.0753 and V,=2.0293.

Hence, n = [[x]] = 4. The minimizing configurations are depicted in Figures 7a,7b. In each
case, we infer an associated deformation map f by plotting the inverse of h on each of the
connected sets contained in {y € [0,A] : h’(h) > 0}, as shown in Figures 7c,7d, respectively.

h

@ b)

© (d)

Figure 7: (a) The graph of the minimizing configuration (inverse deformation) starting with h(;). (b) The graph
of the minimizing configuration starting with h(,y. (c) The deformation whose inverse is depicted in (a). (d) The
deformation whose inverse is depicted in (b). Note the discontinuities corresponding to cracks.

The number of cracks clearly increases as A increases. For example, in Figure 8 we give

the number of cracks corresponding to the values of A € (1,2), where we have used the same
specific model as above.
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Figure 8: Number of cracks as a function of A, when W*(H) = H(1 —H)? and u = 200.

5. Concluding remarks

The properties of the minimizing configurations for the sharp-interface energies I (Propo-
sition 2) and V (Proposition 3) are in consonance with the results of Rosakis et al. (2021) and
Gupta and Healey (2023), based on small ¢ > 0. As in the former work, we find here that
failure entails a single crack at one of the two ends, with the total energy minimized at those
configurations. A direct comparison of our results with those of Gupta and Healey (2023) is
not so straightforward. The detailed results from the latter are numerical, with the cracked
configurations only shown to be local energy minimizers. On the other hand, both studies
yield configurations containing multiple cracks that appear in a regularly spaced pattern, and
whose number increases with load, cf. Figure 8. More importantly, this qualitatively agrees
with observations from experiments recently reported in Morankar et al. (2023). Here we
are able to make a quantitative prediction of the number of cracks by the explicit formula
(19) for the first time, while we are assured that the configurations involved provide global
energy minima.

A linear elastic bar on a pseudo-elastic foundation equipped with a sharp-interface Grif-
fith energy is analyzed in Baldelli et al. (2013). While the total energy is not the same as
the limiting functional (12), the energy minimizers found in that work are characterized by
equally-spaced cracks as in Section 4.

The formation of multiple cracks in a model combining an elastic foundation with a dam-
age field is considered in Salman and Truskinovsky (2021). Periodic arrangements of patterns
involving multiple localized large-strain zones, interpreted as cracks, are found. The results
are obtained via numerical bifurcation methods, with local stability deduced via the second
variation of the discretized energy. As such, they are comparable to results presented in Gupta
and Healey (2023), although truly fractured solutions are obtained in the latter. Moreover,
the computed bifurcating solution branches found in Salman and Truskinovsky (2021) even-
tually “return” to the homogeneous solution path. This behavior, indicative of crack healing,
is not encountered in Gupta and Healey (2023) or the present work. See Gupta and Healey
(2023) for a discussion and references.

Our results here imply fracture for any load A > 1. This behavior is suggested by the
results in Rosakis et al. (2021): It is shown that the bar breaks along a global branch of
unstable solutions at a finite load A = 1+ 6, 6 > 0. Referring to Figures 2 and 8 of that work,
one infers that & is an increasing function of € with § = O(¢) as € \, 0. The dependence on
small ¢ in Gupta and Healey (2023) is not explored.
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A thin layer of surface effects can be observed on crack faces in both Rosakis et al. (2021)
and Gupta and Healey (2023). Indeed, it is shown that the surface energy is O(¢) as € \| 0 in
Rosakis et al. (2021). The coefficient of € in that asymptotic result coincides with Cy,. defined
in Proposition 2. Here we find that surface energy is concentrated at the crack faces, which
is precisely in keeping with the Griffith picture. At the same time, the inverse-deformation
approach only makes sense for models accounting for finite deformations. This contrasts
with classical fracture mechanics, based on linear (infinitesimal) elasticity.
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