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 27 

Cell cycle transitions result from global changes in protein phosphorylation states triggered by 28 

cyclin-dependent kinases (CDKs). To understand how this complexity produces an ordered 29 



and rapid cellular reorganisation, we generated a high-resolution map of changing phosphosites 30 

throughout unperturbed early cell cycles in single Xenopus embryos, derived the emergent 31 

principles through systems biology analysis, and tested them by biophysical modelling and 32 

biochemical experiments. We found that most dynamic phosphosites share two key 33 

characteristics: they occur on highly disordered proteins that localise to membraneless 34 

organelles, and are CDK targets. Furthermore, CDK-mediated multisite phosphorylation can 35 

switch homotypic interactions of such proteins between favourable and inhibitory modes for 36 

biomolecular condensate formation. These results provide insight into the molecular 37 

mechanisms and kinetics of mitotic cellular reorganisation. 38 

Introduction 39 

The cell cycle is driven by CDKs, which are essential to promote entry into S-phase and 40 

mitosis. Two general strategies have been used to understand how CDK-dependent 41 

phosphorylation brings about these transitions1. First, top-down screens have revealed key 42 

system components. Hundreds of CDK substrates 2–7 and cell cycle-regulated proteins 8 and 43 

thousands of mitotic phosphorylations 9 have been identified in this manner. Yet determining 44 

their roles has lagged behind; for example, painstaking genetic analysis in yeast models was 45 

required to reveal the requirement for CDK-mediated phosphorylation of two key substrates to 46 

allow DNA replication10,11. Second, bottom-up molecular analysis of the structural effects of 47 

individual phosphorylations on single proteins provides mechanistic insight into regulation of 48 

their activity 12. Both of these approaches are rendered more difficult by the fact that CDKs 49 

often phosphorylate multiple sites, whose combined effects may result in a phenotype; for 50 

example, multisite phosphorylation of the CDK inhibitor Sic1 in budding yeast is required to 51 

prevent its degradation 13. As such, it has proven challenging to use studies performed from 52 

these different perspectives to understand global cellular behaviour. 53 

Different models of CDK-mediated phosphorylation have been proposed. Specific interactions 54 

between distinct CDK-cyclin complexes and sequence motifs encoded in substrates might 55 

result in highly ordered phosphorylation 14, yet such complex mechanisms may not be essential 56 

since the cell cycle can be driven by single CDK1-cyclin complexes 15,16. Furthermore, 57 

theoretical modelling and biochemical analysis have suggested that the mitotic control network 58 

can trigger switch-like activation of CDK1 17, yet approaches using fluorescent biosensors 59 

imply that mitotic CDK1 activation is rather progressive 18. Along with the CDK-mediated 60 

ordered phosphorylation model, this suggests that mitotic phosphorylation states should change 61 

progressively in vivo, yet mitotic reorganisation is rapid and abrupt. Thus, understanding cell 62 



cycle transitions requires a description of the dynamics of global mitotic phosphorylation, 63 

which is largely unknown, as well as an investigation of the biochemical effects of 64 

phosphorylations, most of which remain uncharacterised. We reasoned that this would require 65 

a multidisciplinary quantitative approach involving cell biology, biochemistry, bioinformatics 66 

and biophysics. We aimed to generate a quantitative time-resolved map of in vivo cell cycle 67 

phosphorylation, extract global principles of phosphorylation dynamics, perform comparative 68 

analysis to assess conservation of these principles across species, and analyse effects of 69 

phosphorylation by modelling, biophysical approaches and biochemical experiments. 70 

 71 

Results 72 

A high-resolution map of in vivo cell cycle phosphorylation 73 

Dynamic phosphorylation states cannot be determined from cell populations 19, while single-74 

cell proteomics studies 20,21 currently have insufficient sensitivity and reproducibility for low 75 

stoichiometry and dynamic targets. We wanted to identify and quantify cell cycle-regulated 76 

phosphosites in a system devoid of artifacts arising from cell synchronisation 22,23, and with 77 

temporal resolution that alternative approaches, like centrifugal elutriation 24 or FACS 25 cannot 78 

provide. We thus took advantage of the naturally synchronous early cell cycles of Xenopus 79 

laevis embryos 26,27. We performed quantitative phosphoproteomics in vivo using a sensitive 80 

phosphopeptide enrichment strategy 28. We collected single embryos at 15-minute intervals 81 

while recording visual cues of cell divisions, and phosphopeptides from each embryo were 82 

purified and analysed by mass spectrometry (Fig. 1a). These individual embryo 83 

phosphorylation states strongly correlated (Supplementary Fig. 1a). We identified 4583 high-84 

confidence phosphosites mapping to 1843 proteins (Supplementary Fig. 1b; Supplementary 85 

Dataset 1), most being phosphoserines (Supplementary Fig. 1c). Our approach thus allowed us 86 

to generate a dynamic map of protein phosphorylation from an unfertilised egg to a 16-cell 87 

embryo.  88 

We focused on 1032 sites on 646 proteins whose phosphorylation state changed over time 89 

(hereafter denoted “dynamic phosphosites”). Gene ontology (GO) and network analysis of 90 

proteins harbouring these sites revealed high functional association and interconnectivity 91 

between groups of proteins involved in RNA binding and the nuclear pore complex (NPC), 92 

DNA replication and chromatin remodeling, and microtubule regulation (Fig. 1b). Hierarchical 93 

clustering uncovered four groups with distinct dynamic behaviour (Fig. 1c; Supplementary 94 



Dataset 1). The levels of clusters A and B phosphosites were highest in eggs and post-95 

fertilisation, and decreased during the first round of DNA replication. GO analysis for group A 96 

highlighted proteins involved in RNA regulation and nuclear organisation, including the NPC 97 

and nuclear transport, chromosomal structure and segregation (Supplementary Fig. 1d), as also 98 

observed in a recent study on meiosis exit 29. Cluster B phosphosites were enriched in 99 

regulators of RNA biosynthesis and stability, translation, actin, DNA replication and repair 100 

(Supplementary Fig. 1d). Dephosphorylation of these sites, which coincide with the meiosis-101 

zygote transition, may prepare the embryo for upcoming cell divisions 30. Cluster C 102 

phosphosites progressively increased after meiotic exit, while cluster D phosphosites had a 103 

clear oscillating signature with upregulation preceding each cell division. GO analysis of 104 

cluster C showed dominance of interphase cell cycle processes including DNA replication, 105 

RNA-related processes and chromosome organisation (Supplementary Fig. 1d). Several sites 106 

were from monophosphorylated peptides, while the multiphosphorylated forms were found in 107 

clusters A or D (Supplementary Fig. 1e), further indicating that cluster C sites are from 108 

interphase. Cluster D shows coordinated phosphorylation of multiple members of protein 109 

complexes involved in distinct processes such as nuclear transport, RNA processing, chromatin 110 

remodelling and DNA replication, suggesting a common mechanism of regulation 111 

(Supplementary Fig. 1f). Importantly, phosphoproteome changes were not simply a reflection 112 

of changes in abundance of the corresponding proteins (Supplementary Fig. 2), which are 113 

generally negligible during Xenopus early development 31. Together, these results suggest that 114 

multisite phosphorylation, rather than progressive phosphorylation, might constitute the 115 

mitotic trigger. 116 

To investigate this idea further, we assigned in vivo embryo phosphosites to different cell cycle 117 

stages by comparing with phosphorylation patterns of replicating or mitotic egg extracts (Fig. 118 

1d). Replication was initiated by adding purified sperm chromatin to interphase egg extracts 119 

and quantified over time by measuring radioactive nucleotide incorporation (Fig. 1e, top), 120 

while mitosis was triggered by adding recombinant cyclin B and verified microscopically. To 121 

compare meiotic exit with mitosis, we also used egg extracts arrested at meiotic metaphase II 122 

(Cytostatic Factor, CSF-arrested). Overall, we identified 6937 phosphosites, which included 123 

71% of the sites identified in vivo (Fig. 1f, Supplementary Dataset 1). 1728 sites varied between 124 

S and M-phase, including 693 sites upregulated in S-phase and 1035 in mitosis (Fig. 1e, 125 

Supplementary Dataset 1). The S-phase specific phosphosites detected in this dataset greatly 126 

increase the known repertoire of phosphorylation sites upregulated during DNA replication 9. 127 



Although several DNA-replication factors, including MCM4 and RIF1, were already 128 

phosphorylated in S-phase, they displayed marked multi-site phosphorylation in mitosis 129 

(Supplementary Fig. 3a). GO analysis of interphase and mitotic sites revealed processes 130 

enriched in in vivo cluster C and cluster D, respectively (Supplementary Fig. 3b).  131 

We next analysed the cell cycle behaviour of the dynamic phosphosites that we identified in 132 

vivo (Supplementary Fig. 3c). Most embryo cluster A sites were upregulated in both CSF-133 

arrested meiotic extracts and mitotic extracts, highlighting the global similarities of meiotic 134 

and mitotic M-phase, despite the additional activity of the Mos/MEK/MAP kinase pathway in 135 

meiosis. In contrast, 78% of embryo cluster B sites were not mapped in extracts, suggesting 136 

that these are specific to the developmental transition from meiosis to early embryogenesis. In 137 

agreement, cluster B sites that mapped to extracts were generally low in mitosis. Most sites 138 

that mapped from embryo cluster C were present only in S-phase, whereas a subfraction peaked 139 

in mitosis. As such, this analysis revealed that clusters B and C do not strictly identify cell 140 

cycle phases. In contrast, all mapped cluster D sites were absent in S-phase and high in M-141 

phase in vitro, showing that single embryo data can successfully identify mitotic 142 

phosphorylations. Next, we assessed the behaviour of the 102 peptides detected in both singly 143 

and multi-phosphorylated forms in extracts, and found that they segregated into two distinct 144 

clusters corresponding to interphase and M-phase, with a strong enrichment for multisite 145 

phosphorylation in M-phase (odds ratio 4.6, adjusted p-value < 10-6) (supplementary Fig. 3d). 146 

The same analysis of multi-site phosphorylation on the 35 peptides detected in singly or 147 

multiply phosphorylated forms in embryos revealed four clusters, which correspond to clusters 148 

A-D (supplementary Fig. 3e). Despite the small sample, multi-site phosphorylation was highly 149 

enriched in meiotic metaphase cluster A (odds ratio 5.6, adjusted p-value 0.011), while two 150 

peptides were present as singly phosphorylated in interphase cluster C and doubly 151 

phosphorylated in mitotic cluster D. Overall, these data show that diverse biological processes 152 

may share a common regulatory mechanism of multisite phosphorylation during cell cycle 153 

progression.  154 

Predominance of CDK targets 155 

We further investigated our detected phosphosites to identify putative kinases responsible for 156 

their dynamic phosphorylation. Analysis of kinase consensus motifs showed that proline-157 

directed (S/T-P) sites, which conform to the minimal consensus for CDKs, constitute 51% of 158 

all detected phosphosites in vivo and 60% of dynamic sites (Supplementary Fig. 4a). Around 159 

10% of all phosphosites matched the full CDK1-family consensus motif (S/TPxK/R). 160 



Replicating and mitotic extracts displayed a similar trend (Supplementary Fig. 4a). Putative 161 

CDK targets dominated all clusters, with 80% of sites in cluster D in vivo and mitotic clusters 162 

in vitro conforming to the minimal CDK motif (Fig.1g, Supplementary Fig. 4b, c). Consensus 163 

sites of other kinases such as Aurora, Polo-like kinase (PLK), DBF4-dependent kinase (DDK) 164 

and Casein kinase I and II were present to a lesser extent (Supplementary Fig. 4b, d). The 165 

fraction of S/T-P sites that correspond to the full CDK consensus site motif is lower in clusters 166 

A (6%) and B (11%) than in clusters C and D (26 and 21%, respectively). Many of the cluster 167 

B S/T-P sites are likely mediated by MAP kinases, which are proline-directed kinases that are 168 

active in meiotic M-phase but are inactivated during early embryonic cell cycles 32. In 169 

agreement with this idea, the MAP kinase consensus motif (GPLSP)33 is clearly detectable in 170 

cluster B (Supplementary Fig. 4c). In contrast, around half of cluster A sites mapped to extracts 171 

are present in mitosis; this cluster has an unusual S/T-P motif that may correspond to a new 172 

class of CDK sites phosphorylated with distinct kinetics from cluster D sites.  173 

Few direct CDK substrates have been characterised in Xenopus, but we surmised that CDK 174 

sites are likely conserved between vertebrates. Thus, to further analyse the proportion of 175 

dynamic sites dependent on CDKs, we manually curated a set of 654 human CDK1-subfamily 176 

targets (Supplementary Dataset 2; see Supplementary Methods for sources). 304 of these have 177 

Xenopus homologues among the 1843 phosphoproteins we detected, and 149 were present 178 

among the 646 proteins with dynamic phosphosites in Xenopus embryos (Fig. 1h). Thus, the 179 

predominance of CDK motifs among dynamic phosphosites reflects a high proportion of bona 180 

fide CDK substrates. This is a conservative estimate, since we only considered proline-directed 181 

sites as CDK motifs, although we found that 10-20% of human and yeast CDK substrates 182 

(Supplementary Dataset 2; see Supplementary Methods for sources) were non-proline-directed 183 

(Supplementary Fig. 4e), confirming a recent finding 34. These data reinforce the dominant role 184 

of CDKs in cell cycle-regulated phosphorylation.  185 

Mechanisms generating synchronous mitotic phosphorylation in vivo  186 

Since contrasting models of CDK activity predict either switch-like or progressive dynamics 187 

of substrate phosphorylation, we determined the in vivo dynamics of mitotic phosphorylation 188 

of individual phosphosites at extremely high-time resolution. We focused on 64 cluster D sites 189 

from diverse proteins, 60 of which conform to CDK minimal consensus motifs. We analysed 190 

these sites in single embryos every 180-seconds using quantitative targeted phosphoproteomics 191 
35–37 by parallel reaction monitoring 38 (Fig. 2a), and thus obtained a highly resolved 192 

quantitative description of mitotic phosphorylation of different protein complexes in vivo. This 193 



revealed an exceptionally synchronous transition from low to maximal phosphorylation of all 194 

phosphosites preceding each cell division (Fig. 2b, c). The latter is as close to switch-like 195 

behaviour (an all-or-nothing response to a small change in regulator activity) as can be 196 

expected given the spatial metachronicity of mitotic entry in early Xenopus embryos 39,40. 197 

Therefore, any differences in affinities of CDKs for substrates in vitro 14 do not translate into 198 

major timing differences in mitotic phosphorylation in vivo. 199 

Highly synchronous mitotic phosphorylation of diverse proteins did not require oscillation of 200 

CDK1-Y15 inhibitory phosphorylation, which was downregulated over time (Fig. 2d), as 201 

previously reported 41, consistent with lack of oscillating phosphorylation of the CDK1-Y15-202 

regulatory enzymes, CDC25 and WEE1 (Fig. 2e). In contrast, oscillating phosphorylations on 203 

NIPA and the APC/C, which regulate mitotic cyclin accumulation, as well as Greatwall kinase, 204 

which activates the PP2A inhibitors Arpp19/ENSA, were apparent (Fig. 2f). This suggests that, 205 

in early embryos, control of mitotic cyclin levels and PP2A activity, and thus the overall 206 

CDK/phosphatase activity ratio 17, may be the key determinant of substrate phosphorylation 207 

timing and generate synchronous mitotic phosphorylation, whereas regulated CDK1-Y15 208 

phosphorylation is not essential (Fig. 2g). This is consistent with the self-sufficiency of futile 209 

cycles in generating switch-like network output in the absence of allosteric regulation 42, and 210 

suggests that multiple layers of regulation may have evolved to ensure robustness of the 211 

dynamics. 212 

The cell cycle phosphoproteome is intrinsically disordered 213 

We next investigated whether the diverse dynamic phosphoproteins that we identified share 214 

common structural features facilitating CDK-mediated phosphorylation, and if so, whether this 215 

is conserved across species. Phosphosites in general are often located in intrinsically disordered 216 

regions (IDRs) of proteins 43, which is also true for yeast and mouse CDK sites 44,6,7. However, 217 

previous analyses did not take into account the enrichment of serine, threonine and proline in 218 

disordered regions, which is consistently predicted across the entire proteome of Xenopus, 219 

human and yeast (Supplementary Fig. 5a). Therefore, to date, it is not clear whether the 220 

presence of phosphorylatable amino acids, or specifically their phosphorylation, is enriched in 221 

disordered regions. We corrected for this compositional bias (see Methods), and found that 222 

phosphorylatable residues in IDRs were more highly phosphorylated than those in ordered 223 

regions (Fig. 3a-c). This enrichment was increased for proteins with at least one site displaying 224 

dynamic phosphorylation; the same was true for human CDK substrates (Fig. 3b, c). To 225 

estimate the differential phosphorylation of disordered sites globally, we calculated the ratio of 226 



dynamically phosphorylated (Xenopus) or CDK-phosphorylated (yeast, human) to non-227 

phosphorylated serine and threonine in both disordered and structured regions (Supplementary 228 

Fig. 5b; see Methods). This showed that cell cycle and CDK-regulated phosphorylation is 229 

highly skewed towards disordered regions (Fig. 3d, Supplementary Fig. 5c). We then asked 230 

whether this is also true for substrates of other protein kinases, again taking into account 231 

compositional bias. We analysed the mitotic PLK and Aurora kinases (which control various 232 

aspects of mitotic chromosome and spindle dynamics), DYRK kinases, (which promote mitotic 233 

phosphorylation of several intrinsically disordered proteins [IDPs]) 45, NEK kinases (which 234 

have roles in centrosome duplication and various stages of mitosis), and MAP kinases (which 235 

share the proline-directed S/T minimal consensus site with CDKs). For each of these, with the 236 

exception of NEK kinase targets, documented phosphosites were strongly enriched in IDRs 237 

(Supplementary Fig. 5c, d), supporting the idea that phosphorylation of residues in IDRs is a 238 

general cellular control mechanism and is not specific to CDKs. 239 

Given the preponderance of CDK substrates among cell cycle-regulated phosphosites despite 240 

the evidence that many kinases may preferentially phosphorylate IDRs, we wondered whether 241 

CDK substrates might be more disordered than phosphoproteins in general. We therefore 242 

determined the percentage of disordered residues of proteins in our datasets, compared to the 243 

rest of their respective phosphoproteomes (Supplementary Dataset 3). This revealed that, on 244 

average, both Xenopus dynamic phosphoproteins and human and yeast CDK substrates contain 245 

approximately twice the proportion of disordered amino acids as all other phosphoproteins 246 

(Fig. 3e, Supplementary Fig. 5e), putting them among the top quartile of proteins with the most 247 

disorder in the proteome. Furthermore, targets of most cell cycle kinases except NEK are 248 

significantly more disordered than targets of MAP kinase (Fig. 3f), whose phosphosites are 249 

also proline-directed and preferentially located in IDRs (Supplementary Fig. 5d). This suggests 250 

that several cell cycle kinases have evolved to phosphorylate some of the most disordered 251 

proteins in the proteome. 252 

Enrichment of MLO components among CDK substrates 253 

We surmised that the critical importance of intrinsic disorder might underlie a common 254 

mechanism of phosphoregulation of diverse proteins during the cell cycle. We noted that IDPs 255 

are key components of membrane-less organelles (MLO), many of which (e.g. Cajal bodies, 256 

nucleoli, nuclear pore complexes, splicing speckles) show cell cycle-regulated assembly or 257 

disassembly and are thought to arise by phase separation (PS) 46 that can be controlled by 258 

phosphorylation 45,47–49. We thus hypothesised that CDKs might regulate PS during the cell 259 



cycle. We analysed available data on cellular localisation for each of our curated human CDK 260 

substrates, and found that 257 (39.2%) are present in MLOs (Fig. 4a). We then manually 261 

curated an MLO proteome from human proteomics studies and asked whether proteins 262 

undergoing cell cycle-regulated phosphorylation are enriched in these compartments 263 

(Supplementary Dataset 4; See Supplementary Methods for sources). Indeed, homologues of 264 

204 dynamic Xenopus phosphoproteins (31.6%) localise to MLOs, as do 73 of the 149 proteins 265 

(50%) that show dynamic phosphorylation in Xenopus and are CDK substrates in human (Fig. 266 

4a). Of the latter, we studied the location of phosphosites on key IDPs of different MLOs, 267 

including coilin (Cajal bodies), nucleophosmin, nucleolin and Ki-67 (nucleoli), 53BP1 (53BP1 268 

bodies), nucleoporins (NPC) and PML (PML bodies). As we anticipated, the vast majority of 269 

both proline-directed phosphosites and confirmed CDK sites on these proteins were located in 270 

predicted IDRs (Fig. 4b). We next investigated whether dynamically phosphorylated IDPs have 271 

properties characteristic of phase separation. We first applied a machine learning classifier 50 272 

to predict whether cell cycle-regulated phosphoproteins show higher propensity to phase 273 

separate (PSAP score). Indeed, we observed a sharp increase in the PSAP score, from the 274 

proteome to the phosphoproteome, and a further increase for dynamic phosphoproteins, with 275 

the highest score for mitotic cluster D (Supplementary Fig. 6). Similarly, the PSAP score is far 276 

higher amongst targets of most cell cycle kinases (CDK, Aurora, PLK, but not NEK) and 277 

DYRK kinases than the overall phosphoproteome, but less so for MAP kinase substrates.  278 

CDKs regulate IDR phase separation 279 

Both stochastic and specific interactions between IDPs contribute to PS and MLO assembly 280 
46,51,52, and protein phosphorylation can promote or inhibit PS, depending on the protein 281 

sequence context 49,53. Although most MLOs disassemble in mitosis, there is a notable 282 

exception: the perichromosomal layer (PCL), which has been hypothesised to form via PS. We 283 

reasoned that the degree of CDK-mediated multisite IDP phosphorylation might constitute a 284 

switch between PS promotion and inhibition. For example, the maximal CDK activity present 285 

at the onset of mitosis might promote both disassembly of most MLOs and formation of the 286 

PCL. Studying the effects of CDK-mediated phosphorylation in a considerable number of 287 

diverse proteins is not feasible by biochemical approaches and is challenging even for 288 

molecular dynamics simulations. To overcome this obstacle, we employed analytical 289 

modeling. We took advantage of a newly developed mathematical theory called renormalised 290 

Gaussian random phase approximation (rG-RPA) 54, that combines traditional RPA theory with 291 

sequence-dependent single-chain theory using a renormalised Gaussian (rG) chain formulation. 292 



This theory provides a better account of conformational heterogeneity and density fluctuations, 293 

allows predictions of phase separation, and can be employed at a medium-throughput scale. 294 

We supported our findings by another recent theory that computes sequence charge decoration 295 

matrices (SCDM) to study conformational properties of a single IDP chain; this accounts for 296 

the effects of sequence-specific electrostatic interactions on chain conformation, which dictate 297 

the distance between any two amino acid residues 55–57. Since single chain properties can 298 

predict multi-chain physical behaviour, we expect SCDM to provide further insights into the 299 

propensity of phase separation. We chose 12 IDPs representing different biological processes 300 

and MLOs and containing multiple CDK phosphorylation sites (Supplementary Dataset 5). 301 

Phosphorylation of all described CDK-sites lowered critical temperature and phase separation 302 

propensity of 8 IDPs (NCL, NPM1, NUP53, ELYS, 53BP1, MCM4, MDC1, and SF3B1) (Fig. 303 

5a). These trends are consistent with SCDM maps showing decreased self-association 304 

propensity (increased red regions, Fig. 5b). Conversely, for Ki-67, SRRM2, TICRR and coilin, 305 

CDK-mediated phosphorylation increased critical temperature and PS tendency (Fig. 5a), 306 

consistent with SCDM maps (increased blue or reduced red regions, Fig. 5b). Overall, these 307 

data are in agreement with our hypothesis that CDK-mediated phosphorylation is a key 308 

regulator of PS propensity of IDPs. 309 

To analyse this in more detail, we focused on a model CDK substrate, Ki-67, an IDP that 310 

organises heterochromatin structure 58 and perichromosomal layer formation from nucleolar 311 

components in mitosis 59,60. Ki-67 is highly phosphorylated in mitosis by CDKs, which 312 

regulates its perichromosomal localisation 61. It contains a multivalent repeat domain of 122 313 

amino acids, known as the Ki-67 repeat, each harbouring a highly conserved motif, the Ki-67 314 

motif, currently of unknown function (Fig. 6a).  315 

To evaluate the possibility that Ki-67 may show PS behaviour in living cells, we expressed a 316 

GFP-tagged full length Ki-67 protein and compared its localisation pattern in cells with 317 

different expression levels (Fig. 6b). At lower levels, Ki-67 was detectable in the nucleolus, 318 

the site of endogenous Ki-67, but not in the nucleoplasm, while at higher levels, additional foci 319 

appeared outside the nucleolus. This suggests that Ki-67 is partitioned by PS into dense and 320 

dilute phases. At the highest levels, Ki-67 showed a virtually continuous condensed phase, 321 

reminiscent of spinodal decomposition 62 whereby the single phase spontaneously separates 322 

uniformly throughout the space into two phases, without the nucleation and growth which 323 

normally characterises phase separation. In these conditions, chromatin exhibited the same 324 

pattern (Fig. 6b), indicating that Ki-67 overexpression drives heterochromatinisation, 325 



consistent with our earlier findings 58. We next examined whether Ki-67 mobility is consistent 326 

with liquid-like behaviour by Fluorescent Recovery After Photobleaching (FRAP) 327 

experiments. We investigated both the recovery of the bleached area of part of a Ki-67-positive 328 

compartment, and an adjacent unbleached area of the same compartment. Rapid recovery of 329 

the bleached area and preferential mixing of components from the unbleached to the bleached 330 

area would be indicative of a liquid-like phase-separated compartment 63. We performed such 331 

FRAP assays on cells with different levels of Ki-67, in interphase, or in mitosis where Ki-67 332 

localises to the PCL.  At low expression levels, the recovery half-time was of about 14 seconds, 333 

while high expression levels showed a significantly slower recovery. This is consistent with 334 

the emerging idea that phase separation may be coupled with percolation, whereby a percolated 335 

network of molecules spanning the volume of condensates confers viscoelastic properties 64. 336 

Interestingly, the recovery was extremely rapid in mitosis, of 8 seconds (Fig. 6c, d; 337 

Supplementary Movies 1-3). This behaviour indicates liquid-like mixing with an impermeable 338 

barrier of the phase-separated compartment 63, and suggests that the perichromosomal layer 339 

may be a highly liquid-like phase (Fig. 6c, d; Supplementary Movies 1-3). We further analysed 340 

the propensity of Ki-67 to undergo phase separation in cells by using the light-activated Cry2 341 

“optodroplet” system  65 with full length Ki-67 or a series of deletion mutants. Full-length Ki-342 

67 localised to the nucleolus, as expected, but exposure to blue light caused rapid appearance 343 

of small round foci in the nucleoplasm, which was dependent on the level of induced Ki-67 344 

expression, consistent with PS (Fig. 6e). These foci showed colocalisation with nucleolin and 345 

nucleophosmin (Fig. 6f), intrinsically disordered proteins and interactors of Ki-67 involved in 346 

nucleolar organisation, indicating the existence of heterotypic interactions typical of phase-347 

separated MLOs. 348 

We next analysed both by modelling and experiments the consequences of phosphorylation for 349 

PS of Ki-67. As shown above, rG-RPA of full length Ki-67 predicted that its complete 350 

phosphorylation should promote PS (Fig. 5a), in agreement with Coarse-grained (CG) 351 

molecular dynamics (MD) simulation, which showed increased compaction upon 352 

phosphorylation (Fig. 7a; Supplementary Movie 4), and with SCDM analysis, which indicated 353 

increased intra-chain interactions (Fig. 5b). We next tested effects of CDK-mediated 354 

phosphorylation on Ki-67 phase separation propensity using the optodroplet system in cells. 355 

To do this, we promoted the CDK-mediated phosphorylation state by treating cells with 356 

okadaic acid to inhibit PP2A, that reverses CDK-mediated phosphorylation, or inhibited CDKs 357 

with purvalanol A 17. Even in the absence of blue light, treatment with okadaic acid led to 358 



formation of new Ki-67 foci within the nucleoplasm (Fig. 7b, c), which also incorporated 359 

nucleolin and nucleophosmin (Fig. 7d). Therefore, phosphorylation promotes PS of Ki-67 360 

independently of oligomerisation of the Cry2 domain. Conversely, pan-CDK inhibition with 361 

purvalanol A prevented induction of foci upon illumination (Fig. 7b, c). These results are 362 

consistent with phosphorylation of full-length Ki-67 promoting PS, as predicted by SCDM, 363 

rG-RPA and MD. We observed similar behaviour for constructs lacking the C-terminal LR 364 

domain, that binds chromatin, or the N-terminal domain, which is required for the nucleolar 365 

localisation of Ki-67 (Supplementary Fig. 7a, b), indicating that PS of Ki-67 is an autonomous 366 

property of the protein and is not dependent on a specific localisation on chromatin or to the 367 

nucleolus. 368 

A recent in vitro study using purified peptides corresponding to repeat domains showed that 369 

partial phosphorylation by CDKs of one of the Ki-67 repeats, or phospho-mimicking amino 370 

acid substitutions, promotes PS, possibly by generating charge blocks 66. However, rG-RPA 371 

and SCDM analysis predicts that the effects of phosphorylation on PS propensity strongly 372 

depend on the sequence. To test this, we analysed each repeat individually by rG-RPA and 373 

SCDM, and indeed found that effects of phosphorylation were dependent on the particular 374 

repeat studied, as illustrated by the behaviour of repeats 1, 3 and 12. Full phosphorylation was 375 

predicted to enhance PS for repeat 1 but suppress it for repeat 3 (Supplementary Fig. 8a, b). 376 

Furthermore, we observed that phospho-mimicking substitutions, which each add one negative 377 

charge, do not recapitulate effects of phosphorylation, which adds two per site, and can even 378 

have opposite effects, as seen for repeat 12 (Supplementary Fig. 8a, b). These results indicate 379 

that effects of phosphorylation on PS depend on sequence context and phosphorylation 380 

stoichiometry.  381 

We hypothesised that, for many IDPs, full site phosphorylation, which is characteristic of 382 

mitosis 9, might have different effects on PS from the lower levels of phosphorylation typical 383 

of interphase, thereby providing directionality to PS changes during the cell cycle and 384 

potentially creating a switch at mitosis. To test this hypothesis, we designed a synthetic IDP 385 

constituting a single “consensus” synthetic Ki-67 repeat derived from an alignment of all 16 386 

Ki-67 repeats, in effect constituting a novel IDP and model CDK substrate with multiple 387 

potential phosphosites (Supplementary Fig. 9a). We expected that this protein might show a 388 

different behaviour from that of the native full-length Ki-67 due to its single valency and 389 

distinct sequence context. Indeed, MD simulation (Supplementary Movie 5) showed that the 390 

fully phosphorylated single synthetic Ki-67 repeat is less compact (Supplementary Fig. 9b) and 391 



has lower tendency to phase separate (Supplementary Fig. 9c). This behaviour contrasts with 392 

full length native Ki-67, where phosphorylation promotes PS. We purified the synthetic repeat 393 

as a GFP-tagged polypeptide and phosphorylated it in vitro with recombinant CDK complexes. 394 

Nuclear Magnetic Resonance spectroscopy showed a reduced amide proton spectral dispersion 395 

typical for an IDP and confirmed appearance of at least 7 phosphorylated residues when fully 396 

phosphorylated (Fig. 8a), while we mapped 11 phosphorylation sites by phosphoproteomics 397 

(Fig. 8b). We next performed in vitro phase separation assays and compared both partially and 398 

fully phosphorylated forms of the consensus repeat by varying incubation times and the activity 399 

of purified CDK complexes (Fig. 8c). The purified synthetic Ki-67 repeat could form droplets, 400 

and, as predicted, this was abolished upon full phosphorylation by CDK, whereas partial 401 

phosphorylation had no effect (Fig. 8d), suggesting that CDK-mediated phosphorylation acts 402 

as a buffered switch for phase separation. To define the properties of this switch, we analysed 403 

all 2048 combinations of the 11 phosphorylation sites on this synthetic protein by rG-RPA and 404 

SCDM. Strikingly, 1-6 phosphosites enhanced PS propensity while 8-11 phosphosites strongly 405 

reduced it (Fig. 8e, top), which was consistent with SCDM analysis (Fig. 8e, bottom). For low 406 

and high numbers of phosphosites, the overall behaviour was independent of the specific 407 

combination of phosphorylated sites, whereas 7 sites could either enhance or reduce PS 408 

propensity, depending on the exact combination. Taken together, our results lend support to 409 

our hypothesis whereby CDK-mediated phosphorylation can generate a buffered switch for 410 

homotypic interactions that contribute to PS.  411 

 412 

Discussion 413 

In this multidisciplinary study, we show in vivo that CDK-dependent mitotic phosphorylation 414 

occurs synchronously on diverse proteins whose common denominators are a high level of 415 

disorder, localisation to MLOs, and multisite phosphorylation. Our data suggest that the 416 

majority of cell cycle regulated phosphorylation may be controlling phase separation of 417 

components of membraneless organelles. Furthermore, CDK-mediated multisite 418 

phosphorylation may act as a phase separation switch promoting an abrupt transition into 419 

mitosis. 420 

We first exploited the naturally synchronous cell cycles of Xenopus laevis to characterise cell 421 

cycle-regulated phosphorylation in single embryos at ultra-high resolution, allowing us to 422 

distinguish between progressive phosphorylation where different substrates become 423 



phosphorylated sequentially, as suggested by a model in which a complex combination of 424 

features encoded in the amino acid sequence of substrates determines phosphorylation timing 425 
14, from the rapid phosphorylation that might result from the observed switch-like mitotic 426 

activation of CDK1 67. A previous large-scale analysis of cell cycle-regulated phosphorylation 427 

used cell synchronisation procedures (nocodazole, thymidine) to show that potential 428 

phosphorylation sites are fully phosphorylated in mitosis 9, but phosphorylation dynamics 429 

could not be determined. True cell cycle synchronisation of entire cell populations has been 430 

deemed impossible due to differences between cells in the timing of entry into and exit from 431 

the blocks 22. Thus, the rather progressive dynamics of CDK-mediated phosphorylation seen 432 

from synchronisation studies in fission yeast 68 may not reflect the behaviour occurring in 433 

single cells. Indeed, a comparison of cell cycle-regulated phosphorylation sites derived from 434 

synchronised cells 9 or from non-synchronised cells selected by flow cytometry 25 revealed that 435 

the synchronisation procedures used previously may artificially select for maximal 436 

phosphorylation. The same study 25 also showed that all identified phosphosites that peaked in 437 

mitosis displayed similar cell cycle behaviour, but the resolution was not sufficient to 438 

distinguish differences in kinetics between different phosphosites; this might be due to the 439 

elutriation windows used that, by definition, select similar but not identically sized cells from 440 

the population. Thus, our study in single embryos is unique to date, and demonstrates that all 441 

mitotic phosphosites observed undergo phosphorylation simultaneously, irrespective of the 442 

nature of the substrate. This is not incompatible with differences in affinity of CDK1 for 443 

different substrates, since a theoretical consideration of futile cycles demonstrates how graded 444 

inputs can generate all-or-nothing outputs 42. We further show that this switch-like behaviour 445 

does not depend on regulated phosphorylation of CDK1 itself, consistent with the observation 446 

that tyrosine-15 phosphorylation of CDK1 is downregulated during early embryonic cell cycles 447 
32,41; instead, it can likely be accounted for by regulation by Greatwall of the phosphatase that 448 

reverses CDK-mediated phosphorylation, as well as by phosphorylation of NIPA, which 449 

inactivates the SCF ubiquitin ligase that degrades cyclin B in interphase 69.  450 

Second, we reveal an underlying similarity between most cell cycle kinase substrates: they 451 

contain a much higher proportion of disordered residues than other phosphoproteins. While it 452 

has previously been found that intrinsic disorder generally predicts phosphorylation site 453 

localisation for any protein, irrespective of the kinase 43, and it was previously confirmed that 454 

CDK sites conform to this rule by tending to cluster in regions of proteins predicted to be 455 

disordered 6,44, what distinguishes cell cycle-regulated phosphorylation from other 456 



phosphorylation, and what determines which kinases are involved, has remained unknown. We 457 

find that substrates of CDKs, Aurora and Polo-like kinases are far more disordered than the 458 

phosphoproteome average. Even when substrates of two kinase families (CDK and MAP 459 

kinases) with the same minimal consensus site motif are compared, the CDK substrates have 460 

close to twice the disorder of MAP kinase substrates. This further highlights the enrichment 461 

for disordered proteins in cell cycle processes, noted recently 8. Our data also resolve a 462 

circularity problem inherent in earlier work: previous observations of enrichment of CDK sites 463 

in disordered regions of proteins 6,44 might have a trivial explanation, since the amino acids 464 

constituting the consensus site for CDKs (S, T, P, K and R) are already highly enriched in 465 

disordered regions. Our bioinformatic approach corrects for this bias and confirms the validity 466 

of the previous observations. We propose that cell cycle kinases have been selected by 467 

evolution to phosphorylate the most highly disordered proteins of the proteome, and that this 468 

necessarily requires several families of kinases, to phosphorylate sites in disordered regions of 469 

proteins that are either positively charged at physiological pH (CDKs, Aurora) or negatively 470 

charged (PLK), while Aurora and PLK cannot phosphorylate proline-proximal sites. 471 

Our observations that cell cycle kinase substrates are more disordered than other proteins and 472 

that they are frequently key components of MLOs lends the hypothesis that phosphorylation of 473 

these substrates might regulate MLOs themselves, consistent with the cell cycle-dependent 474 

assembly and disassembly of many MLOs. We provide a medium-throughput analysis of 475 

effects of phosphorylation on different CDK substrates that substantiates this hypothesis, which 476 

could only be achieved by applying a theoretical approach. Molecular dynamics simulations of 477 

biomolecules require large computer resources and timescales and are currently essentially 478 

unfeasible for modeling phase separation. In contrast, analytical simulations are powerful tools 479 

that can predict conformational properties of IDPs and average the ensemble of disordered 480 

states that depend on the sequence of IDRs, with high throughput and with minimal computer 481 

load 57. Theoretical models also allow us to systematically vary different inputs, such as post-482 

translational modifications, mutations, salt concentrations and pH to explore their relative 483 

contributions. Our calculations with one IDP and solvent predict binary phase diagrams, and 484 

the results match our experimental data for the protein that we use to test our hypothesis, Ki-485 

67.  486 

A previous study provided evidence for phospho-regulation of MLOs in mitosis but attributed 487 

it to a different kinase, DYRK3 45. However, DYRK3 inhibition led to mitotic formation of 488 

abnormal hybrid condensates that contained material from various MLOs (splicing speckles, 489 



stress granules and pericentriolar material), but did not prevent the normal breakdown of MLOs 490 

such as nucleoli, nuclear pore complexes or Cajal bodies. Our data rather implicate CDK1 as 491 

the likely major MLO regulator in mitosis. This is not unprecedented since CDKs can prevent 492 

phase separation of components of replication complexes 70, promote nuclear pore disassembly 493 
71 and dissolve stress granules in yeast 72. We additionally provide evidence that CDK-mediated 494 

phosphorylation can both promote or inhibit biological phase separation, depending both on 495 

the sequence context and the stoichiometry of phosphorylation. The latter adds an additional 496 

switch-like regulation to the onset of mitosis: passing a threshold number of phosphorylations 497 

can switch from promoting phase separation to inhibiting it. Thus, our data show that CDK-498 

mediated multisite phosphorylation may act as a buffered switch for phase separation, which 499 

is independent of the exact combinations of phosphorylated sites, providing a robust underlying 500 

mechanism that may contribute to the abruptness of the cellular reorganisation at the entry into 501 

mitosis. Interestingly, phosphosites specific to meiotic M-phase samples appeared to be the 502 

most highly phosphorylated, and the most multiphosphorylated peptides were detected in these 503 

samples. We speculate that such a prevalence of “hyper-phosphorylation” might reflect the 504 

long term maintenance of the M-phase state in unfertilised eggs, and suggest that a more 505 

detailed quantitative analysis of the threshold phosphorylation levels required to generate and 506 

maintain meiotic versus mitotic M-phase might reveal interesting differences between these 507 

two states.  508 

Finally, we provide evidence that the perichromosomal layer of mitotic chromosomes may be 509 

liquid, and we suggest a mechanism for mitotic targeting of nucleolar components to the 510 

perichromosomal layer by Ki-67 58,59 via CDK-mediated phosphorylation, which reduces PS 511 

propensity of several major nucleolar IDPs, thus triggering nucleolar disassembly, while 512 

simultaneously promoting PS of Ki-67 to recruit nucleolar components to chromosomes.  513 
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Figures 548 

 549 
Figure 1. The time-resolved phosphoproteome from a single-cell to a 16-cell embryo and 550 

its cell cycle assignment. a. Schematic representation of the workflow. Single Xenopus eggs 551 

and embryos were collected followed by cell lysis, protein digestion, phosphopeptide 552 

enrichment and high-resolution proteomics analysis. b. STRING network of functionally 553 

associated proteins undergoing dynamic phosphorylation (each node represents a protein). 554 

Vicinity clustering reveals three main groups (yellow, blue and orange) with a high degree of 555 

association. Radar plots show the corresponding GO terms (adjusted p value <0.05) for each 556 

group (axes show -Log10(adj p value) for each GO term). c. Hierarchical clustering of 557 

significantly changing phosphosites (ANOVA, Benjamini-Hochberg correction, FDR 0.05), 558 

reveals 4 clusters with distinct regulation (A-D). Dashed boxes in clusters A and D are zoomed-559 



in to highlight dynamic phosphorylation patterns (dashed lines depict the time points of cell 560 

division). Time point 0h00 corresponds to the unfertilised egg. d. Scheme of the experiment in 561 

the Xenopus egg extract. e. Top: quantification of DNA replication in each biological replicate. 562 

Below: Hierarchical clustering of dynamic phosphosites (ANOVA, Benjamini-Hochberg 563 

correction, FDR 0.05) reveals differential regulation of phosphosites during S-phase and 564 

mitosis. f. Overlap between in vivo (embryo) and in vitro (egg extract) phosphoproteomics. g. 565 

Proportion of phosphosites according to their potential upstream kinase for each cluster in the 566 

in vivo (left) and in vitro (right) experiments. h. Circle plots presenting enrichment of 567 

homologues of human CDK substrates among Xenopus phosphoproteins detected in vivo and 568 

those with dynamic phosphosites. 569 

 570 

 571 

Figure 2. Switch-like mitotic phosphorylation in vivo. a. Schematic representation of the 572 

workflow for high-time resolution analysis of mitotic phosphosites. Samples were collected 573 



over two cell divisions and enriched phosphopeptides were subjected to targeted proteomics 574 

analysis. b. Heat map shows a highly synchronous wave of phosphorylation preceding each of 575 

the two cell divisions. Dashed lines depict times when cell divisions were recorded. c. Single 576 

phosphosite plots from selected proteins related to different biological processes. Each dot 577 

represents a biological replicate (n=3). Dashed lines depict times when cell divisions were 578 

recorded. d. Single phosphosite plot of CDK1 inhibitory phosphorylation (Y15). e-g. 579 

Phosphorylation dynamics of the CDK1-oscillator network. Single phosphosite plots of CDK1 580 

regulators measured by shotgun (e) or targeted (f) phosphoproteomics. g. CDK1-oscillator 581 

network: our data suggest that control of cyclin levels via positive (e.g. NIPA ubiquitin ligase) 582 

and negative (e.g. APC) feedback loops, accompanied by PP2A inactivation via GWL, can 583 

generate oscillation of CDK1 activity during early cell divisions. CDK1-Y15 regulation via 584 

feedback loops consisting of CDC25 and WEE1A (greyed out) seems to be less important for 585 

switch-like mitotic phosphorylation after the first cell division. 586 

 587 



Fig. 3. The cell cycle phosphoproteome is characterised by intrinsic disorder. a. Scheme 588 

illustrating hypothetical enrichment of phosphorylation in disordered regions when taking into 589 

account amino acid compositional bias. b. Scatter plot of expected vs observed phosphorylated 590 

Ser/Thr for each protein of human and Xenopus phosphoprotein datasets. FDR thresholds of 591 

5% and 1% are marked in yellow and red respectively. Circles: proteins with at least one 592 

dynamic phosphorylation in Xenopus, or human CDK1 subfamily substrates, respectively. c. 593 

Boxplots showing expected vs observed phosphorylated Ser/Thr among all phosphoproteins 594 

detected (left), phosphoproteins with at least one dynamic phosphosite (middle), and dynamic 595 

phosphoproteins also detected as CDK1 subfamily targets in humans (right). Distributions were 596 

compared with the Wilcoxon signed-rank test. *p<0.05, **p<0.01, ***p<0.001. d. Plots 597 

showing the common Odds Ratio of Ser/Thr phosphorylation in structured and disordered 598 

regions calculated with the Fisher’s test (see Supplementary Fig. 5b, c). For all organisms, the 599 

disordered regions were calculated with three different disorder predictors. The disordered 600 

fraction is presented in a colour scale. e. Violin plots of the distribution of disordered residues 601 

per protein for CDK targets vs the rest of the phosphoproteome for human and yeast, and 602 

dynamic phosphoproteins vs the rest of the phosphoproteome for Xenopus. Intrinsic disorder 603 

was calculated with three different predictors (IUPred, SPOT, and VSL2b). Statistical 604 

significance was evaluated with the Wilcoxon–Mann–Whitney test; ***p<0.001. f. Violin plot 605 

(left) showing the distribution of disordered residues per protein for CDK, MAPK, Aurora, 606 

PLK, NEK and DYRK kinase targets vs the rest of the phosphoproteome for human targets. 607 

Statistical significance was assessed by Kruskal-Wallis ANOVA, and pairwise comparisons 608 

were performed with Dunn’s post-hoc tests. The adjusted p-values (Benjamini-Hochberg) are 609 

shown in a tile plot (right).  610 



 611 

Fig. 4. Cell cycle-regulated phosphorylation of key MLO proteins. a. Human CDK1 612 

subfamily targets, Xenopus dynamic phosphoproteins, and the intersection of both sets, that are 613 

present in our manually curated proteome of membraneless organelles. b. Diagrams of IUPred 614 

scores over the length of human CDK targets identified as primary components of MLOs in 615 

different studies, and their Xenopus homologues in this study. Regions with scores >0.5 616 

(orange) are considered to be disordered, and <0.5 (grey) structured. Blue vertical lines indicate 617 

Ser and Thr residues; yellow circles, known Ser/Thr-Pro phosphosites (human) and non-618 

dynamic phosphosites (Xenopus); green circles, confirmed CDK1 subfamily phosphorylations 619 

(human) and dynamic phosphorylations (Xenopus), from both embryos and egg extracts. 620 



 621 

Fig. 5. CDK-mediated phosphorylation regulates phase separation propensity of major 622 

MLO components. a. Temperature-density phase diagrams for the phosphorylated (P, in 623 

orange) and non-phosphorylated (Non-P, in green) forms of a selection of human CDK targets 624 

and major MLO components. Any point within the coexistence region (bounded by the solid 625 

line) will phase separate into a dilute and dense phase whose density is given by the values on 626 



the phase boundary. Points within the spinodal line (in dash) will spontaneously phase separate 627 

into dilute and dense phases without going through the process of nucleation. Circles denote 628 

critical temperature and density which is also the location where the coexistence and spinodal 629 

curves meet. For temperature above the critical value, there is no phase separation. b. Sequence 630 

Charge Decoration Matrix (SCDM) maps for the proteins in (a) (IDRs analysed are indicated), 631 

depicting the contribution of electrostatic interaction dictating the distance between two amino 632 

acid residues i and j (shown in x and y axes). The values of SCDM for different residue pairs 633 

(i,j) are shown using colour schemes with red and blue denoting positive (repulsive) and 634 

negative (attractive) values, respectively. The lower and upper triangles indicate SCDM map 635 

for the unphosphorylated (non-P) and phosphorylated (P) sequences, respectively. Confirmed 636 

and putative (Ser/Thr-Pro) CDK phosphorylation sites were taken into account for the analysis 637 

and are indicated with red circles. 638 

 639 



 640 

Fig. 6. The model CDK substrate Ki-67 forms biomolecular condensates in cells. 641 

a. Scheme of the human Ki-67 protein (FHA, forkhead-associated domain; PP1, PP1 642 

phosphatase-binding domain; CD, conserved domain; LR, leucine arginine-rich domain). 643 

Highlighted, Ki-67 repeat consensus motif. b. Cells expressing full-length Ki-67 at different 644 

levels show evidence for phase separation; at low levels Ki-67 is predominantly nucleolar but 645 

also forms foci in nucleoplasm that recruit heterochromatin, as indicated by H3K9me3 staining; 646 

at high levels Ki-67 partitions the entire nucleus into two phases, a Ki-67-dense phase that 647 

induces global heterochromatin formation marked by H3K9me3 and MeCP2. DNA was stained 648 

with DAPI. Scale bar, 10 µm. c. FRAP of Ki-67 shows liquid-like behaviour. Left: 649 

representative images of cells expressing different levels of Ki-67 in interphase (top, middle) 650 

and in mitosis where Ki-67 localises to the perichromosomal layer (bottom) showing bleached 651 

regions and contiguous non-bleached regions; just before (left) and after (right) bleaching. 652 



Scale bars, 3µm. Insets: images of Ki-67 fluorescence at different recovery times after 653 

bleaching. Scale bars, 0.5 µm. Right: average fluorescence intensity values over time for 654 

bleached (dark blue) and unbleached (teal blue) regions. Orange, non-linear regression fitting 655 

of the data. d. Left: boxplot of the average recovery half-time for each cell, grouped by category 656 

of Ki-67 expression: mitosis (n=4), interphase medium-low expression (n=19) and interphase 657 

high expression (n=6). Right: boxplot of the average percentage of recovery for each cell, 658 

grouped by category of Ki-67 expression: mitosis (n=4), interphase medium-low expression 659 

(n=19) and interphase high expression (n=6). **= p<0.01 (Wilcoxon test). e. Optogenetic 660 

induction of Ki-67 biomolecular condensates. Representative fluorescent images of HEK-293 661 

cells expressing opto-Ki-67 (FL) construct, induced by the indicated concentrations of 662 

doxycycline (Doxy), before (Light Off) and after (Light On) exposure to blue light. DNA was 663 

stained with Hoechst 33258. f. Left, representative fluorescent images of U2OS cells 664 

expressing opto-Ki-67 construct (full length protein) before (Light Off) and after (Light On) 665 

exposure to blue light. Additional staining for nucleolar proteins nucleolin (NCL, top) and 666 

nucleophosmin (NPM1, bottom) was performed and colocalisation with Ki-67 assessed (right). 667 

DNA was stained with Hoechst 33258; scale bars, 10 µm. 668 



 669 
Fig. 7. Phosphorylation promotes phase separation of Ki-67. a. Coarse-grained single-chain 670 

MD simulations for full chain Ki-67 showing dependency of the radius of gyration (Rg) on the 671 



simulation temperature. The reference temperature is the θ temperature of the non-672 

phosphorylated molecule. Reported error bars are obtained by block analysis over 10 blocks. 673 

b. Representative fluorescent images of HEK-293 cells expressing opto-Ki-67 (FL) construct 674 

before (Light Off) and after (Light On) exposure to blue light. Cells were pretreated for 1h with 675 

either vehicle (DMSO), 0.5 µM okadaic acid (OA), to inhibit protein phosphatase 2A, or 5 µM 676 

purvalanol A (PA), to inhibit CDKs. DNA was stained with Hoechst 33258; scale bars, 10µm. 677 

c. Violin plot presenting quantification of results from (b); the number of foci per nucleus was 678 

counted. Statistical significance was assessed by one-way ANOVA on ranks (Kruskal–Wallis 679 

test) and pairwise post-hoc comparisons using the Mann–Whitney test. P-values were adjusted 680 

by the Benjamini-Hochberg method. d. Phosphorylation-induced Ki-67 foci are biological 681 

condensates. Cells were treated for 1h with either vehicle (DMSO) or 0.5 µM okadaic acid 682 

(OA), to inhibit protein phosphatase 2A. Additional staining for nucleolar proteins nucleolin 683 

(NCL) and nucleophosmin (NPM1) was performed and colocalisation with Ki-67 foci assessed 684 

(right). DNA was stained with Hoechst 33258; scale bars, 10 µm. 685 

 686 
Fig. 8. CDK-mediated phosphorylation can generate a buffered phase separation switch. 687 

a. Overlaid NMR 1H-15N HSQC of unphosphorylated (blue) and CDK-phosphorylated (red) 688 

GFP-tagged Ki-67 consensus repeat. Each cross-peak corresponds to one residue. The seven 689 



new deshielded cross peaks (highlighted by a black flag) appearing above 8.5 ppm in 1H 690 

correspond to phosphorylated serines or threonines (1H downfield chemical shift perturbation 691 

on phosphorylated Ser/Thr residues due to phosphate electronegativity). Non phosphorylated 692 

Ser/Thr residues are surrounded by a black oval. b, c. GFP-Ki-67 consensus repeat was 693 

phosphorylated in vitro using recombinant CDK1-cyclin B-CKS1 or CDK2-cyclin A protein 694 

complexes and the phosphosites were mapped by mass-spectrometry (b) and the stoichiometry 695 

of phosphorylation was analysed by Phos-Tag SDS-PAGE (c) (amidoblack staining was used 696 

as loading control). d. Representative fluorescence images of in vitro phase separation assay 697 

with purified GFP-tagged Ki-67 consensus repeat (CR), non-phosphorylated (non-P) or in vitro 698 

phosphorylated (P) with recombinant CDK1-cyclin B-CKS1 or CDK2-cyclin A, at indicated 699 

time points; scale bars, 10µm. e. Top, temperature-density phase diagrams for the consensus 700 

repeat sequence of Ki-67. Critical temperature and density (blue circles) were computed for all 701 

possible 2048 sequences that arise from different degrees of phosphorylation. For a given 702 

degree of phosphorylation there are multiple possible sequences, of which two were chosen, 703 

corresponding to the highest and lowest values of the critical point. For these, temperature-704 

dependent (in reduced unit) phase diagrams (solid orange) and spinodal lines (dashed orange) 705 

are shown along with the unmodified sequence (in green). Only critical points (blue circles) 706 

are presented for all the other sequences for a given stoichiometry/degree of phosphorylation. 707 

Bottom, SCDM maps of the unmodified sequence (Non-P, lower triangle) and a specific 708 

phosphorylated sequence (P, upper triangle). The phosphorylated sequence for a given 709 

stoichiometry (degree of phosphorylation) was chosen by selecting the sequence with the 710 

corresponding critical temperature and density closest to the average of the highest and lowest 711 

critical points. SCDM and Phase diagrams are consistent and show that phosphorylation can 712 

lower propensity to phase separate when eight or more sites are phosphorylated, contrary to 713 

sequences where six or less sites are phosphorylated. 714 

 715 
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