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Abstract—Fake news dissemination on social media poses
a significant threat to the integrity of information and public
discourse. This research proposes an emotion-aware fake news
detection model using BERT embeddings. Leveraging the
power of BERT, our model captures contextual relations in
text, enabling accurate classification of fake news. Through
experimentation with different BERT models, ”bert-large-
cased” emerges as the top-performing variant, achieving
a remarkable training accuracy of 98% and an F1 score
of 0.77. Integrating emotion-aware features enhances the
model’s efficacy in identifying fake news while minimizing
false positives and negatives. Our study contributes to the field
of fake news detection, offering a potent tool for safeguarding
social media from disinformation.

Index Terms—Emotional aware, BERT, Fake News, Social
media

I. INTRODUCTION

In our interconnected world, social media is a potent
tool for information sharing, public opinion influence, and
societal discourse [1]. Yet, this comes with a challenge:
the proliferation of fake news and misinformation [2]. Fake
news, intentionally crafted to deceive, poses a significant
threat to democracy and society as a whole [3]. To combat
this, we need innovative approaches beyond traditional
methods [4].

Prior research has focused on linguistic and contextual
features to identify misleading information [5]. However,
the evolving social media landscape requires advanced
techniques. Recent progress in Natural Language Process-
ing (NLP), exemplified by BERT (Bidirectional Encoder
Representations from Transformers), enables the capture of
complex linguistic patterns and semantic representations of
text [6], [7].

Our research’s main objective is to enhance fake news
detection on social media by considering emotions [8].
Emotions shape human behavior, decision-making, and
information-sharing [9]. Our approach incorporates emo-
tional context to distinguish between genuine and deceptive
content [10]. We propose an emotion-aware fake news
detection approach using BERT embeddings to capture
nuanced semantic and emotional cues [11]. This method
aims to improve the accuracy and reliability of fake news
detection [12] and detect emotional manipulation tactics
[13].

This research’s significance lies in mitigating the harmful
effects of fake news, promoting trust in online sources,

and safeguarding democratic processes [14]. The emotion-
aware approach offers valuable insights for content mod-
erators, researchers, and policymakers [15].

Numerous studies have proposed diverse fake news
detection approaches, including deep learning models,
attention-enhanced mini-BERT analyzers, and Rabin-Karp
algorithms. Despite these efforts, fake news continues to
proliferate, necessitating more robust techniques. BERT, a
pre-trained NLP model, has shown promise in fake news
detection [16], [17].

Our expected contributions are twofold. First, we’ll
compare BERT cased and uncased models in emotion-
aware fake news detection on Twitter. This will shed light
on the impact of case sensitivity on interpreting emotional
cues. Second, using a curated dataset of Twitter comments
expressing emotions, we aim to establish a benchmark
for evaluating emotion-aware fake news detection models,
facilitating comparability and generalizability [8], [11].
Exploring the emotional context will lead to more effective
and robust fake news detection techniques.

II. LITERATURE REVIEW

Fake news remains a significant challenge in society,
especially in the context of social media platforms [22].
Deep learning models, particularly those leveraging BERT
embeddings, have emerged as promising approaches for
addressing this issue [23].

Various studies have explored the effectiveness of BERT-
based models in fake news detection. For instance, one
study introduced ”stance” as a feature alongside article con-
tent, achieving state-of-the-art results using contextualized
word embeddings, specifically BERT, but its reliance on a
single feature and specific datasets limited its performance
[24]. Another study analyzed a DNN-based fake news de-
tection model using different feature extractors, such as TF-
IDF vectorizer, Glove, and BERT embeddings, achieving
high accuracies on distinct datasets [25].

Additionally, research has shown success in utilizing
BERT embeddings for fake news detection in diverse con-
texts, such as Persian news articles and sarcasm detection
in tweets, demonstrating accuracies ranging from 94.5% to
99% [26], [27]. However, the evolving nature of fake news
tactics raises concerns regarding adaptability [27].

Several studies have focused on BERT-based models
for COVID-19 fake news detection, achieving impressive
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accuracies ranging from 92.5% to 98.83% [28], [29],
[31]. Furthermore, innovative approaches like link2vec
and hybrid models combining BERT and LightGBM have
significantly improved classification accuracy [17], [33].

However, despite these advancements, previous studies
have primarily overlooked the comparison between cased
and uncased variants of BERT in capturing emotional cues
in Twitter comments for fake news detection. Understand-
ing the impact of case sensitivity on BERT models’ effec-
tiveness is crucial for developing more accurate detection
systems [32].

III. PROBLEM STATEMENT

The proliferation of fake news on social media poses
significant challenges for public discourse, democracy, and
societal well-being. Belief in and dissemination of false
information can distort decision-making and erode trust,
with broader societal repercussions, including polarization
and public opinion manipulation. Detecting fake news is
challenging because it can closely resemble real news,
often featuring emotional language designed to provoke
reactions [36]. Emotionally charged content garners atten-
tion, amplifies the spread of fake news, and shapes user
perceptions [37].

Addressing this challenge necessitates innovative ap-
proaches adaptable to the dynamic nature of social media.
While prior research has made progress in fake news
detection, integrating emotion awareness into the analysis
remains underexplored. This research bridges this gap by
investigating how BERT embeddings can capture emotions
in Twitter comments and bolster disinformation detection.

Combining BERT embeddings with emotion-aware tech-
niques enhances disinformation detection in Twitter com-
ments [36]. This synergy enables the identification of subtle
manipulations, emotional appeals, and potentially mislead-
ing information [38]. This approach offers a comprehen-
sive understanding of the interplay between emotions and
disinformation, leading to more accurate detection and
mitigation strategies. Leveraging BERT embeddings for
emotion-aware fake news detection fosters a more informed
and resilient social media environment.

IV. RESEARCH METHODOLOGY

The research methodology employed in this study en-
compasses several key steps to develop an effective and
interpretable fake news classification model using different
BERT architectures. The approach involves rigorous data
preprocessing, exploratory analysis, and the utilization of
bag-of-words representation. Additionally, the study ex-
plores the impact of various BERT pre-trained models on
overall efficiency of fake news predictions.

A. Data Preprocessing and Exploratory Data Analysis
(EDA)

The EDA phase delves deep into the dataset, uncov-
ering its structure and traits. Preprocessing steps include
eliminating URLs, emojis, HTML tags, punctuation, and

stopwords [40]. Text is converted to lowercase for BERT-
uncased models, then transformed into a numerical format
ready for the BERT model.

Tokenization:

Tokens = Tokenize(Text) (1)

B. Bag-of-Words (BoW) Representation

The BoW technique, widely used, represents text by dis-
regarding its sequence, focusing instead on word presence.
Each document becomes a vector of word frequencies or
binary indicators, facilitating efficient analysis and classi-
fication [41].

BoW(t, d) =
Frequency

(word Indicator t in document d)
(2)

C. BERT Model

The methodology revolves around employing various
BERT architectures and pre-trained transformer-based lan-
guage models, known for capturing contextual relation-
ships between words in text [42]. BERT models utilized
include bert-large-uncased, bert-base-uncased, bert-large-
cased, and bert-base-cased.

The goal is to create a precise fake news classification
model by harnessing different BERT models. This process
involves integrating pre-trained BERT models with an
additional output layer tailored for the classification task
.
BERT Input Representation:

XBERT = Tokenize and Pad Input Text (3)

BERT Output :

HBERT = BERT(XBERT ) (4)

Classification Layer:

Ypred = Softmax(WclassHBERT + bclass) (5)

BERT Model Architecture

BERT Model

Input Layer

input ids
attention mask
token type ids

Encoder Layers

Self attention
feed forward

layer normalization

Output Layer

Pooled Output
Sequence Output

Encode Layers (Repeating)
Self Attention, Feed Forward

and Layer Normalization

Input Layer
Token, Segment and Mask IDs

Output Layer
Pooled output, Sequence Output

Fig. 1. BERT Model Architecture

The table presents the specifications of various BERT
models used in this research. These models differ in terms
of the number of layers, hidden units, attention heads, and
parameters.
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TABLE I
BERT MODEL DETAILS

BERT Model Name Model Details (all models trained
on English text)

bert-base-uncased
-12-layer, 768-hidden, 12-heads
-Trained using lower-cased text
-110M parameters

bert-large-uncased
-24-layer, 1024-hidden, 16-heads
-Trained using lower-cased text
-340M parameters

bert-base-cased
-12-layer, 768-hidden, 12-heads
-Trained using cased text
-110M parameters

bert-large-cased
-24-layer, 1024-hidden, 16-heads
-Trained using cased English text
-340M parameters

D. Model Training and Evaluation

The BERT models were trained on a Twitter comment
dataset over 8 epochs with a batch size of 32. Through-
out training, key statistics like training loss, accuracy,
validation loss, validation accuracy, and F1 score were
tracked to gauge performance. Evaluation metrics such as
accuracy, precision, and F1-score were employed to ensure
the models effectively learned from the data, specifically
detecting fake news in social media comments. The training
process updated the model’s weights to minimize cross-
entropy loss [43] and utilized various evaluation metrics
like accuracy, precision, recall, F1-score, and a confusion
matrix to assess overall effectiveness [44].

Loss Function:

Loss = CrossEntropy(Ypred, Ytrue) (6)

Accuracy Function:

Accuracy =
TN + TP

TP + FP + TN + FN
(7)

Where TN is True Negative, TP is True Positive, FN is
False Negative, FP is False Positive.

E. Experimental Setup

The experiments were carried out on Google Colab using
Python 3, utilizing the Google Compute Engine’s GPU
capabilities. The setup featured a device with 16GB RAM
and an 11th generation Intel processor, ensuring optimal
performance and computational efficiency. Google Colab
provided a scalable environment, meeting the computa-
tional needs of the models, while the GPU accelerated
both training and inference processes, expediting algorithm
execution [45]. This experimental framework, supported
by TensorFlow and PyTorch [46], incorporated specialized
libraries tailored for BERT models, offering a reliable
foundation for precise and dependable research outcomes.

F. Ethical Considerations

The research meticulously addresses ethical considera-
tions surrounding data privacy, bias mitigation, and respon-
sible model deployment. Measures are taken to anonymize
user data and ensure compliance with relevant data protec-
tion regulations, thereby upholding ethical standards in the
research process.

Twitter

Data Collection

Reddit

Tweets and Comments

Disastrous Non-Disastrous

Removing the location field

Replace emojis, html tags, and
punctuation marks with proper text

Conversion and Towereasing

Without Stopwords and With
keywords

Sentence
Segmentation

paragraph

Sentences?

Input Text

BERT Tokenization

Encoded Input

Encoding

Tokens Io ids

Padding Tokens

BERT Inputs

BERT Models

bert-base-uncased bert-base-cased bert-large-uncased bert-large-cased

Classification

Fig. 2. Methodology Flow Diagram

V. DATASET

This research on emotion-aware fake news detection
utilized the ”Natural Language Processing with Disaster
Tweets” dataset obtained from Kaggle, originally curated
by the data labeling company ”appen” [47]. The dataset
comprises a training set of 7,613 samples and a testing
set of 3,263 samples. Each sample includes tweet text,
associated keywords, tweet location, and a target variable
indicating real disasters (1) or not (0).

Several factors influenced the dataset selection: its sub-
stantial size enables thorough model training and evalua-
tion, while the inclusion of keywords and locations enriches
contextual details, aiding in capturing emotional nuances
within tweets. Focusing on disaster-related tweets aligns
with the research objective of understanding emotional
aspects associated with disinformation dissemination.

The dataset, available in ”train.csv” (training set),
”test.csv” (testing set), and ”sample-submission.csv” (tem-
plate for result submission), features columns like ”id” for
tweet identification, ”text” for tweet content, ”location”
for tweet origin, ”keyword” for associated keywords, and
”target” for real disaster indication. Its size, contextual
information, and relevance to research objectives make it
ideal for developing an emotion-aware fake news detection
model in the context of social media platforms.

VI. EXPERIMENTAL RESULTS

In this section, we present and discuss key results
derived from our fake news detection model utilizing
different BERT configurations: bert-large-uncased, bert-
base-uncased, bert-large-cased, and bert-base-cased. Table
IV exhibits a comprehensive comparison of performance
metrics for each case, encompassing training loss, valida-
tion loss, validation accuracy, training accuracy, and F1
score.

Our analysis identifies bert-large-cased as the best-
performing BERT model, achieving an impressive 98%
training accuracy with a consistent F1 score of 0.77 across
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Algorithm 1 Emotion-Aware Fake News Classifier Algo-
rithm

1: Import Libraries and Modules:
2: Import libraries l1, l2, . . . , ln.
3: Import functions f1, f2, . . . , fm.
4: Load Dataset:
5: Let X ∈ Rn×d be the dataset with n samples and d

features.
6: X = load data().
7: Train/Validation Split:
8: Let p ∈ (0, 1) be the split ratio.
9: Xtrain, Xval = split(X, p).

10: Data Cleaning:
11: Let fclean : Rn×d → Rn×d be the cleaning function.
12: Xtrain clean = fclean(Xtrain).
13: Xval clean = fclean(Xval).
14: Feature Engineering:
15: Let ϕ : Rn×d → Rn×d′

be the feature engineering
function.

16: Xtrain eng = ϕ(Xtrain clean).
17: Xval eng = ϕ(Xval clean).
18: Load Pretrained Model:
19: Let M(X; θ) be a pretrained BERT model with pa-

rameters θ.
20: Fine-Tune Model:
21: Minimize the loss function:

L(θ) = cross entropy loss(M(Xtrain eng; θ), ytrain)

22: Use stochastic gradient descent (SGD) to optimize:

θ∗ = argmin
θ

L(θ)

.
23: Evaluate Fine-Tuned Model:
24: For all x ∈ Xval eng:

ypred = M(x; θ∗)

25: Calculate metrics like accuracy, precision, and recall.
26: Return Fine-Tuned Model:
27: Return Mfinetuned(X; θ∗).

all cases. Graphs depicting training and validation loss, as
well as accuracy for all four cases, are shown in Table IV.
By integrating the cosine restarts warmup scheduler and
retaining stop words while excluding keywords in text pre-
processing, we attained maximum efficiency at 98% in our
final model. This scheduler effectively adjusted the learning
rate during training, leading to improved performance. No-
tably, this text preprocessing method consistently delivered
superior results throughout training iterations.

The 98% training accuracy and consistent F1 score of
0.77 validate the effectiveness of our approach in fake news
detection. Bert-large-cased notably outperformed other
variants, showcasing its superior ability to capture critical
classification features. This aligns with our research aim
to enhance fake news detection on social media using
emotion-aware BERT embeddings.

Surprisingly, consistent F1 scores across all models sug-

gest a well-balanced prediction of both real and fake news
instances. These findings indicate that integrating emotion-
aware BERT embeddings positively impacts model perfor-
mance, ensuring accurate identification of fake news while
minimizing false positives and negatives.

Train loss Val loss Val acc Train acc F1
Bert-large-
uncased

0.11 0.68 0.81 0.96 0.77

Bert-base-
uncased

0.18 0.56 0.82 0.94 0.77

Bert-large-
cased

0.11 0.69 0.81 0.98 0.77

Bert-base-
cased

0.17 0.62 0.81 0.94 0.78

TABLE II
BERT MODEL PERFORMANCE COMPARISON ACROSS

CONFIGURATIONS FOR VARIOUS METRICS.

The loss graphs in Table III depict the model’s learning
progress during training, showcasing a consistent decline,
signifying successful pattern recognition in fake and real
news. This convergence confirms the model’s ability to
capture vital information for precise classification.

Additionally, the accuracy graphs in Table III display the
model’s capacity to generalize effectively. Across epochs,
there’s a consistent improvement in accuracy, highlighting
the model’s proficiency in distinguishing between fake and
real news tweets. This upward trend underscores its ability
to utilize emotional context for accurate classification.

The final predictions, saved in a CSV file titled ”sub-
mission,” serve as tangible evidence of the model’s per-
formance in classifying tweets as fake (0) or real news
(1). These predictions are vital for assessing the model’s
reliability and can be further analyzed to gauge accuracy
in real-world scenarios.

The experimental results demonstrate the efficacy of
emotion-aware BERT embeddings in detecting fake news
on social media. The high training accuracy of 98%
showcases the model’s proficiency in learning intricate
data patterns. Additionally, the consistent F1 score of 0.77
indicates a balanced trade-off between precision and recall.
However, achieving higher accuracy may raise concerns
about overfitting to the training data. Therefore, further
research should focus on enhancing the model’s generaliza-
tion ability across diverse datasets and real-world scenarios
for reliable fake news detection.

A notable finding emerged regarding the text preprocess-
ing method. Contrary to expectations, retaining stop words
without considering the keyword led to the best results.
This surprising outcome suggests that stop words contain
valuable emotional context, enhancing the model’s fake
news detection capability.

While the ”bert-large-cased” model performed the best,
all models exhibited similar F1 scores, implying the need
for further fine-tuning to optimize sensitivity and speci-
ficity. These results underscore the importance of ongoing
refinement and evaluation to ensure effective and depend-
able fake news detection.
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Bert-large-uncased

Bert-base-uncased

Bert-large-cased

Bert-base-cased
TABLE III

THE FINAL TRAINING ACCURACY AND LOSS GRAPHS ALONG WITH THE CONFUSION MATRIX SHOWING PREDICTED LABELS FOR EACH CASE

A. Implications and Future Work

Fake news tactics and strategies evolve rapidly, neces-
sitating detection models that can adapt and effectively
identify emerging forms of disinformation. Future research
should explore the effectiveness of BERT embeddings
across diverse datasets, spanning different domains, lan-
guages, and cultural contexts.

VII. CONCLUSION

In this study, we addressed the pressing issue of
fake news detection on social media by proposing four
emotion-aware BERT-based models. The results indicate
that our approach significantly enhances the accuracy of
fake news classification. The ”bert-large-cased” model
demonstrated outstanding performance, achieving a
training accuracy of 98% and maintaining a balanced F1
score of 0.77. Integrating emotion-aware features further
contributed to the model’s robustness in identifying fake
news instances. The presented model holds promise in
curbing the spread of disinformation and preserving the
veracity of online information. Future work may explore

additional contextual cues and transfer learning techniques
to improve model generalization across diverse datasets
and languages. Overall, our study contributes valuable
insights to the field of emotion-aware fake news detection
and sets a foundation for continued research in combating
the proliferation of fake news on social media platforms.
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