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Abstract— Tiny machine learning (TinyML) envisions execut-
ing a deep neural network (DNN)-based inference on an edge
device for improving battery life, latency, security, and privacy.
Toward this vision, recent microcontroller units (MCUs) integrate
in-memory computing (IMC) hardware to leverage its high
energy efficiency and throughput in vector–matrix multiplication
(VMM). However, those existing works require large IMC hard-
ware, severely increasing the area overhead. In addition, most
existing works use analog–mixed-signal (AMS) IMC hardware,
exhibiting limited robustness over process, voltage, and temper-
ature (PVT) variations. Finally, none can support a practical
software development framework such as TensorFlow Lite for
Microcontrollers (TFLite-micro). Due to these limitations, those
MCUs did not present the performance for the standard bench-
mark MLPerf-Tiny, which makes it difficult to evaluate them
against the state-of-the-art neural (not necessarily IMC-based)
MCUs. In this article, we design a new IMC-based MCU, titled
iMCU, for TinyML to address those challenges. In the design
process, we: 1) define the optimal set of acceleration targets and
2) devise an area-efficient computation flow that requires the
least amount of IMC hardware yet still provides a significant
acceleration. In addition, we develop: 1) state-of-the-art digital
IMC macros and 2) create the accelerator based on the macros,
which can support the proposed computation flow in a fully
pipelined manner. Combining those innovations, we prototyped
the iMCU in a 28-nm CMOS. The measurement results show
that the iMCU significantly outperforms the prior IMC-based
MCUs in compute density, energy efficiency, and SRAM density
(total SRAM size/total SRAM area). It also achieves a compact
footprint of 2.73 mm2.

Index Terms— Deep learning, hardware/software co-design, in-
memory computing (IMC), microcontroller units (MCUs), neural
network accelerators, tiny machine learning (TinyML).

I. INTRODUCTION

THE advancements in machine learning (ML) have
made us envision ultra-low-power microcontroller units

(MCUs) with limited power and memory budget to perform
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ML tasks at the edge. Tiny ML (TinyML), which aims to
collect data, execute ML models, and analyze the data in real-
time on ultra-low-power devices near sensors, provides critical
benefits, such as security and privacy. TinyML can also reduce
latency and extend the battery life by avoiding the cost of
transmitting data wirelessly [1], [2], [3], [4], [5], [6], [7].

The intensive computation required by ML inference moti-
vates much research in custom hardware design. SRAM-
based in-memory computing (IMC) has been proposed for
improving energy efficiency and throughput in vector–matrix
multiplication (VMM) [8], [9], [10], [11], [12], [13], [14],
[15]. The conventional digital accelerator architecture requires
accessing data in on-chip SRAM, one row at a time, which
limits the throughput and energy efficiency. On the other
hand, by combining the memory cells and computation ele-
ments inside a memory macro, IMC can perform multiple
multiply-and-accumulate (MAC) operations without row-by-
row accesses. The custom hardware design also reduces the
macro’s area and the lengths of critical wires, resulting in
reduced dynamic power consumption.

Most existing IMC-based MCUs use analog–mixed-signal
(AMS) IMC macros, which use capacitors and transistors for
computation and analog-to-digital converters (ADCs). AMS
IMC is capable of achieving high energy efficiency and
area efficiency. However, analog computing hardware may
produce incorrect VMM results across process, voltage, and
temperature (PVT) variations, thereby degrading the accuracy
of inferences [16]. Digital IMC hardware, on the contrary,
uses digital arithmetic circuits, such as compressors, adders,
and accumulators, performing MAC operations robustly across
PVT variations [16], [17], [18], [19], [20], [21], [22]. But
digital IMC hardware tends to consume more silicon area.

On the other hand, in developing an MCU, we must
co-optimize its hardware and software stack to map ML
tasks to resource-constrained devices flexibly. Supporting a
software development flow to port ML models onto an
MCU is important. Such a development flow should include
model development (data engineering, model selection, and
hyperparameter tuning/neural architecture search) and model
deployment (software suite, model compression, and code gen-
eration). TensorFlow Lite for microcontrollers (TFLite-micro)

0018-9200 © 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Columbia University Libraries. Downloaded on July 24,2024 at 12:25:38 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-7345-1916
https://orcid.org/0009-0001-8650-1222
https://orcid.org/0009-0006-5970-8144
https://orcid.org/0000-0002-9722-0979


2 IEEE JOURNAL OF SOLID-STATE CIRCUITS

is one of such flows. It can optimize TensorFlow models and
convert the model file into a reduced-size binary file with less
complexity. Unfortunately, none of the existing IMC-based
MCUs can support such a practical software development
framework [1], posing a significant limitation.

To address these challenges, in this article, we present a new
digital IMC-based MCU, titled iMCU [23], which integrates
a 32-b RISC-V-based MCU with a digital IMC accelerator.
We architect the iMCU to improve energy efficiency, latency,
and silicon area. Specifically, we optimally choose acceleration
targets and devise an area-efficient computation flow that
requires the least amount of additional hardware yet still
provides a significant acceleration. We also design the state-
of-the-art digital IMC circuits (titled D6CIM, [24]) and a fully
pipelined accelerator based on them. In addition, we developed
a custom iMCU library, and the iMCU supports a stan-
dard software development flow for the standard benchmark
MLPerf-Tiny. We also investigated the performance of the
iMCU while sweeping various microarchitecture parameters
such as IMC sizes, scratchpad sizes, bus widths, and clock
speeds.

We prototyped the iMCU in a 28-nm CMOS. The measure-
ment results show that the iMCU significantly outperforms
the best prior IMC-based MCU [22] by 288× in the figure-of-
merit (FoM), which is defined as a product of compute density,
energy efficiency, and SRAM density (SRAM size/SRAM
area). Using only a small amount of IMC hardware, it also
achieves a compact footprint of 2.73 mm2.

The rest of this article is organized as follows. Section II
introduces the existing MCUs for TinyML and IMC-based
MCUs. Section III presents the hardware architecture and
software development framework of the iMCU. We then
describe the proposed computation flow and microarchitecture
optimization in Section IV. Section IV details the IMC accel-
erator architecture and the digital IMC macro. We discuss the
measurement results in Section V and conclude this article in
Section VI.

II. RELATED WORKS

We have been seeing different companies and research
groups propose neural accelerators to improve computing
performance for on-device inference. ARM presents the Ethos-
U55 micro neural processing unit (microNPU), which can
work with the Cortex-M processor to offer better energy
efficiency for MAC operations [25]. Syntiant offered the
neural decision processor (NDP), which contains a deep neural
network (DNN) datapath for always-on applications in battery-
powered devices [26]. Silicon Labs proposed the matrix–vector
processors (MVPs), which work as co-processors to accelerate
the matrixed floating-point (FP) multiplications and additions,
offloading intensive computations from an MCU core.

On the other hand, some of the recent processors have inte-
grated IMC-based accelerators to perform efficient VMM for
ML inference. Jia et al. [27] integrated a mixed-signal SRAM-
based IMC accelerator for VMM and a digital near-memory-
computing accelerator for vector elementwise computation.
Ueyoshi et al. [28] use an analog SRAM-based IMC core for
high energy efficiency for low-precision computation and a

Fig. 1. Proposed iMCU architecture.

digital custom datapath for higher precision computation. Such
an approach can execute some layers with the analog IMC
while other layers with the digital custom datapath, depending
on the precision requirement of each layer. Chang et al. [29]
proposed a Cortex M3 core with embedded RRAM-based IMC
and vector modules. The RRAM module is a high-density
and non-volatile data storage, and the vector module sup-
ports vector addition, multiplication, and activation functions.
Wang et al. [22] presented a hybrid in-/near-memory compute
SRAM using an 8T transposable bitcell.

III. ARCHITECTURE DESIGN

A. Hardware Architecture and Software Framework

Fig. 1 details the overall organization of the iMCU, which
consists of: 1) a 32-b RISC-V CPU core (host processor);
2) a digital IMC accelerator which contains the IMC macro
cluster; 3) instruction memory (IMEM); 4) data memory
(DMEM); 5) a direct memory access (DMA) module; 6)
a universal asynchronous receiver–transmitter (UART); 7) a
general-purpose IO (GPIO); and 8) a 32-b ARM AHB/APB
bus.

Fig. 2 shows the matching software development framework
for the iMCU. It starts with training an 8-b DNN model via
TensorFlow, which produces a TF file. Then, we convert the
TF file into the TFLite file by fusing a batch norm layer into
a convolution layer. This helps avoid adding explicit hardware
support for batch-norm-related computation. The next step is
to convert the TFLite file into the C header file (model.cc).
Then, we compile the header file with the input data file
(input.cc) and the TFLite-micro library file using the RISC-V
g++ compiler, which produces a binary file. We convert the
binary file into instruction and data hexadecimal files and store
them in IMEM and DMEM, respectively.

Using the framework, we develop the software for the
following DNN models: tiny-conv, tiny-embedding-conv (both
from TFLite-micro [1]), and ResNetv1 (from MLPerf-Tiny,
an open-source benchmark suite, provides a set of DNNs in
C++ to evaluate MCUs [2]) (see Fig. 3). ResNetv1 achieves
86.96% on CIFAR-10, and tiny-conv achieves 91.34% on
GSCD (four keywords).
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Fig. 2. Proposed software development framework for the iMCU.

Fig. 3. Target neural network models: ResNetv1, tiny-embedding-conv,
and tiny-conv. Abbreviations: 16C3: 16 features 3times3 convolution, AP8:
8times8 average pooling, FC10: ten fully connected.

Fig. 4. Workload profiling: tiny-conv and ResNetv1.

B. Workload Profiling and Division

We begin our iMCU architecture design by identifying the
parts of a DNN workload worth acceleration. This allows
us to incorporate minimal hardware in the accelerator to
support those parts only. We first profiled the computation
complexity of each layer using SPIKE (a functional simulator
for RISC-V processors [30]). The simulation results show that
the convolution layer is the most dominant, followed by the
addition layer (see Fig. 4). From these data, we can estimate
that if we accelerate convolution layers by 500×, we can
reduce the total cycle count by 119×. If we accelerate addition
layers, as well, we estimate to gain an additional 3.6× speedup
(total 434×) (see Fig. 5). We have found that all other layers
(pooling, fully connected, softmax) are not worth accelerating
since they only marginally reduce the total cycle count.

C. Area-Efficient Computation Flow and Memory Sizing

We develop the computation flow (sequences) that requires
the least amount of IMC hardware yet still delivers a signif-
icant acceleration. Many existing works use arbitrarily large
amounts of IMC hardware to store more than one (potentially
all) layer of weight data of a DNN model before starting com-
putation [22], [27], [29]. Such architecture, however, severely

Fig. 5. Latency improvement estimation shows that convolution and add
layers are worth accelerating.

Fig. 6. (a) Proposed computation flow enables 5× IMC area reduction at a
23% latency penalty. (b) Small scratch pad cannot buffer the largest output
data, worsening latency.

increases area overhead since IMC hardware is generally larger
than regular SRAM.

In this work, we devise an alternative flow in which DMEM
stores all the weights. Since DMEM is implemented in the
dense foundry 6T bitcells, it has a more compact area. The
IMC hardware buffers the weight data of only one layer right
before the accelerator computes the layer. This can largely
reduce the size requirement of the IMC hardware. The cost
is to increase data movement costs between DMEM and IMC
hardware. However, we found that the area savings largely
outweigh the cost: it reduces the IMC hardware’s area by 5×

at a 23% increase in the cycle count [see Fig. 6(a)]. This is
because we perform 100–10 000 VMMs for each layer, thereby
amortizing the data movement cost over those many VMMs.
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Fig. 7. Proposed computation flow and the memory map.

Fig. 8. Based on the proposed computation flow, we set the sizes of the
IMC macro cluster, the in-accelerator scratch pad, and the DMEM to support
the target workloads.

We also envision the scratch pad in the accelerator to fully
buffer the output of one layer to be used as the next layer’s
input. This helps avoid costly DMEM accesses. As shown in
Fig. 6(b), if the scratchpad size is smaller than the largest
output activation data among layers, we must temporarily
buffer the data in the main memory (DMEM), increasing
latency. We found that the largest output data size is 32 kB,
setting the scratchpad size to 48 kB.

Fig. 7 shows the proposed computation flow for an end-
to-end inference. First, the host starts the program. When it
reaches a convolution layer (or an addition layer), it configures
DMA to transfer the weight data of the layer from the
DMEM to the IMC cluster. Only for the input layer does it
transfer the input data from the DMEM to the in-accelerator
scratchpad. Upon data transfer completion, the host configures
layer-related configurations such as input, filter, and output
dimensions, stride and padding sizes, input and output offsets,
and the starting addresses of the input, weight, output data
accesses, etc. In addition, the host configures which digital
IMC macros to use so the accelerator can clock-gate unused
macros. Then, the accelerator starts to compute on the layer,
which involves many iterations of three sub-tasks: input vector
preparation, IMC operation, and output quantization. Finally,
it stores the layer output in the scratchpad and then interrupts
the host. The host resumes executing the program.

Fig. 9. Impact of the bus width on latency and bus power consumption.

Based on the computation flow, we determine the sizes of
the memory blocks and create the memory map (see Fig. 8).
Again, the IMC accelerator must buffer only one layer at a
time. We choose ResNetv1 as our target model since it is
the most complex model among the MLPerf-Tiny benchmark.
Therefore, we can set the IMC cluster size to 32 kB (= 512
× 512 b), roughly matched to the largest layer of the target
model. The largest layer has 64 output channels and thus
requires the column size of the IMC cluster to be equal to or
greater than 512 b (= 64 × 8 b) for optimal mapping. Hence,
we set one dimension of the cluster to 512 b. Similarly, we set
the scratchpad size to 48 kB, slightly larger than the largest
output data size (32 kB). In addition, we found that the largest
model we target has 179 kB of weight data. Thus, we set the
DMEM size to 256 kB. In addition, we set the size of IMEM
to 128 kB to store the largest program among the targets. The
size of each memory is summarized in the memory map (see
Fig. 7).

D. Bus Width

The proposed computation flow moves weight data from
DMEM to the accelerator (specifically the IMC cluster) via an
on-chip bus. A wider bus improves the latency but increases
power consumption. To investigate this tradeoff, we sweep
the bus widths from 32 to 1024 b and simulate the latency
and power consumption. As shown in Fig. 9, regarding the
computation of one convolution and one addition layer, a
1024-b-wide bus reduces the latency over a 32-b bus by 6×.
Still, it increases the power consumption of the bus by 21×.
For the iMCU, we chose a 32-b bus to reduce bus power
consumption and silicon area.

E. Performance Analysis

We analyze the computation speedup that the proposed
accelerator enables, compared with the case that only the host
processor fulfills all computation needs. We use the functional
simulator (SPIKE) for this analysis. Overall, it achieves 434×

speedup for ResNetv1. As shown in Fig. 10, it achieves higher
speedup for the computation of layers 1–5 because those layers
contain small weight data yet large input and output data
(see Fig. 11). Such layers can reuse the same weights across
more inputs, amortizing the performance overhead of moving
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Fig. 10. Speedup and weight reuses across the layers of ResNetv1.

Fig. 11. Weight, input, and output data size across the layers of ResNetv1.
The macro utilization is low for the layers having small weight data and large
input and output data.

weight data from the DMEM to the IMC cluster. On the other
hand, computing layers with large weight data but small input
and output data pronounces the overhead of the data transfer
between the DMEM and the IMC cluster.

On the other hand, Fig. 11 shows the low macro utiliza-
tion for some of the layers. The two root causes of this
low utilization are twofold: 1) most CNN models have an
imbalanced weight data size among layers and 2) the iMCU
uses the IMC cluster that can fit the weight data of the largest
layer. Therefore, when the iMCU computes the smaller layers,
it inevitably exhibits low utilization. We could improve the
macro utilization by reducing the IMC cluster size. However,
it can significantly increase the latency for computing the
layers that cannot fit in the IMC cluster.

IV. IMC ACCELERATOR ARCHITECTURE

A. Pipeline Architecture

We devise the microarchitecture of the IMC accelerator to
support the computation flow in a fully pipelined manner.
Fig. 12 shows the proposed microarchitecture of the accel-
erator. It has three stages, each designed to take the same
64 cycles for the fully pipelined operation.

The first stage (INVEC) prepares input vectors. It uses two
512-B buffers operating in a ping-pong fashion to hide the
latency. Specifically, one buffer grabs 8-B data per cycle from

the scratchpad over 64 cycles. In parallel, the other buffer feeds
an input vector, again 8 B per cycle, to the IMC macro cluster.
The second stage (IMC) performs VMM using the 4 × 4 IMC
macro cluster (512 × 512 b). The cluster can complete one
multiplication between an 8-b 512d (dimension) vector and an
8-b 64×512d matrix in 64 cycles. Because the data width from
the AHB bus is 32 b while the data width into the IMC macro
is 128 b, the weight buffer stores the weight data temporarily
before writing into the IMC macro.

The last stage (QUAN) performs the quantization. The IMC
stage’s result can have up to 25 bits, but we need to quantize
them to 8 b before storing them in the scratchpad. Simply
removing the LSBs is not optimal for inference accuracy.
Instead, we adopted a quantization scheme from TFLite-
micro [1], where the quantized value q is defined as

q = 2n
· M0 · (r + Z) (1)

where n, M0, and Z are the offline-computed hyperparameters
and r is the IMC stage’s result. Since QUAN has 64 cycles to
quantize a 64-D vector, QUAN uses only one two-input 32-
b adder, one two-input 64-b multiplier, and one 32-b shifter.
Note that although not ideal, the iMCU can support a layer
having the input and output size larger than the scratchpad.
Since it requires additional data loading, it incurs a latency
penalty.

B. Digital IMC Macro

Building upon [24], we designed a digital IMC macro for
the accelerator. Fig. 13 shows its circuit schematics. It uses a
time-sharing architecture to improve area efficiency. Specifi-
cally, the macro uses 128 × 128 compact 6T bitcells to store
the NN weights. Every 16 bitcells share two multiplication
units (NOR gates), and every 128 × 8 bitcells time-share a set
of eight 15-4 compressors and an adder tree.

The macro performs an 8-b 128 × 16d (dimension) VMM
in 64 clock cycles. It first activates two consecutive MAC
wordline (MWL) in each sub-module, which transfers two
weight bits to the two NOR gates in that sub-module. At the
same time, the row peripheral feeds the corresponding two
input activation bits via INbs to the NOR gates. Every eight
columns generate 16 8-b partial products. The compressors
and adder tree then add up 16 partial products and produce
partial sums, and the shift-accumulator performs shift-and-
accumulate of the partial sums. We repeat this process eight
times while feeding the rest of the input bits in the bit-serial
fashion and then again eight times for providing the rest of
the inputs corresponding to the weights in each sub-module.
Finally, the macro produces the VMM result, a 23-b 16-D
vector. The output is 23 b since the output bitwidth is equal
to the summation of the number of row address bits (7), weight
precision (8), and activation precision (8).

The macro achieves the state-of-the-art energy efficiency,
compute density, and weight density [24]. The macro achieves
an excellent weight density of 126 kB/mm2. In addition,
the macro achieves a compute density of 1.25 TOPS/mm2

(0.12 TOPS/mm2) at 1 V (0.6 V) and an energy efficiency
of 20.78 TOPS/W (43.24 TOPS/W) at 1 V (0.6 V) with a
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Fig. 12. IMC accelerator microarchitecture.

Fig. 13. Proposed 128 × 128 digital IMC macro.

Fig. 14. (a) Our IMC macro has MWLs orthogonal to BLs. (b) Regular
SRAMs, such as the DMEM and the scratchpad, store and access data in a
row-major fashion.

50% input sparsity. Note that our model does not exhibit 50%
sparsity. We used the 50% sparsity data to evaluate the IMC
macro’s energy efficiency, which has been commonly done
in prior digital IMC works [19], [20]. We implement fully
digital circuits, including compressors and adders, to ensure
high robustness over PVT variations. The macro uses exact
arithmetic (no approximation), thus exhibiting 0% root mean
square percentage error (RMSPE).

Fig. 15. Inference latency across the host and accelerator clock periods.

TABLE I
CONFIGURATION REGISTERS OF THE ACCELERATOR

Fig. 16. Die micrograph.

We investigated the impact of MWL direction on the data
transfer between the IMC macros and the DMEM. As shown
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Fig. 17. Measurement results. End-to-end latency and energy consumption in performing ResNetv1 (a) across VDDs and (b) temperatures. (c) Accelerator
energy efficiency and throughput measurement across VDDs.

Fig. 18. (a) Latency, (b) energy consumption, and (c) area breakdown of the iMCU.

in Fig. 14(a), we chose our macro to have MWLs orthogonal
to BLs, like some of the prior macros [8], [16], [17], [18].
This orientation is also more suitable to the proposed macro’s
data flow. Therefore, our macro has to store the weight data
in a column-major fashion, but it receives an input vector in
a row-major fashion. On the other hand, other SRAMs, such
as the DMEM and the scratchpad, store and access the weight
and input data in a row-major, as shown in Fig. 14(b). As a
result, the IMC macro and the DMEM have a mismatch in the
direction of storing the weight data.

To mitigate this difficulty, we decided to modify the pro-
gram compilation process. Essentially, between compilation
and program loading, we transpose the weight matrix. This
modification enables the DMA to move weight data from the
DMEM to the IMC macros in the same continuous address
order. We have considered other options, such as modifying
the DMA to support the data transfer between two memory
blocks having different addressing orders. However, we did
not choose them since they increase hardware overhead.

C. Accelerator Clock

We use dual clocks for the host and the accelerator. The
IMC accelerator operates under either the host or IMC local
clock. We can also gate its clock for power savings. We can
select the clock by writing into the configuration register,
which controls the multiplexer. Initially, the IMC accelerator’s
clock is gated. For the data transfer between DMEM and the
accelerator, the IMC accelerator uses the host clock. Then,
it switches to the local clock for the computation. We disable
the host clock before clock switching to avoid metastability.
Once the accelerator finishes the computation, it interrupts the
host, which then gates the clock of the accelerator.

We sweep host and accelerator clock frequencies to inves-
tigate their impact on the latency performance. As shown in
Fig. 15, if the host clock is slow, the accelerator clock has
little impact on the overall latency. This is because the DMA
operation dominates the execution time. If the host clock
is fast (its period shorter than 10 ns), the accelerator clock
will notably impact the latency performance. At the 5-ns host
clock period, speeding up the accelerator clock from 160 to
40 ns (2 ns) improves the latency by 1.5× (1.74×). However,
using fast clock indeed increases power consumption. It also
increases the energy consumption when the host, DMA, and
bus are idle (during the convolution/addition operation). Based
on this tradeoff, we set the host clock period to 40 ns (25 MHz)
and the accelerator clock to 5 ns (200 MHz).

In addition, we developed the clock gating for each macro
to save the clock power consumption for unused macros.
As shown in Fig. 11, for ResNetv1, except for the largest layer
(conv8), all the other layers use less than 50% of the macros
in the accelerator. Hence, we gate the clock for each idle
macro by setting the imc_macro_usage register (see Table I).
For ResNetv1, it can improve the energy consumption of the
iMCU by 37%.

D. Configuration Interface

The host configures the accelerator via programming special
registers in the accelerator. Table I summarizes the registers.
The start register allows the host to select the clock sources or
gate clock. We can configure the addresses of the input data
and the output data to be stored through sel_input_addr and
sel_output_addr registers. We can set the output_partial_sum
and bias_partial_sum registers to support a layer whose weight
data does not fit the IMC cluster size. They allow the
accelerator to buffer the results of partial layer computation.
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TABLE II
COMPARISON TO STATE-OF-THE-ART MCUs

Fig. 19. 15-chip measurement at 0.7 V and room temperature. (a) Accelerator throughput, (b) energy efficiency, and (c) leakage power.

The compute_add_layer register configures the accelerator to
compute an add or convolution layer. The host can clock-gate
each IMC macro through the imc_macro_usage register. The
host also sets the ack_layer_done register to acknowledge the
accelerator when the accelerator interrupts the host.

V. MEASUREMENT RESULTS

We prototyped the iMCU in a 28-nm CMOS. It takes
2.73 mm2. Fig. 16 shows the die photograph. The iMCU can
perform an end-to-end inference with various TinyML models.
For ResNetv1, it takes 60.9 ms and consumes 102.18 µJ per
inference at 0.7 V. Fig. 17(a) shows the latency and energy

consumption to perform ResNetv1 across VDDs. As shown
in Fig. 17(b), we measure the end-to-end latency and energy
consumption across different temperatures. When the temper-
ature increases from −15 ◦C to 75 ◦C, the latency decreases
by 19%, and the energy consumption increases by 1.53×.

Fig. 18 shows the latency, energy, and area breakdown. After
the acceleration of convolution and addition, other operations
such as pooling, fully connected, and softmax take a larger
latency portion of 13%. The IMC accelerator consumes 59%
and 57% of the total energy and area, respectively.

Fig. 19 shows the maximum accelerator throughput, energy
efficiency, and leakage power across 15 dies at 0.7-V supply.
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Fig. 20. EDP and SRAM size comparisons to the industrial MCU prototypes.

It gives the standard deviation over a mean (σ /µ) of 0.04 for
throughput, 0.002 for energy efficiency, and 0.11 for leakage.

We also count the 8-b additions and multiplications that
the IMC macros execute (OP_IMC) and divide it with the
total energy consumption of the digital IMC accelerator, which
gives the energy efficiency FoM of 8.86 TOPS/W at 0.6 V.
At the same VDD, the accelerator achieves a throughput of
29.4 GOPS. Fig. 17(c) shows the accelerator-level energy
efficiency and throughput across VDDs.

In addition, we divide the OP_IMC by the total energy
consumption of the iMCU, presenting the MCU-level energy
efficiency of 7.26 TOPS/W and the MCU-level compute den-
sity of 4.11 TOPS/mm2 at 0.6 V. The prior IMC-based MCU
works do not report the MCU-level, end-to-end inference
energy efficiency. Therefore, we compare it to the ASIC [10],
finding that the iMCU still provides 6.4% higher end-to-end
inference efficiency and full programmability.

We compare the iMCU to the recent IMC-based MCUs.
As shown in Table II, compared with the state-of-the-art digital
IMC-based MCU [22], the iMCU achieves 1.7× better accel-
erator energy efficiency and 11× better accelerator compute
density. The iMCU also achieves 5× better SRAM density
since the iMCU uses the least amount of IMC hardware
size and stores the weight data in the dense foundry SRAM.
In the FoM, the product of those three metrics, the iMCU
achieves 288× improvement over the prior state-of-the-art
IMC-based MCU [22]. The analog IMC-based MCU [14]
attains high energy efficiency and compute density, but the
activation and weight precision are limited to 7 and 1.5 b,
respectively. In addition, analog computing circuits are prone
to PVT variations and may produce incorrect outputs.

We also compare the iMCU to the industry prototypes. The
industry prototypes do not provide the aforementioned metrics,
such as energy efficiency, compute density, and SRAM density.
Still, they report the on-chip SRAM size, latency, and energy
consumption of the end-to-end inference using ResNetv1.
Therefore, we make a comparison based on those metrics.
As shown in Fig. 20, when compared with syntiant-9120-1v1-
98mhz, the iMCU achieves a similar energy-delay product
(EDP) while using 2.9× less SRAM. Compared with xG24-
DK2601B, the iMCU achieves an 87× better EDP while using
a similar amount of on-chip SRAM.

VI. CONCLUSION

This article presents the iMCU for TinyML edge devices.
It uses state-of-the-art digital IMC hardware for ensuring
correct inference results across PVT variations. We propose
a computation flow and several microarchitecture-level opti-
mizations to use the least amount of IMC hardware but
achieve significant acceleration. In addition, the iMCU is fully
programmable, supporting an industrial software development
framework. The test chip is prototyped in a 28-nm CMOS.
The measurement shows the accelerator energy efficiency of
8.86 TOPS/W. The accelerator achieves a compute density of
0.301 TOPS/mm2 and an SRAM density of 497.4 kB/mm2.
The iMCU achieves 288× better FoM over the prior art.
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