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Abstract— This study explores the relationship between
students’ written and survey-based reflections in a first-year
engineering class. We collected student reflections using the
CourseMIRROR application from 395 students in an
engineering class at a midwestern university. After each class
during a semester, students were asked to generate a written
reflection (in an open-ended format) and their perceived rating
(in a Likert-style format) on the lecture’s confusing or
interesting aspects. We used Spearman correlation statistics to
evaluate the relationship between the students’ written
reflection meta-data (i.e., specificity score and text length) and
their perceived lecture rating as confusing or interesting. The
results showed that the students tended to rate a lecture as very
confusing when they wrote reflections highly relevant to
prompts and lecture contents (i.e., reflection quality). Also, we
found that the students rating a lecture as very confusing often
write a relatively short reflection on the confusing question.
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I. INTRODUCTION

Reflection is considered an effective instructional strategy
to foster students’ deep learning and enhance their
metacognitive skills. It enables students to self-regulate
learning by connecting previous knowledge with current
learning experiences. It also effectively informs the
instructional pedagogy by providing direct feedback on
students’ learning experiences in the class [1]. Prior studies
have shown that reflection writing helps students better
understand their learning process [2]. However, integrating
reflection activity in large classrooms often proves
challenging as it involves manual collection and analysis of
students’ reflection responses by the instructional team.
Therefore, it becomes critical to implement reflection
activities that don’t overwhelm the students and instructors.

CourseMIRROR is a learning system that facilitates
integrating reflection activities in the classroom [3]. This
system has two components: 1) website for the instructor and
2) mobile application for the students. The mobile application
prompts students to reflect on the lecture’s interesting and
confusing aspects after the end of each lecture throughout the
semester. For each learning aspect, the students were asked
to submit a written reflection and rate their interesting or
confusing perceptions about the lecture. Students are also
provided real-time scaffolding [4] by assessing the reflection
specificity during the reflection writing process and guiding
users towards writing specific rather than generic reflections.
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The reflections are then summarized using Natural
Language Processing (NLP) algorithms to provide feedback
to the instructors. These reflection summaries are made
available to the app and website for the respective user. The
system helps to reduce the workload of both instructors and
students. Students reflect on their learning from their smart
devices in a portable way and get real-time feedback during
their reflection writing. For the instructor, the system
provides a summary of the students’ submitted reflections on
the site. This way, instructors can gain insights and feedback
from reflections to inform their pedagogy in the practical
limitations of time and resources.

This work-in-progress study explores if the reflection
meta-data (e.g., reflection specificity score) can be used to
improve the summarization part of the learning system.
Currently, the summarization algorithm is based on
BERTSummExt [5] model, which extends The BERTSumm
encoder [5] by adding a sentence classification layer on the
top. This encoder modifies the pre-trained BERT model [6]
by adding a transformer layer that encodes the complete
sentences and their positions. To further enhance the
summarization algorithm, the study aims to investigate the
relationship between students’ written and survey-based
reflection in a first-year engineering class. More specifically,
this study answers two research questions: 1) What is the
relationship between students’ reflection quality scores and
survey responses? and 2) What is the relationship between
students’ reflection text lengths and survey responses? The
findings of this study will inform our decision about using the
students’ perceived confusing or interesting aspects as
weightage to their written reflection while creating reflection
summaries.

II.  RELATED WORK

Manual assessment and feedback on reflective writing
are key challenges to effectively integrating reflection
activities in the classroom [7]-[9]. Traditionally, students’
reflection writing was qualitatively analyzed and categorized
into common themes to understand the students’ difficulties
or misunderstandings in the classroom. Also, the majority of
the previous work is focused on understanding the depth of
students’ reflections by analyzing their journals and essays
[7]. Furthermore, this traditional approach to analyze the
reflection data qualitatively requires a lot of resources in
terms of time and human effort, often not available in the
classroom. Hence, researchers are exploring ways to generate
reflection summaries using computational advancement to
facilitate reflection adoption in the classrooms [10].
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In this regard, researchers are working on automating the
process of generating reflection summaries using different
Natural Language Processing (NLP) approaches. These
approaches include the phrase extraction method [11],
MEAD [12], abstractive summarization [13], and LexRnk
[14]. Out of these NLP approaches, the abstractive
summarization in multitask learning frameworks has
produced significant results in producing better reflection
summaries using the small training corpus [13]. Different
attempts are being made to enhance the abstractive
summarization method by integrating it with extractive
summarization [15], sentiment classification [16], and text
entailment generation [17]. Along the same line, this study is
trying to see if the students’ perception of a lecture being
confusing or interesting can be used as weightage to inform
the abstractive summarization while creating reflection
summaries. For instance, if the students perceived difficulty
rate is aligned with the specificity score of the reflection
describing the confusing aspect of the lecture. This
information can be used to refine the summary process to
create a reflection summary. This involves improving the
weightage of reflection that has a strong agreement between
the reflection specificity score and their respective rating
(either confusing or interesting) of the lecture.

III. RESEARCH DESIGN

This study employed a correlational research design to
investigate the relationship of the students’ reflections meta-
data with the students’ perceived rating using a
CourseMIRROR mobile application in large STEM
classrooms.

A. Mobile Educational application

CourseMIRROR (i.e., mobile in-situ reflections and
review with optimized rubrics) is a mobile educational
application(app) designed to collect the students’ reflection
[3]. Students can download the application free from the
Appstore or Playstore on their smartphone or tablet. The app
prompts students to reflect on the confusing or interesting
aspects of their learning experiences for each lecture
throughout the semester. Fig. 1. shows the reflection
questions asked in the reflection activity:

As shown in fig. 1., students were prompted with four
questions in each reflection submission. These questions
include two open-ended questions to reflect on the confusing
reflections (discussing the confusing aspects of the lecture;

a) b) ©)

Describe what was

confusing or needed
mate detail in today's
class? 1 1. Shightly

|| How canfusing? (Please pick one)

Describe what you find
most interesting in
today's class?

2 Somewhat
3. Moderately
4. Mostly

5. Complately

Figure 1. Reflection question in a single reflection submission.

Fig. 1a) and interesting reflections (discussing the interesting

d) variables.

aspects of the lecture; Fig. Ic), and two survey-based
reflections (their perception of lecture being confusing or
interesting; Fig. 1 b & d). Furthermore, the application uses
NLP algorithms to provide reflection summaries based on
common themes [11]. The summaries are made available on
both mobile application and the instructor site. Also, the
application scaffold students using the reflection specificity
score in their reflective writing process using another set.

B. Site and participants

In this study, we recruited 395 students enrolled in the
first-year engineering course at a U.S midwestern university.
The topics covered in the course were introductory computer
programming concepts, the development of mathematical
models, data visualization, and designing solutions for
engineering problems. For the study, students voluntarily
participated and submitted 9114 reflections in 21 lectures
throughout the semester.

C. Reflection specificity model

In this study, we used the NLP algorithm proposed in
[18] for evaluating the specificity score of the written
reflection. Here, reflection specificity score means the
relevancy of the reflection with the reflection prompts and the
lecture content. In this approach, the recent SOTA models
with a features generation module to evaluate the quality of
written reflection text. Furthermore, a classification module
was used to assign it a specificity score. Based on the distilled
version of the original BERT [19], we used Transformer-
based bidirectional deep contextual language models for
automatic feature generations. This DistilBERT model
reduces the number of parameters to around 60% compared
to the original BERT and enables the model to be faster and
more suited to the reflection text quality prediction.
Furthermore, we used logistic regression classifier to operate
on the generated features and produce a quality score of 1, 2,
3, or 4. Furthermore, the logistic regression classification
model is trained by keeping the DistilBERT parameters fixed.

D. Data analysis

To inform the study, we used the spearman correlation
analysis to investigate the relation among the relationship of
the students’ reflection specificity score, reflection text
length (i.e., number of words) and students perceived rating.
Before conducting the analysis, we tested the assumption of
the analysis, including the independence of observations and
the presence of a monotonic relationship between the
We visually inspected to
confirm the relationship between
variables and confirm the independence
of observations by using data collected
from different participants.

How interesti

1. Slightly

2. Somewhat

For analysis, we split the reflection
question into two sets: 1) written
reflections discussing the interesting
aspects and associated students’
interesting rating of each lecture, and 2)

3. Moderately
4. Mostly

5. Completely

written reflections  discussing the
confusing aspects and associated
students’ confusing rating of each

lecture. Our reflection quality model
converts all written reflections into an
equivalent quality score. For the
remaining paper, we will refer to the first
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and second sets of written reflections text as “Reflections 1.0”
and “Reflections 2.0,” respectively.

E. Results

As seen in Table 1, the results indicate that reflection
specificity score and text length have a strong positive
correlation for both sets of reflection 1.0 (r = 0.735) and
reflection 2.0 (r = 0.604). Also, the survey-based reflection
has a weak positive relationship (i.e., r = 0.230) with the
reflection specificity score of the confusing question and a
weak negative correlation with reflection text length.

The result indicated that student who wrote relevant
reflections tended to produce lengthier reflection for both
question types. Additionally, the students rated lecture highly
confusing as they wrote relevant reflection. Overall, this
analysis showed that the there is a potential relationship

TABLE 1 SPEARMAN CORRELATION AMONG STUDENTS’ WRITTEN AND SURVEY-BASED

REFLECTIONS

finding. Future studies can collect and analyze the students’
reflections from different STEM classes. Second, the study
employed correlational design which limits the ability to
establish any causal inference. Third, the study used the self-
reported measure that is subjected to the participant biases.
Hence, future studies can use some objective measure such as
physiological measures (e.g., heat rate).
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