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Abstract—Video-based point cloud compression (V-PCC) is o
state-ni-the-art moving piciore experts proop (MPTG) standard
for peint <loud compression. ¥-I'"CC can be used to compress
Dsth statie and dyvoamice poinl clowds moa Tossless, near Tossless,
or lossy way. Many abjective quoality metrics have been proposed
fovr disboerted poinl cloads Maost of these metries are lull-reference
metrics that reguire hoth the ariginal point cloud and the distorted
one. However, in some real-time applications, the original point
clond iz not available, and no-reference or reduced-reference
gualily melrics are needed. Three main challenges in e design
of a reduced-reference gqualily melric are how to boild 3 sel of
features that characterize the visval quality of the distorted point
clomd, how to select the minst effective featnres fram this set, and
how to map the selected features to a perceptual gquality score. We
sidress the hirsl challenge by proposing @ comprehensive et of
features consisting of compression, scometry, normal, corvamre,
umd luminance feslores, T deal with the secomd challenge, we
use the least absolute shrinkage and selection operator (LASSCH
method, which is a variable selection method for regression
problems. Vinally, we map the selected teatures to the mean
opinivn score in @ nonlinear space. Althvugh we have wsed only
1% features in our corrent implementation, our metric is Hexihle
cnomgh to allow any nomber of features, including futore more
effective anes. Fxperimental results om the Waterlon point clond
dataset version 2 (WPC2.00 and the MPEG point cdloud comipression
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dalasel (M-PCCD) show thal our melhod, namely PCQAMT.,
ontperforms state-of-the-art full-referenee and redwced-reference
guality metrics in lerms af Pearson linear correlation coelficient,
Spearman rank order correlation coefficient., Kendall’s rank-order
correlation coellivient, and rovl mean syuared ermor.

fradex Terms—Point cloud compression, perceptual quality met-

ric Femlore seleclion, TASSO regression, s upport veclor regression.

L IMreooucrion

OTNT clowds enable a realistic representation of three-
P dimensional (31 ohjects 1] [2]1 A pointl clowd consisis
ol a sl of points, cach ol which is charaeterized by its 30 coor-
dimatees, wgrether with atirbuoles such as color, surfaee normal,
amd refeetance. As the data sive of 2 point chud is ypically
huge, point clond compression is critical for efficient storage
and transmission [3]. The moving pictore cxperts gronp (MPEG)
has heen developing ten point eloud eompression (TOC) stan-
dards: peometry-hased point elond compression (G-POC) [4]
and video-hascd point cloud compression (V-PCC) [5]. Tn these
two standards, quantization of the geometry and attribute infor-
mation leads to raconsiruction arrors [&).

In addition w quantization errors, data acquisition and trans-
mission over an unreliable channel mav produce further dis-
tortions in the geometry and color information. The diversity of
factors that cause distortion make point clond quality assessment
a challenging task. Objective quality assessment metrics for a
point cloud can be divided into three categories: full-reference
(IR, reduced- reference (FR), and no-reterence (ME). The main
I'K quality metrics are the point-to-point [ 7], point-to-plane | %],
poeinl-lo-mesh [9], angular sinalarily [10], graph similanty [11],
[12], s corvature [ 3] metries, These melres eompule the dil-
ference belween the referenee aned distored poinl cloods with
respeel [y the greomelry, colon, nermal, corvatore, aml sirectural
imfommmativn. Tlowever, FR peinl elewd qualily metries ane osu-
ally used omly al the eneoder side becaose they need the whole
original point clowd infermation, which is nol available at the
decorder side. Generally, BR point elowd quality meiries cxirael
A small amwunt of infirmeation from the reference and disteried
pevinl eloands, aned then compene amd analvee the csiraeied Nedlore
data oo predictthe point cloud quality | 14, | 13]. MR quality met-
rics do not require any information from the original point cloud
and extract and analyze fearures from te distored point cloud
only. Inspired by ME image quality assessment | 16/, the existing

1520-S2 10 A 205 LERE. Personal use s pertied. bol negublbosbionsnedisnbuiien reyuies IEEE permssion.
Soe https:éwws icororg/poblications/ightsindex himd for morne information.
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MR paoint clond quality metrics also tend to use decp learning,
techniques [17], [187, [19]. Since NR and RR poaint cloud quality
assessment metrics can he applied to the whole communication
system, their application figld is wider than FR metries. On the
other hand, as KK metrics extract more intormation trom the
original point cloud than N metrics, their prediction accuracy
is normally higher.

E.E point cloud quality metrics can be split into two categories
according to the features nsed. Metrics in the first category focus
on distortion canzed by compression and relv on comprassion
parameters |14, Taking into account the s2nsitivity of the hu-
man vizsual system o struciral and chromaric information | 20].
metrics in the second catzgory vse features derived trom the
Iuminance, geometry. and normals of the poines [L5]. Metrics
in berth calepories map the fealomne space Looa gualily seore vis
simple lincar models. Previows studics have shown thal the pro-
pevscdl foatures can refleet the guality of pointelowds g eerain
crlenl Tlewever, inoreal-lime applicalions, where computing re-
sisurees dre searee, i s nol advissble u use o many fealumes.
Dreermining how orselect from a Targe sel ol candidale fealomes
A sl swhsel of fealures thal simullancoosly ensure secomaey
ol the metric and meet the tme eomplexily regoiternenis of the
underlying system is a major challenpe. Morcover, cxplocing
whether there is 8 more effective medzl than a linear mosdc] to
map the salected features 1 a quality score is another key issue.
linally, as more affective features are likely 1o emerge, build-
ing a model that can easily incorporat2 new feamras is alse an
important challenge.

In this article, we propose an KR quality assessment metric
for static point clouds compressed with VW-PCC, We focus on
V-PUC as it gives stat2-of-the-art compression results, Drawing
upon the sensitivicy of the human visual system to structure and
color information, we extract several associated teaturas, These
include geometry, luminance, nermals, and curvature feamres.
Al the same time, Building upon the fact that quantization can
siamilivantly allcel the reconstroction guality of the compressed
poinl eloud, we use the VaPOC geomelry and color gquanliza-
lon paramelers g addilional [calures. Insummeary, guaniliza-
o, reormetry, lominanee, normal, and curvalure fealures Torm
our feature candidate pool (FCT Then, we use The leas) absio-
Tule shrinkage amd scleetion operabor (T.ASSOH [21] csbimeabr
Lo seleet 2 subhsel of featores from the FCT hased on their ime-
portsnee for the pereeplual gouality of the point cloud. Tlere, we
determinge the imperance of 2 Tealore by ils ahsolule cocMcien
in the TLASS O repression. Finally, we Tose the selecied fealomes
with support vector regression (3VR) 22, We nse 3 R because
itcan handle high-dimensional data and is very robust (23], |24,
[23]. Mote that the novelty of owr model lies not only in the ex-
tracted features but also in effectively using these features while
considering the practicality of real-world transmission systems
and the scalability of the method. Cur method is dexible and can
be used with any initial set of feamres. ‘Thus, it more effective
feamres are developed in the future, including them in the fea-
ture candidate pool is expected to improve our results. Since our
method minimizes the number of selected features according
[0 their predictive importance, its time compleXity is markedlv
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lower than that of competing methods that usc a larper numhber

of predictors.

The main contributions of this article are as follows:

17 We propose an RR point cloud quality metric based on
SWR. 5VR can learn complex data patterns for an effec-
tive and peneralizable mapping of the features to a tarpet
score. This approach can address the challenge of model
parameter estimation for 2 model that aims at emulating
the complex human visual system characteristics.

2) 'The propossd R quality merric is built on a comprehen-
sive candidate fearnre pool consisting of compression, ge-
ometry, normal, curvature and lominance teatures. While
19 feamres are used in olr current implementation, our
metric is Aexible enough to accommaodate any number of
fearures, including future more effective ones.

53) The LASSO estimanor is adopted 1o s2lect the most impor-
tant features. Using this small subset of featores reduces
the complexity of the model and improves its accuracy.

4y Faperimental results om bwao benchmeark dalasers show that
Fowr almaost sl the tested pesinl clouds (he preposed method
achicves betler perfirmenee than 14 rraditional and <iate-
ul=the-art FR and RR methids.

The remainder of this article is erpanized as follows. Scetion
T gives an overview of FR, RR, and NB point eloud quality
metrics. Section TTT preaznts our SVR-based point eloud quality
prediction method. Scetion TV validates the propoesed method on
the WPCZ land M-PCCT datascts. Finally, Scetion Veoncludes
the article.

M. RrLsiiy WoRK

LK. point cloud quality evaluation mathods ¢an be divided into
tour categories: point-based, plane-bazed, projection-based and
teatura-based. The most representative point-based point cloud
quality metric is the poinllo-poinl peak sigmal-lo-noise rulio
(PSNIR).The PSNR ean be caleulaled Tor the geomelry inforna-
ton wilheither the Euclidean distance (258 By, 03[90 or Tlaos-
dorl dislanee (75N Hy ) [26] belween cach poinl in the nel-
crenee point cloud amd 1= nearest neighbor in the disterled point
clowd. For the color inforrmation, the PSNIR (PSS Hy ) [27] =
wswally caleulaled oging the mean sguared ermor belween he
Turminanee of the poinls in the referenee poinl eload and the
Turminance of he nearest poims in the distericd point elead.
Another popular metric for the geometry Information is the
plane-based FSMNE 3], which can be computed for the Euclidean
or Hausdortt distance ( F SN Enr rand PSN Rir . respectively),
Alternatively, the projection-based point cloud qualicy metrics
S5IMy, M5-551M,, ITW-551IM,, VIFF, and P5NRp
use the image quality assessment methods SSTM 28], |29,
M5-55IM |30), TW-55IM |31), VIF P [32], and BSNR,
respectively, to predict the gquality of the point clond from the
average quality of six projection images.

Lxeept that, Yoang etal. | 33] projected the 30 point cloud onto
sk perpendicular impge planes of a cube for the color lexion:
imuge and deplh image, and ageregale mage-based global and
local [eatures among all projected planes (or the lnal qualily.
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Feature-hased point cloud quality metrics such as PECIAT [34]
and Mednd 551 M [35], evaluate the point cloud quality by
fitting, o set of features. Diniz, Freitas, and Farias [36] proposed
a framework to desipn visual quality metrics for point clond
contents that are based on the statistics of local binary patiern-
based texture descriptors and the local color patterns descriptor.
Au et al. [37] quantified the distortion using energv ditfer
ences by comparing the elastic potential energy differences
between reference and distorted point clouds. On this basis,
Yang et al. [38] turther proposed potential enarey discrepancy
o quantify point clond distortion. While Lnet al. |39] exploited
adge feature which extracted by the dual-scale 3D-D00G il
ers. Viola, Subramanyam, and Cesar [40] extracted one color
histogram feamrs and usad the histogram distance as a mea-
sure of dislortion of 4 lest podnt elowml with respect b oa wel-
crenes. TTowever, s single color hislogram feaune canmol cas=
ily measure various poinl eloud guality depradations. Tnlike
the sbove metrcs, GraphSTA [11] consiructs a prraph in (he
reference and distoned point cloods W exdeolae a similarily
imdex.

RR guality meiries uswally exiract feaores from the point
clowd, analyere the loss ol Teature information, then pradicl the
quality of the point cloud. Fhon ot al. [417 utilize the content-
orientod similarity and statistical correlation measarements fea-
turas fromm e projected salizncy maps of point cloud to evalu-
ate the percepual guality of point clouds. Vicla and Cesar |13
extract 21 geometry, normal, and luminance features from the
reference and distorted peint clouds and build an ER quality
metric (FCMpr) as a weighted sum of their absolute differ-
ences. However, compression featuras are not considered, there
iz no feature selection, and the model is limited by the linear-
ity constraint. Liu et al. [14] predicted the point cloud quality
by applving linear fitting w0 compression features (PC QAR
Adthough the prediction securacy is high, the methed uses only
compression fedlures and only linearly weighlod [eatures o pre=
diet the poinl cloud gualily.

NI qualily metrics vsually use deep learning wechmgues (o
predict the gualily of the point clowd. Taoe et al. [17] build 20
color amd geomelry projection maps, and cxphyl g molli-seale
leature Musion network o blimdly cvaluale the guality of (he
ol clowd. Taw el al [IR] desipn o fealure cxlraction modd=
ule b extract features fromm mulliple projections of the point
clowd aml use the point clewd distonion type classilcation Lask
o pre-train it. Instepd of transtorming a 20D point cloud into
several Z1Y projection images, Lio et al. |1%] directly use a
stack of sparse convolutional Layers and residual blocks to ex-
wact feamres in 21 space. ‘Then a global pooling module and
a regression module are wsed o map the feamre vectors to o
quality score, "I et al. [42] designed & dual-stream convolu-
tional network trom the perspective of global and local tea-
ture description to extract texture and geometry features of the
projection maps generated from distorted point cloud. How-
ever, the above-mentioned deep learning networks are rela-
lively comples. In addilion o melnes based on deep learning,
Su et ul. [43] pruposed onc of the Drsl allempls developing a
bilstream-based no-nelerence model by using he encoding pa-
ramelers for pereeplusl qualily assessimenl of compressed puinl
clowds.

IEEE TRANSACTIONS O MULTIMEDLA, V0L, 25, 2024

M. PrROPOSER QUATTTY METRIC

Lixtracting fearures from a point cloud and mapping them to
an accurate measure of perceptual quality is a very challenging
problem due to the complex namre of the human visual system.
‘1o simplity thizs problem. we attack it in three steps. In the frst
srep, we build a large pool of potential feamras. In the second
ST, We use an optimization process to select the most important
features trom this pool. Since lingar models | 14], [15], [34], | 35]
haveheen successfulTy osced Lo map fealores s gualily seore, wie
use The TLASSO limcar regressiom method Tor fealure selection.
In the third siep, we ose 2 machine learming algorithm W meap
the selecter] Tealures by a visual gualily seore. Ax @ machine
Tearming alporithm, we adop SVIR, which can handle haoth Tincear
amd nom=linear regression problems.

Fio 1 illustrales our framework. The process is composcdl
of three stagpes: fealure extraction W generale the FCT, fealore
sclection, and VR Tn the fealune exiraclion siage, we calrsel 19
featurcs covering the characteristics of compression, poomctry,
luminance, normal, and curvamure. In the second stage, we use
the LASS0 estimator to select the most important features. In
the third stage, SYE is used to map the selectad features to a
final point cloud quality score,

A. Feature Fxtractina

The BE metric needs to exiract a set of Teatures 1o predict the
level of distortion in the content under assessment. Considering
the factors atfecting the quality of the compressed point cloud,
we extract the following teatures (o form the 1CP

1) Compression Peatures: 5o far, MPLEG has standardized
two point clond compression schemes: V-PCC(focusing on im-
mersive communication} and G-PCC{focusing on antonomaons
driving) [44]. In the V-PCC encoder, the point cloud sequence
s eonverled inlo s setol 2D mages along sis projeciion plancs.
Then stale-ol-the-art video codees are osed o compress the ge-
ometry antd color infommation separately. During the compres-
sion prowcess, the main disuwtion 35 generatsd by guaniization
which 15 comrolled by & peomeliry quantization parameier ()
amd a color OF. Therelore, we use the geometry OF (£304) and
ciolor QP (65 as feares rellectling compression dislortion.

2) Geemelry Features: The peomelry Tealures are hasal on
the coordinate information of the poins [23],

Consider a distorted point cloud P formed of N points p, —
[Ty mss 20 Th O By, i — 1,.. ., N, where o, uy, &, are the ge-
ometry coordinates and Iy, &G, I are the intensity values of
the red, green, and blue components, respectively. We use the
K-nearest neighbor (KMNN) search method |45] o determing the
set & of the I nearest neighbors of the point py. Then, the vari-
ance (Var®), median (A cd®), mean absolutz deviation (im0,
median absolute deviatbon (M ADY), and coetticient of variation
(o) for every poinl p, sre oblaimed as

o S T
Var _ Eu_%
Mt = ,‘pfr_._ﬁ: -'1;_]
T
4 anAlH :h!;,’ﬂ_“l (1)
MADY = Med(|4} — Med|)
| oy wVar
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where 43 is the Cuclidean distance between p, and ils n-th
nedres! neighbor in 2, gy is the mean valoe of the Guclidean
dislances belween p, and ils B nearssl neighbors, and M ed
is the medizn operalor. Tor e poinl clowd P, we build Ove
geomelry lealures Vargee, Medge,. mAD op, MAD ... and
Calpeo delined us the mean values of Var', Med', mAD®,
MADF and CaV' o — 1, N,

A) Nourmal Peatwres: The normeal Teatures are boill o refeet
the uniformity of the shape of the Iocal surface. We first obtain
the narmal of each point p; in P from the coardinate informa-
tion [35]. Then, we compute tha anpgular similarity hetween the
narmal vector of j; and its K nearest neighbors [46]. Next, we
compute the variance, median, mean ahsnlute deviation, median
ahsolute deviation, and coefficient of variation of the anpular
similarity forevery point y, as in (1), Finally, as in 2}, we obtain
five normal features (Vo gae, Moy e, me A D0 MATY
and (7ol . ) by computing the mean values over all points in
the distorted point cloud.

4} Curvature Fearires: The curvatire can be calculated by
the methoads in [L3], [35]. [47]. We use a curvature prediction
algorithm from the point cloud library [47] to calenlate the cor-
vamre of each point p,. To bemer consider the structural relation-
ghip between the current point and its neighbors, we calculate
the srandard deviations

Stdy — std{Chury). {2}

where C'ur; is the set of curvature values of the points in 5.
Then (he maximum (Mar), average of musimwn and mini-
mun values (med), and slandand deviation (T wiStd) of Std,
are caleulated as

Max
mecd

TwiStd — std(Std,),

— maxlStd))

wsare | Sk ) | oraamd S

(3

|
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lior consistency of notaticn, we call these curvamre features
Marqyp, modayy, and TwiSid., ., respectively.

3) Luminance Peatires: When extracting color features, we
work in the luminance channel as it shows a better correlation
with the human perception of colors [$4]. We convett the color
attributes K, G, B at each point p, into ¥, Cp, Ui compo-
nenls wsing the manix delned in [TU-R Reconumendalion
BT.709 [49]. Then, for cach poinl g, (1 — 1, ..., NJ in the dis-
torled point clowd. we compulte the standurd devialion Stdbem
of the lwmipance of ils K nearcst neighbors, Fionally, we take @
luminance  fealures Mary,,, — maz(Std®™), med,,,., —
med( Std ), M eanstdy,,, — meanf Sid™, andl
Tun Sy, — std[ St ), that is, the maximum, the av-
crage of maximun and mindmom valoes, mean, and standacd
dueviaion of St i — 1, ..

Tov cvaluate howe well the Tealures in the FOT are relaled o
the perceptual guality, the MOSs computed from the ratings of
subjects paticipating in an experiment are used s the ground
truth. The correlation between every independent featurs and
MOS is rypically benchmarked with the application of a four-
paraumeter regression moedel | 50]

flx) - 5 el W ()

| ¢~ ts—F3)| 6|

where 1 isthe value of a feature, [{x) is the fited objective score
using the featare value, and the parameters 4;(7 = 1,2, 3, 4) are
chosen to minimize the least-squares etror between the subjec-
tive score and the fitted objective score, L'or an ideal match be-
tween the independent features and the subjective quality scores,
bulh the Pearson linear correlation cocllcient (TLOC) [51] and
the Spearman rank erder cerrelaton cocllcienl (SRCOC) [52]
should be cgual o 1. Fig. 2 shows thal all the ealures sre corme-
laled with MOS to some extenl [Toweser, considering the G
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and hardware cost of the quality metric, it is necessary o select
A4 Few amd ax elfective fealures as possible.

R. Featura Salection

Although the features in ICP have varying degress of impact
on the quality of the point clond, it is not realistic o use them
all, hecanse this would greatly increase the time complexity of
the quality metric and may canse over-fitting. Therefore, it i
necessary b selecl the most elfective fealures [mom FCP

Fealure seleclion in the conlex] of regression consists of nd-
iy e best subsed of features Lo minimize the objec live lunclion.
The problem can be formulated as anly nonmn regularzed mini-
mizalion problem which, in general, is WP-hard [ 53], [54]. Under
cartain mild conditions, the f) norm can provide the tightest con-
vox approximation to the iy norm [55]. When the [ normis nsed,
T.ASRO [21] can produce an optimal convex approximation to
the hest suhset selection regression [21]. T.ARS() estimates a
vector of linear regression coefficients by minimizing the resid-
ual sum of squares penalized by the | norm of the coefficient
vector. That is, T.ASS() salves the optimization problem

o -
— [y — X 3|2 = 1],
xrru:_gjﬂlly B3 — A&,

(3)
where L is a non-negative Ny per-parameter, g is an v x 1 vec-
tor of target MOSs, 3 is a p x 1 vector of coefficients, X is
an i = p matrix of featres for all the used point clouds, i
the number of features, and n is the number of training point
clouds, The LASSO estimator tvpically results in many zero
coefficients and thus has the ability for variable selection. To
delenning 4an appropriale A, we use a Ove-Told cross-validalion
splitling stralegy.

More spevilically, theorelical resulls have been eslablished
Lor LASS0 considering the [ollowing regression maodel,

y— N0, +c, ()

where y and X areas in (5), 4, = B7 is assumed to be the (un-
Enown) true coefficient vectar, and © is an n-dimensional noise
weeclor, When the sel of rue regression coellcienls 1s sparse, one
assurnes thal Jy has a sparsily level ol & — | 3)lo. The noneero
coellcienls of Gy correspond o nfomative fealures, while (he
olhers Lo non-inlormoalive ones.

C. Featire Fusion

SVER iy s powerlul machine leaming method frequently used
in many applicalions [36], [37]. In thas arlicle, we lormuolawe the
puinl clowd gualily predicton problem as the regression lask of
mapping the selocted foalures Lo a gualily scors.

AL el WE @A T

o) MNormal Foanres
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Tulld o= T Em kenSd Te#s e

1d] Lurvamrg Peatuncs (2} LUmmance Features

FLAC (hite hars) and SRCC [preen hars) for each featnre

TARLET
KORMEL FUNCTIONS
Kemel nams (fx;, ¥) Farameters
Limesar gt
Polynomial ve,x’ o+ r}: e
Radial basis function (RAF) e~ L me—= ¥
Tha bold values repsear the best peifoinance b the corespoimling resa’
ey
I et = he the number of featnres selected with LLASSOY. Giiven o
training point clouds p, . - ... p,, and their associated subjective
quality scores g, . . ., 3, We firstextract the teatore vector o0, C

2 of each point clond @, (r — L1, . n). Naxt, we nse «-SVM
rezression [S8] to build a function I that maps any inpur feature
vector @ « B to a quality score y & B Tunction IV is built
such that the deviation from I'(x,) to 2 is at most e for all
t—L1,.. .. n, with

Flic) = oy — o )G, @) + b (7)
=1
where re; smid ) are nommepative mombers, 07 s 2 kermel Tune-

ticn, and & iz a hias. The cocfficients «; and v} are obtained by
minimizing the function

mn 1
1 . -
52 B > B (o ooy o )G, wy)
TilFl
i

E ialev, g

LI |

n

.

| ¢ E (e | axg)
i

subject to Zf_ﬂﬁ' — ) —0

|
0= < 0

<o = (B)

where ' is a parameter. ‘Lo solve this optimization problem, we
use sequentinl minimal optimization (SMO) [59].

Any tunction satisfying Mercer's requirements can be used as
a kernel function [3% ], In this article, we use the three classical
kernel tunctions listed in Table L.

IV. CXPERIMENTAL RESULTS
A, Darasers

W assessad he perfomanees of our gualily metric on e
Walerloo point cleud datasct version 2 (WTC2.0) [14] and on
the: MIPEG point clouwd compression datasetl (M-TCCTH [60].
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The WP 2.0 datasct containg 400 distorted skatic point clouds
ohtainad by using the MPEG V-PCC test mndel +7 [617 to com-
press 16 referance point clonds at 25 distortion levels. These
25 levels were obtained with all combinations of five ganma-
ry quantization parameters and tive color quantization parame-
ters. The MPLG point cloud dataset {M-PCCLY) [60] consists of
eight static point clonds. We built 40 distorizd point clouds by
compressing the point clouds in M-PCCD with the five V-PCC
geometry-color QP pairs ({24, 33), (24, 30), (20, 27), (18, 20),
and (16, 16)).

l'or the WPLC2.0 datasat, 30 subjects consisting of 15 males
and 15 females aged betwaen 20 and 35 ook part in the smdy. Lor
the M-PCCL dataset, the subjective evaluation experiments toak
place at CPTL and TUND. Both the CPTL and UND experiments
imvislved 40 sohjects: 16 females amd 24 mades with an average
e ol 23.4 a1 EPFLL, amd 14 femalex and 26 males with an
averagre e oF 2405 ul TTNEB. More details ean be foumd in [14]
anid [&i1].

B. Methodology Linplementation

Many LASSO models were buill with ilerative illing along
a regularization path, and the best model was selecled by lve-
[old cross-validalion, All e lraiming paramelers [ullowed the
delfanll valoes in Scikil-leam [62]. Fealures whose imporlance
wiere greater than or equal o the threshold 107% wene kepl while
the others were discarded.

The selected features and the cormesponding MOSs were weed
g inpul e the SVIR regression module w train the point clood
guality madel with the TTRSVM packagze [63]. When deploy-
ing SWR ta train the prediction module, the parameters ¢ —
1, + — 001 were used. Tn Tahle 1. the parameters = and o nf
the palynomial kernal were set tn (.01 and 4, respectively, and
the parameter  of the polynomial and RBF kernels was set to
the valoe that provided the highest PT.CC. We chose the T1R-
EVM package [63] for regressinn hecanse nf its conveniance for
parameter selectinn [64].

O Quality Assessment Kesults

1 Fealure Selection: Fip. 3 shows the importanee of the 19
[eatures for MOS on the WPC2Z0 datasel, We can see thal the
fowr lealores, S0, QL M eanSidi. amd Mar,,, woere
e imporiant than the remaining 13 features, amd that their
importance exceeded the threshold 10 . ‘Theretors, we only
retained these four feamres as input featurzs to the VR re-
gression module, It is worth noting that the teature impor-
tance of I F, and QF, is signiticantly better than that of other
feamures., This result can be explained as tollows. POQAML
Is designed for point clowds compressed with V-PCC, V-PUC
converts the nput point cloud sequence into two video se-
quences and encodes each video with H.265. The point cloud
sequence is then reconstrocted from the decoded videns., As
the reconsiruction accuracy of the two videos decreases with
ineTeassing quanlization crmor, he bwo gquanlizdlion pardmelons
O and QU play the most important role in e peint cleod
disloriion.
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Festure | mportance {'agix, 1

P 3. Llopuelamoe of Uee 19 [eslures wille respout o MECS wsiog e LASS0
eatimnatar an the WINCLO dataset. The vertical avis reprasents tha ahsnlite valua
of the [ogarithm of the feature value.

21 Accuracy of the Froposed PUOAML. The common eval-
uation criteria PLOC, SKOCC, Kendall’s rank-order correlation
coefficient (KKCC) [603], mean absolute error ({MALE], and root
mean squared ecror ( KMSE) wers adopted to compare the accu-
racy ol e objeclive evaloation methods. PLCC represents (he
linear correlation belween the predicled objective scores and (he
subjective scornes. SECC van evaluale (he prediclion muonolome -
ily. MAT represents the average value of the dilference belween
the predicled objective scures and e subjective scores. BMSE
18 3 messure of deviation belween the predieted scores and (he
subjective seores. In general, fur an geeurale visoal gualily as-
sessmnentl method the PLOC and SROC should be elose w1,
and the MAE and RMSE showld be elose e 0. To evaluate the
gueuraey and reliabilily of the proposed PCOAML wilh differ-
ent kernel functinng, we calculated the PT.CC, SRCC, KRCC,
MAE, and RMSE hetween the ground truth MOS and predicted
MOSE 1000 times. Each time, 50% of the distorted point clonds
are randomly selected from the dataset, while the remaining
ANE: point clouds in the dataset are treated s the testing set.
Thare is no overlap hetwean the training set and the testing set.
Fig. 4 shows the results for the WPCZ.0 dataset. The results con-
firm the accurpey of the proposed modal with different kermel
tunctions. Although there is not a huge ditference hetween the
performance of tha differant karnels, the poalynomial and RBE
kernels were relatively more effective. This is bacanse thev can
handle non-linear problems, while the linear kernel can handle
only linear ones.

To further compatre the performance of different kernels and
werify the reliability of the proposed PCQAML, we computed
varous slalislics such as the medan, median, maximom, min-
mumn, mode, and vamanee, of L1000 repeated experimental re-
sults. The resalts in Table I show (hat the proposed PCOQANL
wis slable for all kernels as the variance was low, The mesulls also
show thal the polynomial and BRI kemels gave high-gualily re-
sults with the besl perfonnance achisved with the pulynomial
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with a randomly selecied subset of point clouds.

TABLL 11
STATISTICAL KESULTS FOR DNIITEREYT KOREMEL FURCTIONS oM WHRL 24

Kemal  Wean Median Maoomn Miniown Mode Yanawe
Laneur [TE-ERN K [FE5] .46 [R5 i
PLOC | Folyaormial D89 08¢ LI ] LK 1] LS L A
REF 082 085 nel 0,72 085 000
Tine=ar na= nas (3K ] A1 ] &5 [LEEY |
SECC | Pulymwnial 089 @89 9 WA .90 LRI
KR 1182 IR & (LA 1s 11.%0A i {ad
Linzaz 0as 063 [HEE] 0.53 [N
ERCC | Folvoormial 0,70 0.71 0.77 .52 07z 0w
:irig nes 068 ny? .55 (1N ]
Luiss L E L] 1232 B3 s 013G
MAE |Polynormal 778 7635 JLIR-") 70 ]
RBF n3s B35 110 7.57 567 055
Linegar 1207 1181 THLAn [T I L B
RMSE | Palyomaial 989 9.93 1314 .36 47 077
EEF LLyd LL7Is 153 9AZ 1237 042

The bold values tepresent B best performance ie the comeiponding result csbegory.

kernel [olluwed by the REF kemel. Sinee the RBF kernel re-
quires [ewer hyper-parameters than the polyoomigl kermel, we
ddopled il along with the polynomial kernel although ils perfor-
mane: wis lower.
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1 1 1
<8
(=81
§ L7
= 0 h N -
08 !
L
.5 1 [
i i} 40 ) s By L] it} il &M B0 [ R ] 0 i ] il & A} 100
Test numbee Teat auumber Test aumber
(o) BLOC fur imewr kernel by SRCC for hnear kermnel o) R for lineur kermel
1 1 1
0s
ns (1 o
i i} S0 001} RO} [ i1 ] (1] 1li} il &I B 10 il 300 <l & 00 1000
Tear nicmber Teat numhber Test number
(d) PLEC For polynomial kernsl (e} SR for polynomial kernel (1) KRCC for polynomeal kerme]
| ! I ! - l
o
OR .
0 ¥ 1
E 0.5 [P
s .
1=
]
0.& L& B2
Ll ik 4 M sy [l 1 LH] raill} Al &I A LRUE] 0 2 4iml AlHY AIHI L]
Test number Test umber Te:st number
(g} FLCC [ur KBF kernzl Iy SECC [ur BBF kernel i1} KRCC fur BEBF kercel
Fig. 4. PLCC, SRCC. and KRICC of the proposed PCOQAML with different kernel functions for WPC20. The caleolations arc repeated 1000 fimes, cach bme

AL
MELay KESULTS OF TIE FROPDECD POQA ML UsTeG LITTFERGKT K.OEMEL
Fumcc s o M PO

Eernal PO ARCC EROC  MaT BMEERE
Linear N (.30 (X5 NA4R N.55
Pulvnomual [ %] 50 {62 .43 .51
HHEF 083 0.7% (.6dk 04 057
The bodd values represerd the best perfaamares in the eorrcsponding resuls
CaleEry.

We also repeated the experiment 1000 times with different
kernel tunctions to verify the reliability of the proposed quality
model on M-PCCD, The average PLOC, SROC, and KECC are
shown in ‘Table LI We can see that the average PLOCC of the pro-
posed guality model with ditferent kernel functions was larger
than (.82, confirming its etfectiveness on a ditferent dataset.
Muole how the PLOC was similar on the lwo datasels, indwealing
Uhee reliabilily of (e propescd qualily model.

3) Besulty Withow! Feature Selection: To  illusirale e
cllectiveness  of  the [eature scleclion modole, we give
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LTABLE IV
COMPARISON BETWEEN PCOAML WD FS AnD PCOQAML WITII RBF
Krrskrdn W20

Mo Mame  Melric Mean Median Masimnem Minimum Mode Yarians

PLCC 84 N4 nal nea [T 1]
POQABML_WAO_FS SRCC 083 084 IRLY] 0.0 LUE T 1]
REHOCDT OGR4 062 11.50 (UL 11 1]

172

A0 RS ORSE (T (eTih) LTy (LES(I) CIKMIE
SROCORNEIETRY W5 LT3R 0&0E) 0000
ERCUCOASTRINATTRY CTAR] LBy (AR DR
(5] indicates thar POQAML geve the sare redults as pocaml 00 T35, (O) indestes that it
gave beteer rosaks.

POOAMLL

the results with feature selection (PCQAML) and with-
ot POQAMI. WO FS). The RBF kernel was used in this
experimant. For a fair comparison, the same training and test
sets wera used. The results are presented in Tahle TV. They
show that in all cases PCQAML gave the same or better re-
sults than POQAML WA LIS, We explain this as follows. PC-
QAML_W/O_LS performed less effectivel y than PCOQAML due
o its use of a laree number of features, leading to overlitting.
Note that POQAML significantly reduced the time complaxity
as it nses four featuras instead of 19,

Some of the comparison results of these two methods are the
same. In some cases, the resules show that POQAML is slizhdwv
maore accurate than POQAML_W/O_T'S. The main reason is
that PCQAML_W/O_T'S used 19 features, which led o overfit-
tingr: (hal is, the prediction of the mechine leaming mode! onthe
Irainimg sel s much more sceurale than on the st sel Mo im-
portantly, PCOAMT. sipnificantly reduces the time complexily
s 11 uses four Fealures instead of 19

4] Camparison With FR amd RR Methods: Tn this scctinn,
we compare our method with 14 traditional and state-of-the-ant
FR and RR point eloud quality metrics on WPC2.0 (Table V.
In our methed, we wsed the polynomial kernel. Tn GraphSTM,
we usad the same parameters as in [11]. The FR metrics were
chosen to cover diverse desipn strategics, including point-hascd,
planc-hascd, projection-hased and featurc-hased oncs. As RR
point cloud quality metric benchmarks, we used PO QA pg [14]
and PCJ\E!-HR [15].

We chose the eight point clouds (“bag™,
“eouli flower™, “ushroom”, “ping — pong_bat”,
“puer_tea”, “ship”, and “stafue™) for testing and the re-
maining eight for traming, The SKOC, PLOC, KRCC, MALL
and EMSL results are piven in ‘lable V. Since the quality
ratingz predictad by ditferent point clond quality metrics mav
have different ranges, we used o four-parameler mapping fune-
o [0 Lo gy them L cormnmen spraee. Misbe Thal the gquedily
medries can ecither directly evaloale the gualily or indimeetly
predicl the gualily by evalualing the distortion. Therefore, the
crileria (e, PLOC, SRCC, and KRCC) can be posilive or
nirlive.

Ax shown in Tuble ¥, the methids that only eonsider
the geomedry structure or eolor(ia, PSY Ky o SN R g,
SN Hy oo PEN Ry, PENHy . and PENH) did mi per-
form well. The major reason is that point clouds contain both
geometric and color information, and itis insutficient o considar

“eake”,
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anly onc of them. The parfarmance of the projectinn-hased and
featura-hased mathnds that comprehensively consider peome-
try and eolor infermation was significantly better, aspecially
Vi k' E, whose PLOC was O.80 and SHOC was 0,749, Mote that
the PLCC and SRCC of PC M e were only 043 with the op-
timal feature weights provided in [66]. We can explain the poor
pertormance of POMgg by the fact that it uses a very large
number ot Teataras, which limits its generalization ability. In the
proposed PCOAML, we overcome this shortcoming by selecting
eftective features. In addition, PC'M pp does not use compras-
sion feamres, which play an important role in the reconstrne-
tion quality of the point clond. On the other hand. PO A pg
uses the compression feamuras o predict the point cloud qual-
iy, resulting in oa PLOC rise by 0.9 Tocomitras), the proposed
methisel eonsiders mulliple eaiures, soch as compression lea-
Lures, geomelry leatures, nommal fealures, curvalume fealures and
Turminanee Features, amd selects the most elTectve ones. As o
resull, beth the TT.OC and SROC of the proposed TOOAMI.
resched 0,91, ouperferming the existing poinl elowd gualily
miclhisls.

Tiv Turther werify the performance of the proposed PC-
QAMIL, we wexed it on M-POCT). We trained our maodel
on the four points clouds aropheorisfos, plaes, Lol and
Mg 2srrunrie, and tosted it on the four peint clouds e,
lomgdresa, ramanoillamp and soldicr, We used the poly-
nomial kernel in SYE. lable VI shows the PLCC, SHRCC,
ERCC, MAL, and EMSL. In addition e our method, we pro-
vide results tor all other methods using their published mod-
els. We can see thart the proposed metric showed an excellent
performance and was more accurite than the stae-of-the-ar
ON2E,

In general, the performance of PCQ A gy was much higher
on WPC20 than on M-PCCD, while the converse was rue for
PO . This 1= beeawse the wans fommation base of e model
parammelers of JAOCA a0 was oblained by raining on WHC2.0,
ard the pnode] paramme lers of D078 gepe were oblained by caining
on M-PCCD. In bolh cases, (he paramelers woere delermimed
Trom (he enlire sample af e eainng dalasel, which inevitably
introwduces different degrees af overfiting due o the dillfenent
sizes of the datascls. Tn contras |, the paramelers of the proposed
quality melric are delemined oo the supporl veelor onder
relaxed comnditions, which overcommes The overitling prohlem o
Acertain cxlenl. This cxplaing why oor method was more robuost
than these two previous methods, achieving a PLOC of more
than (.91 on both dotasets.

a) Cross-Lxaraser vialigation. "lo further verity the robustness
of our method, we trained our model on the WHPC20) dataset
with ditferent kermnel fonctions and tested it on the M-PCCL
dataset. The results in ‘Table V11 show that the proposed ap-
proach was still able to deliver competitive performance in o
cross daraset seting, ‘The experimental results in this section
show that the proposed PCQAML has o strong generalization
capability.

G) Time Compleity: An elloctive poinl clood quality assess-
ment melre should both provide an scewrale point clowd qualily
prediction and be computalionslly clicicnl, In this subscelion,
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TABLE ¥
UoMPARIPCN WITH IH AND K1 PONT CLOUD QUALITY METRICS O WI'CL.0
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| LN [E [i Hh L 11.5¥fe L 1r.45 LL.4h (hih LR (5}
SRCC] | oed 07 .76 0.5l LG [.did 091 07T 028
PREN Ry 9] |H RO | Bhs D 463 142 .54 131 [N I LW
MAE lnis OB 11 L 1503 13095 18,18 483 546 1o g
FMSE 133y 99 11.52 17.04 17.34 21LIR 598 1114 1055
[FLT LE -1 R 112 LN 15 0us E6s | OJ8
SROC L R A 176 0.5l .8 040 08l 0E7 033
PENRu o |B | WAL | BES DA .42 042 035 021 07 0T .24
MAT Es B 1105 1503 1398 1818 1B EA4R 1A%
RMSE 1223 aqn 152 L7ns 17 34 2120 SO L14 L3
[P LEC 037 0as [18] 054 0,50 035 083 026 033
o N [LEC] s {6 47 LR ' 35 [LE3 %41 0Nz
PENRy o [W) [ R | 08q 068 .42 0.7 .55 0.3 [ R el 15
MAE wEg | N 11y 1570 (R ] 1050 L7 195G 133
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[FLOE [IRF} [k} .o TaT IR hR:E] [JEE]
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SETM, [H] |KRCC | 085 09 0.9z nEy .34 0 .24
MAE 31 203 2.69 3 3 6.2 178
FMSE 427 d15 171 510 L8 i.2 142
[ FLL LERH g i LR K} LLEE ] 05 34
HROC| GG [HL .99 o ne? 095 0450
AS-SR T 30 [, O R B AR S 1] iz nr7 LR 0 TE s ! .38
MATE Ies 302 1RE 567 1 .78 ik k 144
[ 5 M 410 40a T 4.0t 58 : 144
[FLEE [V T 157 056 0y [R.3 0er DIE O
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we compare the time complexity of the proposed POOQAML to
that of statg-of-the-art BE point cloud quality metrics, All com-
peting methods were evaluated in terms of their execution time
toreight representative podnt clouds with different content com-
plexity levels, Lxperimantal results are shown in “lable VILL

‘The source codes were written in MALLAL K2U1Ha and run
of & Windows 7 Pro 64-bit desktop compurer with a ¥ G RAM
and 2.8 GHz CPU processor. The proposed POQAML was not
only much faster than PCM g g, it also has a relatvely low time
complexity.
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COMTARISON WITII FR AND RR POINT CLOUD QUALTTY METRICS O M-POCCD

Type Method Metric head lcngdress romancilamp soldicr Orverall
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