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ABSTRACT

This paper presents the Learning the Universe Implicit Likelihood Inference (LtU-ILI) pipeline, a
codebase for rapid, user-friendly, and cutting-edge machine learning (ML) inference in astrophysics
and cosmology. The pipeline includes software for implementing various neural architectures, training
schemata, priors, and density estimators in a manner easily adaptable to any research workflow.
It includes comprehensive validation metrics to assess posterior estimate coverage, enhancing the
reliability of inferred results. Additionally, the pipeline is easily parallelizable and is designed for
efficient exploration of modeling hyperparameters. To demonstrate its capabilities, we present real
applications across a range of astrophysics and cosmology problems, such as: estimating galaxy cluster
masses from X-ray photometry; inferring cosmology from matter power spectra and halo point clouds;
characterizing progenitors in gravitational wave signals; capturing physical dust parameters from
galaxy colors and luminosities; and establishing properties of semi-analytic models of galaxy formation.
We also include exhaustive benchmarking and comparisons of all implemented methods as well as
discussions about the challenges and pitfalls of ML inference in astronomical sciences. All code and
examples are made publicly available at https://github.com/maho3/ltu-ili.
Subject headings: cosmology, astrophysics, statistical methods, machine learning

1. INTRODUCTION

Statistical inference of unknown quantities is a fun-
damental problem in science. In the astronomical sci-
ences, we largely rely on Bayesian inference to test new
physical models (Feigelson and Babu 2012; Dodelson and
Schmidt 2020; Eadie et al. 2023), wherein we assume
some prior hypothesis of an observed system and cal-
culate constraints on model parameters which would be
consistent with our observations. For nearly a century,
the practice of building linear or perturbative physical
models from first-principles allowed us to make substan-
tial progress towards understanding the universe. Yet,
as highlighted in the 2020 Decadal Survey (National
Academies of Sciences, Engineering, and Medicine 2023),

∗matthew.ho@iap.fr
15 Hubble Fellow

exploring the complex, nonlinear regime of physical phe-
nomena through data-driven inference promises signifi-
cant gains in constraining power. The large data vol-
ume of next-generation surveys, the improvements in
high-resolution simulations, and the rapid rise of ma-
chine learning (ML) techniques have driven an explosion
of inquiry into how one can automatically and rapidly
learn complex physical phenomena (Carleo et al. 2019).
Despite the growing enthusiasm, a major hurdle to the
widespread adoption of data science methods in astron-
omy is in their limited accessibility to the general commu-
nity, which when compounded by the rapid pace of devel-
opments in the field, makes it challenging for individuals
to stay well-informed on best practices (Huppenkothen
et al. 2023). There is currently no widespread consen-
sus within the field regarding the approach to building
a framework for implicit inference problems that is both
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reliable, robust, and accessible.
Implicit Likelihood Inference (ILI, Cranmer et al. 2020;

Marin et al. 2012), also known as simulation-based infer-
ence (SBI) and likelihood-free inference (LFI), is an ap-
proach for learning the statistical relationship between
parameters and data. ILI is a mathematically rigorous
way of framing ML under the umbrella of Bayesian statis-
tics, a language common to astrophysicists and cosmol-
ogists since the turn of the century (Christensen et al.
2001). Given a parameterized model and observed data,
ILI estimates posterior distributions over model param-
eters, while accounting for predictive uncertainties. It
is best explained in contrast to traditional explicit like-
lihood analyses, wherein one might write down an ana-
lytic likelihood to represent the probability of observa-
tions given a model and its parameters, and then use
sampling methods such as Markov Chain Monte Carlo
(MCMC; Brooks et al. 2011) to sample from the poste-
rior. In ILI, one seeks to automatically learn the like-
lihood, i.e. to model the relationship between model
parameters and observations through training on sim-
ulations. As such, ILI can be applied to infer parameters
for any phenomenon that can be simulated, without the
need for assumptions about the analytical form of the
likelihood. Furthermore, ILI can accommodate complex
data cuts (provided that consistent filters are applied to
both the data and the forward model) something that
can be hard to model in likelihood-based approaches.
Given a prescribed training set of model parameters

and observations or a fast physical simulator, ILI can pro-
duce robust, tightly-constraining inference without ana-
lytic likelihoods. In astronomy and cosmology, ILI has
consistently been shown to accelerate and improve upon
traditional analyses such as cosmological galaxy lensing
and clustering (e.g., Jeffrey et al. 2021; Makinen et al.
2021, 2022a; de Santi et al. 2023a; Hahn et al. 2023a),
gravitational waves (e.g., Dax et al. 2021a; Cheung et al.
2022), galaxy cluster mass estimation (e.g., Ho et al.
2022; de Andres et al. 2022), galaxy morphology (e.g.,
Walmsley et al. 2020; Ghosh et al. 2022), stellar streams
(e.g., Hermans et al. 2021; Alvey et al. 2023), and exo-
planets (e.g., Rogers et al. 2023; Aubin et al. 2023).
Despite its popularity, robust applications of ILI have

their challenges. First, fully Bayesian models include
capturing epistemic (modeling) uncertainty, which re-
quires marginalizing over model parameter uncertainty
(i.e., network weights and biases) and is intractable for
large architectures. However, approximations to this
method using dropout marginalization (Gal and Ghahra-
mani 2016), model ensembling (Lakshminarayanan et al.
2017) or stochastic weight averaging (Maddox et al. 2019;
Lemos et al. 2023) prove to be empirically sufficient sur-
rogates. Second, choices of modeling hyperparameters
(e.g., preprocessing, architecture, learning procedures,
etc.) can greatly affect the quality of a trained ILI model.
This is generally addressed through model ensembling
or hyperparameter searches (e.g., Jin et al. 2019; White
et al. 2021). Lastly, a pervasive problem in ILI is model
misspecification, wherein the simulator or training cata-
log used to learn likelihoods is not representative of re-
ality. Methods such as SBI++ (Wang et al. 2023) deal
with missing data and outliers and present applications
to galactic photometric redshift inference (Modi et al.
2023). For a thorough discussion of caveats, see Section

6. We argue that addressing these common problems is
paramount to responsible application of ILI, and test-
ing them exhaustively necessitates a unified, accessible
framework.
We introduce the first version of the Learning the Uni-

verse Implicit Likelihood Inference code (LtU-ILI), a
pipeline for training ML models for regressive parame-
ter estimation. Given a labeled training set of observed
data and parameters, LtU-ILI trains neural networks
to emulate posterior probability distributions. The code
also provides scientists with a diverse toolkit for testing
and validation. It was built under the following design
principles:

• The code includes state-of-the-art neural architec-
tures, validation tools, and samplers for enabling
ILI.

• The pipeline is modular, easily customizable, and
parallelizable for rapid testing of design choices and
hyperparameters.

• The interface is accessible to non-specialists while
being practical for high-level production.

• The methodologies automatically implement stan-
dard best practices for machine learning (See Hup-
penkothen et al. 2023, for a review).

These attributes are paramount to make ILI a relevant
tool for a wide range of inference problems, whether in
the context of exploratory analysis or exhaustive empir-
ical testing.
The novel contributions of this work are as follows:

• We unify several leading implicit inference codes–
sbi (Tejero-Cantero et al. 2020), pydelfi (Alsing
et al. 2019), and lampe (Rozet et al. 2021)–under
a single common interface, for the first time allow-
ing rigorous apples-to-apples comparisons of their
performance.

• We supply extensions to these codes, enabling them
to utilize new types of embedding networks (e.g.,
for image- and graph-like datasets) and providing
state-of-the-art validation metrics for enabling ro-
bust, maximally-informative inference.

• We provide an accessible, comprehensive, dual
Jupyter and command-line interface, for rapid re-
search and development.

• We demonstrate the abilities of ILI in an extensive
selection of inference problems in astrophysics and
cosmology, and we provide these as public bench-
marks for future works.

At the time of publishing, LtU-ILI offers the broad-
est and most complete toolbox of features among ILI
software. Over sbi, we include the capacity for custom
data-loading procedures, additional neural density esti-
mators (NDEs), and adaptability to exotic embedding
architectures (including sequential and graph encoders).
Over pydelfi, we allow the capacity for neural poste-
rior and ratio estimation. Over lampe, we provide a
configuration-based interface to training procedures, the
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Fig. 1.— Demonstration of the differences between a likelihood
(top-left), posterior (top-right), prior (bottom-right), and joint dis-
tribution (bottom-left) for an arbitrary one-dimensional inference
problem. Here, the univariate data x and parameters θ are associ-
ated by a quadratic relationship with Gaussian scatter. Given the
observed data point xo (in black), our goal is to recover posterior
constraints on θ. In an ILI framework, we seek to capture knowl-
edge of the joint distribution, P (x, θ), by building neural-network
emulators for the likelihood (in red) or the posterior (in blue).

ability to specify separate proposal and prior distribu-
tions, and automated validation tests. We also include
new multivariate coverage tests such as TARP (Lemos
et al. 2023) and adaptive, automatic integration of data-
loading, inference, and validation.
In this software release paper, we provide back-

ground, details, and example applications of the LtU-
ILI pipeline. The code is publicly available on Github1.
In Section 2, we review the theoretical foundations of ILI.
In Section 3, we describe the structure of our pipeline
and the various configurations that users can interact
with. In Section 4, we apply LtU-ILI on several syn-
thetic problems where the true solution is known, to
demonstrate and benchmark its performance relative to
traditional methods. In Section 5, we provide numerous
diverse examples of parameter inference in science using
LtU-ILI. In Section 6, we discuss the important con-
siderations to take into account when designing an ILI
pipeline, as well as possible failure modes and relevant
solutions. Lastly, we provide a summary of our findings
in Section 7.

1 https://github.com/maho3/ltu-ili

2. IMPLICIT LIKELIHOOD INFERENCE

The goal of ILI is the same as any Bayesian inference
problem: given a model and observed data xo, we wish to
know the distribution of model parameters θ which are
consistent with our data, i.e., the posterior distribution
P (θ|xo). The data and parameters can take many forms.
In astronomy, we might consider the observed data xo

to be, for example, the observed X-ray photon count of
a galaxy cluster, the gravitational wave signal from a
collapsing black hole binary, or the full 2D sky projection
of galaxy weak lensing measurements. From this data,
we might wish to infer parameters θ such as, respectively,
the mass of a galaxy cluster, the mass ratio and ellipticity
of the black hole binary, or the cosmological parameters
governing dark matter and dark energy. For Bayesians,
the posterior P (θ|xo) is the key to constraining our belief
in physical laws after observing new data xo.
According to Bayes’ theorem, the posterior is com-

posed of

P (θ|x) ∝ P (x|θ) P (θ) , (1)

where P (x|θ) is the likelihood, which defines the proba-
bility of the data given the model and some parameters,
and P (θ) is the prior, which specifies our prior belief on
the true distribution of the parameters. A demonstration
of the differences of the prior, posterior, and likelihood
in an inference problem is given in Figure 1.
There are two approaches to modeling the terms in

Equation 1: explicit (theory-driven) analyses or implicit
(data-driven) analyses. In a classical explicit likelihood-
based analysis, we assume an analytic form for the like-
lihood, P (x|θ), and substitute it into Equation 1. Typ-
ically, this expression is derived from analytic theory or
simple simulations, coupled with strong assumptions on
the statistical distribution of noise or unknown physics.
Sometimes, these statistical assumptions are relatively
simple, e.g., a Gaussian distribution for continuous data
(e.g., Tegmark et al. 2004; Christensen and Meyer 2022;
Porqueres et al. 2022) or a Poisson distribution for dis-
crete counts (e.g., Boese and Doebereiner 2001; Braun
et al. 2008; Tsaprazi et al. 2023). Although these may
be appropriate distributions for many situations, for a
general inference problem we may not know which dis-
tribution to choose or whether this choice is valid. Also,
MCMC-like samplers scale poorly with dimensionality
and have bad mode coverage. This can cause problems
for high-dimensional inference problems, especially if the
likelihood is not differentiable with respect to the param-
eters. However, if we have access to a set of examples of
the data-parameter relationship (i.e., samples from the
joint distribution, (x, θ) ∼ P(x, θ)), we can use implicit
likelihood analyses to learn the shape of a likelihood or
posterior automatically with full differentiability. This
flexibility makes ILI an extremely powerful tool for mod-
eling complex or otherwise poorly-understood physical
phenomena.
ILI learns approximate posteriors P̂(θ|x) or likelihoods

P̂(x|θ) from the distribution of example data-parameter

pairs in a training catalog, Dtrain := {(xi,θi)}Ntrain
i=1 .

These data can take any form; they can be sensor read-
ings in an experiment (e.g., Dingeldein et al. 2023), im-
ages of the night sky (e.g., Ntampaka et al. 2019), or
even compressed summaries of high-dimensional stochas-

https://github.com/maho3/ltu-ili
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tic properties (e.g., Modi et al. 2023). They can be gath-
ered from a pre-run simulation (e.g., Fluri et al. 2022), be
simulated on-the-fly (e.g., Alsing et al. 2019), or curated
from manually-labeled observations (e.g., Lanusse et al.
2018), but they must be representative of the true un-
derlying problem. Given these data-parameter pairs, we
wish to construct a model capable of doing inference on
real data, i.e., to evaluate the posterior at some observed
value x = xo.
In this section, we describe the theoretical foundations

of LtU-ILI. We begin by providing a simple introduc-
tory example for posterior inference with Approximate
Bayesian Computation (ABC; Section 2.1). We then
explain how one can vastly accelerate this process us-
ing neural networks to emulate probability distributions
(Section 2.2). We then discuss how to practically frame
machine learning in the context of Bayesian inference
(Sections 2.2.1, 2.2.2 & 2.2.3). Lastly, we discuss auxil-
iary topics on utilizing active learning to accelerate train-
ing (Section 2.4) and validating black-box models to en-
sure robustness in real-world applications (Section 2.5).

2.1. Approximate Bayesian Computation

Approximate Bayesian Computation (ABC; Rubin
1984) is the original basis of ILI. Given a prior P(θ),
a simulator (θ → x), and an observation xo, ABC can
construct a posterior. The general procedure of Rejection
ABC is straightforward: (1) first, draw candidate param-
eter values from the prior θ ∼ P(θ), (2) forward-simulate
these parameter values to observations x ∼ P(x|θ), (3)
measure a distance metric between the candidate obser-
vations and the real observation, d(x,xo), and (4) if the
distance is sufficiently close to the real observation (i.e.,
d(x,xo) < ϵ for small ϵ), accept the candidate parame-
ters θ as samples from the inferred posterior. ABC has
been widely adopted in statistical inference because it
does not require explicit knowledge of the likelihood and
the accepted samples are guaranteed to converge to the
true posterior as ϵ → 0. When ϵ is non-zero, the in-
ferred posterior is guaranteed to be broader than the true
posterior, enabling conservative inference. Despite suc-
cessful applications in astrophysics and cosmology (e.g.,
Schafer and Freeman 2012; Cameron and Pettitt 2012;
Hahn et al. 2017), the ultimate problem with ABC meth-
ods is that the acceptance rate vanishes exponentially as
the dimensionality of θ increases, requiring thus signifi-
cantly more simulations, which can be alleviated with a
larger ϵ at the cost of targeting a broader posterior than
the true posterior (Alsing et al. 2018). This limitation
makes ABC highly intractable in regimes where running
simulations is expensive. Occasionally ABC is used as a
synonym for LFI/SBI/ILI, however throughout the pa-
per we exclusively use ABC to refer to the algorithm
discussed above.

2.2. Neural Density Estimation

In modern applications, implicit inference is made
tractable by using machine learning models to emulate
conditional probability distributions, a procedure called
Neural Density Estimation (Papamakarios 2019). As an
example, consider a situation wherein we seek to train
a mixture density network (MDN; Bishop 1994) to di-
rectly model the conditional distribution P(v|u) using

our training set of data-parameter pairs (x, θ) ∼ Dtrain.
For this subsection only, we have (u, v) = (x, θ) or
(u,v) = (x,θ) interchangeably. The goal is to build a
neural architecture qw(v|u) with weights w that outputs
a probability distribution over v which targets the condi-
tional probability P(v|u). An MDN outputs probability
distributions by allowing the neural network to specify
the statistical parameters of a mixture density distribu-
tion. In the independent Gaussian case, this means the
neural network outputs a mean and a variance for each
component of the mixture density distribution, i.e.,

qw(v|u) = 1

Nc

√
2π

Nc∑
i=1

1

σi(u;w)
e
− (v−µi(u;w))2

2σ2
i
(u;w) , (2)

whereNc is the chosen number of components of the mix-
ture density distribution, w are the learned weights and
biases of the neural network, and µi(u;w) and σi(u;w)
are the neural network outputs representing the mean
and standard deviation (or scale) of the i-th Gaussian
component as a function of the input u and the weights.
To train such a network to properly emulate the condi-

tional probability, all we need to do is maximize the joint
likelihood of our training data Dtrain. This is equiva-
lently and often more conveniently expressed in the form
of minimizing the negative log-probability loss (typically
log-likelihood or log-posterior, see sections 2.2.1 to 2.2.3)

LMDN := −EDtrain
[log qw(v|u)] , (3)

where the expectation EDtrain
is taken over all data-

parameter pairs in the training set ∼ Dtrain. For the
case of the the posterior distribution (v = θ,u = x), if
the training data is sufficiently diverse and if the MDN is
sufficiently flexible, then the minimization of LMDN over
the network weights w will converge qw(θ|x) to the true
posterior P(θ|x) (Papamakarios and Murray 2016).
The MDN is just one example of an ever-increasing

variety of neural density estimators in the literature.
Another very popular class of methods is normalizing
flows (Papamakarios et al. 2021), which output a flexible
conditional distribution defined via learnable, invertible
transformations of a base Gaussian distribution. Nor-
malizing flows are often better equipped for handling
cases wherein the target distribution is non-Gaussian,
but low-dimensional and uni-modal. For any type of
neural density estimator, the training procedure always
involves minimizing the negative log-probability of train-
ing data, as in Equation 3.
Now we have established the tools for neural density

estimation, we can apply them to fitting components of
Bayes’ theorem (Equation 1).

2.2.1. Neural Posterior Estimation (NPE)

The most straightforward method to do this is to train
neural networks to directly emulate the posterior distri-
bution, also known as Neural Posterior Estimation (NPE;
Papamakarios and Murray 2016; Greenberg et al. 2019).
As in the MDN example in the previous section, the loss
function for NPE is simply the negative log-posterior of
our learned neural density estimator P̂(θ|x), and can be
trained using a loss function like that of Papamakarios
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and Murray (2016):

LNPE := −EDtrain log P̂(θi|xi)

= −EDtrain log

[
p(θ)

p̃(θ)
qw(θ|x)

]
,

(4)

where our neural posterior P̂(θi|xi) is decomposed into
a neural network output qw(θ|x) and a weighting fac-
tor taken as the ratio of the assumed prior p(θ) to the
proposal prior p̃(θ). The proposal prior is defined as the
distribution of θ present in the training dataset Dtrain,
while the assumed prior is an experimental design choice
representing the assumed knowledge of the global distri-
bution of θ. In many cases, the assumed and proposal
priors are identical, however this distinction is particu-
larly relevant in the case of sequential learning (see sec-
tion 2.4). Note, that the normalization factor p(θ)/p̃(θ)
cancels out when optimizing LNPE over network weights
w, but is still required for constructing the posterior es-
timator P̂(θ|x).
This method has the advantage that it allows for quick

evaluation and sampling of the full posterior at inference
time. This accelerated emulation of the posterior is often
called amortized inference. However, the disadvantage is
that it requires knowledge of the analytic form of the
proposal prior p̃(θ) from which training data was sam-
pled, which may not be accessible for astrophysical train-
ing data (e.g., cluster properties in cosmological simula-
tions). Recently, Vasist et al. (2023) used an NPE strat-
egy to constrain exoplanetary atmospheric models. NPE
has also become a known tool in Gravitational-Wave as-
tronomy where analytical Compact Binary Coalescent
(CBC) waveforms play the role of the forward model
(e.g., with DINGO from Dax et al. 2021a, and the con-
straints on GW150914 by Crisostomi et al. 2023, among
many others).

2.2.2. Neural Likelihood Estimation (NLE)

An alternative method which circumvents the issue of
fixed priors is to only fit for the likelihood, P (x|θ), via
Neural Likelihood Estimation (NLE; Alsing et al. 2018,
2019; Papamakarios et al. 2019). The loss function for
NLE notably does not include the assumed or proposal
prior, and simply maximizes the global log-likelihood,

LNLE := −EDtrain log qw(x|θ), (5)

wherein we emphasize the swapped arguments of q
as compared to Equation 4. Multiplying a learned
likelihood with an assumed prior results in a proxy
which is proportional to the posterior, i.e., P̂(θ|x) ∝
qw(x|θ)p(θ). Generating samples from the posterior is
then simply a matter of using this proxy in running
Markov chain Monte Carlo (MCMC; Robert et al. 1999)
or Variational Inference (Blei et al. 2017). For example,
in Metropolis-Hastings MCMC (Robert et al. 2004), the
learned likelihood and assumed prior can be used to cal-
culate the acceptance probability of a transition θt → θ′

without knowledge of the full normalized posterior, i.e.,

α := min

(
1,

P(θ′)P(x|θ′)q(θ′|θt)

P(θt)P(x|θt)q(θt|θ′)

)
, (6)

where q(θ′|θt) is the proposal mechanism. Note, the
process of obtaining a posterior is identical to the ex-

plicit likelihood-based approach, but instead of an an-
alytic likelihood function, NLE has essentially a “black
box” function instead. The advantage of this method is
that one only needs to perform training once for a given
model, at the cost of additional sampling once data be-
comes available. For instance, Jeffrey et al. (2021) fit
a density model for the likelihood of compressed sum-
maries from DES SV weak lensing maps. The Madminer
tool (Brehmer et al. 2020) for particle physics notably
allows for NLE using ILI tools.

2.2.3. Neural Ratio Estimation (NRE)

As in NLE, Neural Ratio Estimation (NRE; Hermans
et al. 2020) targets a proxy that is proportional to the
posterior. Instead of outputting a conditional density
estimate for the likelihood, NRE models instead target
the likelihood ratio,

r(x, θ) :=
P(x|θ)
P(x|θ0)

, (7)

equal to the ratio of the likelihood at a given point in
parameter space to the likelihood at a reference point,
θ0. This formulation is convenient because it can be
folded into an acceptance ratio like Equation 6 and also
be cast as a classification problem (Cranmer et al. 2015).
The output of a classification network, dw(x, θ) ∈ [0, 1],
can be considered equivalent to a likelihood ratio as

r̂(x, θ) =
dw(x, θ)

1− dw(x, θ)
. (8)

The classification problem can be interpreted as quanti-
fying whether observed data x is consistent with θ. We
can then train this neural network model using the loss:

LNRE := EDtrain

[
dw(x,θ) + Eθ′∼p(θ) [1− dw(x, θ′)]

]
,
(9)

wherein we associate a positive classification with assign-
ing a data x to the correct θ, and a negative classifica-
tion with those assigning data to a θ′ sampled from the
prior. The main benefit of NRE over NPE and NLE is
that one need not specify an approximating distribution
such as MDNs or normalizing flows to emulate a poste-
rior. The complexity is purely limited in terms of the
depth and design of the neural architecture. Among oth-
ers, Cole et al. (2022) and Karchev et al. (2023) applied
a variation of NRE (namely Truncated Marginal NRE,
Miller et al. 2021) to CMB data and Supernova data,
respectively. Additionally, Delaunoy et al. (2020) and
Bhardwaj et al. (2023) use NRE for Gravitational Wave
parameter inference.

2.3. Choosing an Estimator

The optimal choice of NPE, NLE, or NRE is highly
dependent on the properties on the underlying problem,
the dimensionalities of x and θ, and the intended appli-
cation. First, the ease of learning the shape of a like-
lihood or posterior distribution can vary dramatically
between different physical problems. For example, the
shape of the unimodal posterior in Figure 1 is consid-
erably simpler than that of the bimodal likelihood, and
thus NPE will be easier to converge than NLE. How-
ever, this is the opposite for some applications presented
in Section 4, where the likelihood is simpler and thus
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NLE converges much faster than NPE or NRE. In cases
where both the posterior and likelihood exhibit compli-
cated shapes, NRE models are a strong option, as they
do not require an explicit choice of NDE.
Another strong rule of thumb is that neural networks

are easier to train when using high-dimensional input to
produce low-dimensional output than vice versa. Thus,
if dim(x) is large (e.g., for image- or graph-like data)
then NPE may work better than NLE models. Alter-
natively, for high-dimensional posterior inference, i.e.,
when dim(θ) is large, NLE often performs better than
NPE, especially when strong degeneracies exist between
parameters. The NRE implementations in LtU-ILI also
struggle in this regime, as evidence suggests that NRE
methods require truncation or marginalization to resolve
regions of high posterior density (Miller et al. 2021; Miller
et al. 2022). This heuristic may change with the advent
of extremely flexible diffusion architectures (e.g., Song
et al. 2020), but such models are not yet integrated into
LtU-ILI.
Lastly, it is imperative to consider the downstream ap-

plications of the inference. NPE models are much better
for cases in which the inference must be repeated for
many tests xo (e.g., estimating morphology for many
JWST galaxies), as it can be prohibitively expensive
to run MCMC chains for NLE and NRE for many test
points. However, if the learned posteriors are going to be
injected into a broader hierarchical likelihood sampling
(e.g., using cluster masses to constrain cosmology), NLE
or NRE will be a more natural choice.
For a quantitative comparison of NPE, NLE, and NRE

on machine learning benchmarks, see Lueckmann et al.
(2021). In any case, the best way to choose a method for
a new problem is to try each and perform quantitative
comparisons, tests which are made considerably easier
with the configuration interface in LtU-ILI.

2.4. Sequential Learning

Thus far, we have phrased our problem in such a way
that we first have a set of pre-run simulations, and only
later do we obtain the posterior distribution given our ob-
servations. This can be the case when the simulations are
particularly expensive (e.g., N -body simulations in cos-
mology, or Earth systems models for climate science e.g.,
from which Watson-Parris et al. 2021 built emulators).
In these cases, we must be careful about any difference
between the proposal prior for the parameters from which
the simulations were run (e.g., a Latin hypercube) and
the chosen prior for the parameters used in the inference
(e.g., a multivariate Gaussian). It may be the case that
this proposal prior is significantly wider than the poste-
rior distribution inferred once the real data have been
observed, meaning that many of the simulations used in
training for NPE/NLE/NRE have been “wasted” as the
posterior has almost no support in the region of parame-
ter space occupied by a (potentially significant) fraction
of the simulations.
One can instead adopt a multi-round inference ap-

proach to improve simulation efficiency, referred to as
Sequential NPE/NLE/NRE or SNPE/SNLE/SNRE. In
this method, we begin by running a fraction of the total
desired simulations with parameters sampled from the
broad prior p(θ) = p̃(θ), conducting the first round of
training for the NPE/NLE/NRE model. This weak in-

ference is then applied to xo to derive a first estimate
for the posterior. For instance, in the case of NPE, this
is equivalent to minimizing Equation 4 with p(θ) = p̃(θ)
during the first round, which gives a model qw(θ|x), and
then retraining the model with new simulations drawn
from p̃(θ) = qw(θ|x = xo) for the second round, and
so on. The algorithm (e.g., Greenberg et al. 2019) then
identifies regions of high posterior density around the ob-
servation xo and conducts additional simulations within
these areas to produce a refined posterior estimate. This
can be repeated until a convergence criterion is met or
the total simulation budget is exhausted. This iterative
refinement of the posterior around the region of interest
can lead to improved posterior estimates for a given ex-
periment. However, it is important to note that these
results are deliberately optimized for a singular observed
data point. The sampled simulations may not be appro-
priate for a different experiment, potentially resulting in
a less accurate estimate of the posterior distribution if
no further simulations are run.
Note that an alternative method for generating param-

eters of interest using acquisition functions that minimize
the expected uncertainty in the posterior density approx-
imation exists. This is based on the Bayesian Optimiza-
tion for Likelihood-Free Inference (BOLFI) framework
(Gutmann et al. 2016) has also been suggested and ap-
plied to cosmological data (Leclercq 2018), although this
is not yet part of LtU-ILI.

2.5. Validation

The goal of model validation is to assess whether the
posteriors P̂(θ|xo) learned in Section 2.2 will be accu-
rate and reliable when applied to new data. Explicitly,
we want to evaluate: (1) whether the learned posteriors
are maximally constraining of θ given the observed data
xo, and (2) whether the predictive uncertainties quoted
by our learned model are accurately calibrated to our
training data. These two criteria are naturally adversar-
ial, and is often referred to as the bias-variance trade-
off. For example, a model can satisfy condition (1) by
reporting tight error bars, but it will then fail condition
(2) when its error bars are smaller than the true distribu-
tion of training data. Similarly, a model that produces
a posterior equal to the prior will easily satisfy condi-
tion (2) but will ultimately be uninformative for solving
condition (1). Despite the ‘black box’ nature of neural
networks, these criteria control the quality of the learned
implicit inference posteriors, mitigating the chance that
the learned model is not representative of the data used
to train it.
We evaluate the constraints and coverage of our

learned posteriors on a labeled test set of data-parameter
pairs Dtest := {(xi,θi)}Ntest

i=1 . This test set is meant to
represent a fully independent sampling of the real data
distribution, unseen by the model prior to validation.
This test set may originate from the same source as our
labeled training set Dtrain but must be held independent
to avoid overfitting and underestimation of the uncer-
tainty (see Huppenkothen et al. 2023 for a review of best
practices). If the distribution of data-parameter pairs in
the test set matches that of the predictions of our learned
posterior, then our model is calibrated and can be reli-
ably extended to new, unlabeled data.



LtU-ILI 7

We build tests by comparing the true parameters from
the test set to posterior samples derived from our models.
Sampling-based comparisons provide a unified frame-
work for all NPE/NLE/NRE learning strategies since
they do not require normalization of the posterior PDF.
The technical details for sampling from neural networks
depend on the implemented learning strategy and are
discussed in more detail in Section 3.3. Here, we will
assume that, for a given input x, we can draw indepen-
dent and identically distributed (i.i.d.) samples from the

learned posterior distributions θ̂ ∼ P̂(θ|x). These sam-
ples can then be used to compare the level of constraint
on θ and the consistency with the true values.
To test precision, which reflects the ability of a learned

posterior to constrain parameter values, we examine the

distribution and shape of posterior samples θ̂ around the
true value θ. These distributions are commonly visual-
ized using multivariate corner plots or marginal true vs.
predicted plots. The contours in these plots help quali-
tatively assess constraining power, identify posterior de-
generacies, and detect systematic biases.
A quantitative measure of precision is the cumulative

likelihood of the test dataset, denoted as P̂(Dtest) =∏Ntest

i=1 P̂(θi|xi). Larger test likelihoods indicate a
model posterior that concentrates more probability mass
around the true value, implying greater constraining
power. The test likelihood is simple to calculate for NPE
methods, which directly estimate P(θ|x). However, for
NLE and NRE methods, evaluating the log-likelihood in-
volves an additional step of training a generative model

G(θ) from the inferred posterior samples θ̂. This pro-
cess is computationally expensive, especially for large
datasets, and not sensitive to overconfidence.
Lastly, given samples from a reference posterior, we can

evaluate the discrepancy between a model’s prediction
and its optimum. Reference posteriors can often be at-
tained via long-run MCMC chains for explicit likelihood
approaches, and then used to compare with ILI meth-
ods. Lueckmann et al. (2021) performed an extensive
quantitative analysis on various sample-wise distances
for benchmarking ILI methods and found that Classi-
fier 2 Sample Tests (C2ST; Lopez-Paz and Oquab 2016)
were the most constraining measure of accuracy. C2ST
is defined as the accuracy of a trained classifier (often a
neural network itself) to distinguish between the true and
inferred posterior samples. High C2ST suggests that the
true and inferred posterior are very different, whereas a
C2ST of ∼ 0.5 suggests they are nearly indistinguishable.
C2ST is later used to benchmark LtU-ILI in Section 4.1.
Posterior samples are also useful for quantifying the

calibration of our model uncertainty in parameter space.
We can construct a direct comparison of the predicted
percentiles by our inference engine to the true error ob-
served in our validation dataset. We first define the Prob-
ability Integral Transform (PIT; Cook et al. 2006) as the
cumulative density function (CDF) of our model poste-
rior given an input xo,

PIT(θ;xo) =

∫ θ

−∞
dθ P̂(θ|xo). (10)

Given i.i.d. samples from the posterior, we can construct

an estimator for the PIT value as

ˆPIT(θ;xo) = Eθ̂∼P̂(θ|xo)

[
Θ
(
θ̂ − θ

)]
, (11)

where Θ is the Heaviside step function. Stated plainly,
the PIT value counts the number of times that our pos-

terior samples θ̂ fall below the true parameter value θ.
If our model posteriors are globally consistent with the
truth, i.e. we match the true posterior everywhere in
data-parameter space, then the distribution of PIT val-
ues evaluated on data-parameter pairs from our test set
must be uniformly distributed (Zhao et al. 2021):

PIT(θi;xi) ∼ U(0, 1), ∀ (xi,θi) ∈ Dtest . (12)

As a result of this property, the distribution of PIT values
is a common goodness-of-fit metric for conditional den-
sity models (e.g. Cook et al. 2006; Bordoloi et al. 2010;
Tanaka et al. 2018). This is also known as Simulation-
Based Calibration (Talts et al. 2018).
To better interpret errors in the PIT distribution, we

can use a percentile-percentile (P-P) plot, explicitly com-
paring the CDF of PIT values to the CDF of a uniform
random variable. Intuitively, the P-P plot measures:
‘What percentile level is my posterior model assigning
to the true value, and with what frequency does this
occur in the test set?’ If the predictive posterior is well-
calibrated, these should be the same, e.g., we should pre-
dict the true value below the 50-th percentile 50% of the
time. If it is not, the shape of the P-P plot acts as a
sensitive probe of global bias or over-/under-dispersion
of predictive uncertainty (see Figure 1 of Zhao et al. 2021
for interpretations of error with P-P plots). This is an
extremely practical tool for understanding and correcting
biases and over/under-dispersion in complex ILI posteri-
ors.
As the dimensionality of θ increases, proper coverage

of the posterior distribution requires exponentially more
samples. As a result, the PIT estimator (Equation 11)
becomes intractably difficult to measure with low vari-
ance in the high-dimensionality regime. In this regime,
we use approximate methods to bound the constraints of
posterior coverage tests. Firstly, we can construct a PIT
value from the marginal posterior over each i-th compo-
nent of θ, i.e.,

ˆPIT(θi;x) = Eθ̂∼P̂(θ|x)

[
Θ
(
θ̂i − θi

)]
, (13)

where θ̂i and θi are the i-th components of θ̂ and θ re-
spectively. If our model posterior is globally consistent
with the true posterior, then this marginal PIT value has
the same properties as Equation 11, i.e., when evaluated
on the test set they should be uniformly distributed.
It is also sufficient to use approximations to check mul-

tivariate posterior coverage. The Tests of Accuracy with
Random Points (TARP; Lemos et al. 2023) method uses
samples in high-dimensional parameter space to estimate
expected coverage probabilities. By examining the den-
sity of posterior samples within regions of parameter
space near true values, TARP constructs estimates of
posterior coverage which are guaranteed to converge to
the true posterior coverage with sufficient samples. With
enough test samples, the TARP method is necessary and
sufficient to test the accuracy of posterior estimators.
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3. CODE STRUCTURE

The LtU-ILI software is a pipeline for training implicit
inference models to infer scalar parameters from observa-
tional data. A typical inference pipeline consists of three
main stages: Data, Inference, and Validation. The Data
stage involves loading datasets from file or setting up on-
the-fly simulators (e.g. for the methodologies in Section
2.4) in order to provide data-parameter pairs for implicit
inference. The Inference stage then takes these data-
parameter pairs, trains neural networks to connect them
with posterior or likelihood representations (as in Sec-
tion 2.2), and saves the fitted models to file. Finally, the
Validation stage loads a test dataset as well as the fitted
models from Inference in order to evaluate goodness-of-
fit metrics (e.g. constraint level, posterior coverage, etc.)
and produces inference on unlabeled data. A schematic
of this pipeline is shown in Figure 2.
Each stage is independent and adaptive, such that the

configuration of one stage can be changed while keeping
the others the same and the pipeline will still run. For
example, if you had a fixed dataset but wanted to try
out many different neural architectures, you would only
need to change the Inference configuration. Similarly,
if you wanted to see the gain in constraining power of
using a short, conservative data vector versus a longer,
more informative data vector, you could simply change
the Data configuration to load the different datasets and
the Inference and Validation would proceed exactly the
same way. This design principle is extremely practical
for doing apples-to-apples comparisons of the many de-
sign choices and hyperparameters associated with ILI,
a key tenet of robust and responsible machine learning
(Huppenkothen et al. 2023).
The pipeline is designed to promote exploratory re-

search while also supporting efficient production-level
testing. We provide a fully functional Jupyter interface
and detailed examples to access each stage of LtU-ILI.
The Jupyter interface is a widely-used tool for exam-
ining new problems, building educational material, and
facilitating collaborative efforts (Wang et al. 2019). The
Jupyter interface of LtU-ILI provides step-by-step guid-
ance for establishing and testing a new inference pipeline
that is familiar to novices and experts alike. This allows
LtU-ILI to act both as a user-friendly toolkit to ex-
plore inference on a new problem as well as carry out
thorough testing and hyperparameter tuning through its
yaml-based configuration API. Users can generate many
configurations of the pipeline and run multiple fittings in
parallel on large-scale GPU compute clusters.
In this section, we discuss the design of the Data, In-

ference, and Validation stages of the LtU-ILI pipeline,
including each of their capabilities and relevant reference
works. For specifics on using the API, we refer the reader
to our full code documentation2.

3.1. Data

The objective of the Data stage is to gather data-
parameter pairs and present them in an amenable
format to the Inference stage. For standard infer-
ence, with fixed training and test catalogs, the Data
stage simply loads data-parameter pairs from in-memory

2 https://ltu-ili.readthedocs.io

or on-disk storage and provides get all data() and
get all parameters() helper functions to pass along
data and parameters in the correct format. These func-
tions are called during the Inference stage for later pre-
processing within the sbi, pydelfi, and lampe backends.
Within LtU-ILI, we provide several convenience classes
to prepare data from either numpy-, xarray-, or torch-
like data formats. Users are also can create their own
data-loading objects, so long as they adhere to the afore-
mentioned conventions.
For multi-round inference (Section 2.4), the Data stage

also provides a simulate() function, wherein the loader
will execute an on-the-fly simulation for given parame-
ters to generate data for efficient sequential learning. In
the example class provided in LtU-ILI, users can ini-
tialize this stage with an arbitrary simulation function
that intakes parameters θ and outputs data x, and the
sequential Inference stage will handle any calls to the
function. Also, users can load a pre-run initial catalog
from file and write any newly-generated simulations to
disk during the training procedure.

3.2. Inference

The LtU-ILI code encompasses a broad diversity of
methodologies and architectures for performing implicit
inference. However, the core configurations for all types
of inference are universal. Every Inference stage requires
specifying: a posterior-, likelihood-, or ratio-estimation;
one or multiple neural architectures; a prior distribution;
and training hyperparameters (e.g. learning rate, batch
size, etc.).
Once these are provided, the Inference stage knows

how to pull data-parameter pairs from the Data stage,
perform data preprocessing, construct each training al-
gorithm, minimize losses (see Equations 4, 5, and 9),

and produce a learned posterior model, P̂(θ|x). Each
inference algorithm automatically implements best prac-
tices for training, including data normalization (Singh
and Singh 2020), adaptive stochastic gradient descent
(Kingma and Ba 2014), and validation-guided early stop-
ping (Bai et al. 2021). The remainder of this section is
dedicated to the core considerations of configuring the
Inference stage.
The Inference stage is built on three distinct compu-

tational backends: pydelfi (Alsing et al. 2019), sbi
(Tejero-Cantero et al. 2020), and lampe (Rozet et al.
2021). pydelfi is a Tensorflow package (Abadi et al.
2016) for performing NLE using active learning and
data compression techniques. sbi is a PyTorch pack-
age (Paszke et al. 2019) for performing NPE, NLE, and
NRE, as well as their sequential analogs. lampe is also
a PyTorch package focused on NPE methods, with sub-
stantial support for diverse embedding networks and nor-
malizing flow models. The implementations of NLE
in pydelfi and sbi are similar in theory (Papamakar-
ios et al. 2019) but differ in applications of embedding
networks. pydelfi has the option to train in a two-
step process, wherein first it trains an embedding net-
work to optimally compress data via Fisher information
maximization (Charnock et al. 2018; Alsing and Wan-
delt 2018) and then attaches it to the head of an NLE
model, whereas sbi exclusively uses NLE embedding
networks to compress parameters. pydelfi’s two-step

https://ltu-ili.readthedocs.io
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I: Data
★ Gather data-parameter pairs.
★ Load from file or specify a 

simulator.

★ Construct neural architectures.
★ Configure training algorithm.
★ Minimize losses.

II: Inference

★ Measure constraining power.
★ Check calibration of posterior 

error bars.
★ Apply to real (unlabeled) data.

III: Validation

Fig. 2.— Overview of the LtU-ILI pipeline, displaying the procedural processes when running each stage. Each of the three stages (Data,
Inference, Validation) is independently configurable, meaning any setup of one stage will automatically link to the others.

compression-estimation process has been shown to sig-
nificantly improve simulation-efficiency during sequen-
tial training for applications in cosmology (Alsing et al.
2018). The lampe NPE in LtU-ILI is a custom imple-
mentation of Lueckmann et al. (2017), similar to SNPE-
B of sbi but allowing for greater variety of configuration,
embedding networks, and NDEs. LtU-ILI is a unifying
framework for all of these mutually-exclusive backends,
allowing, for the first time, convenient apples-to-apples
comparison of each implementation of ILI.
The Tensorflow and PyTorch backends have a vari-

ety of pre-implemented NDEs and ratio classifiers. The
NDEs are either Mixture Density Networks (MDNs; See
Section 2.2) or normalizing flows (See Papamakarios
et al. 2021, for a review). The pydelfi backend pos-
sesses its own neural architectures as originally imple-
mented from scratch in Alsing et al. (2019), whereas the
sbi and lampe models have software dependencies, re-
spectively nflows (Durkan et al. 2020) and zuko (Rozet
et al. 2022). Both backends also accept various stan-
dard and customizable prior distributions. The primary
requirement of a custom prior is the ability to evalu-
ate log p(θ) (for NDE models) or a proportional proxy
(for NLE/NRE models). If the assumed prior’s support
is bounded (e.g., a top-hat prior), the code internally
implements an affine parameter transformation to avoid
assigning a nonzero probability to regions of parameter
space beyond prior bounds.
A key component of LtU-ILI is model ensembling,

wherein we independently train multiple neural net-
works on the same dataset and combine their predic-
tions to improve robustness to overfitting and model un-
certainty. Singular NDEs are prone to overconfidence
(Hermans et al. 2022), i.e., they have a tendency to un-
derestimate the predictive uncertainty. Deep ensembling
(Lakshminarayanan et al. 2017) is a well-tested schema
for correcting overconfidence by averaging NDE predic-
tions from multiple models to inflate error bars and cor-
rectly capture model uncertainty. It is an alternative to
the computationally-expensive Bayesian neural networks
(Blundell et al. 2015; Gal and Ghahramani 2016; Cobb
and Jalaian 2021), in which the full weight posterior is
learned during training and sampled during inference.
We recommend that users utilize deep ensembles to en-
sure robust inference within LtU-ILI.
The adaptability of neural networks to various data

inputs has greatly contributed to their growth in as-
tronomy and cosmology. The convenient implementa-
tions of the various NDEs and classifiers in LtU-ILI can
be further augmented with customizable embedding net-
works. These embedding networks can use classic Keras-
like neural layers (Chollet et al. 2015) in both Tensorflow
and PyTorch, greatly simplifying implementation. The
integration with embedding networks in the lampe back-
end allow for exotic inputs, like graphs and sequences. In
the code, we provide several examples of embedding net-
works, including connections to convolutional and graph
neural networks (LeCun et al. 1998; Kipf and Welling
2016). We also note that all backends can be run on
GPUs, to take advantage of computational speed-ups
when using complex embedding networks.

3.3. Validation

The Validation stage provides modular functions to im-
plement the validation metrics described in Section 2.5
on the learned posteriors P̂(θ|x). The execution of the
Validation stage follows:

1. Load the learned neural posteriors from the Infer-
ence Stage.

2. Sample the posterior θ̂ ∼ P̂(θ|x) at test data
points, Dtest, or at an unlabeled observational
point, xobs.

3. Construct the validation metric and return or save
it to file.

The most impactful configuration of the Validation
stage is the choice of sampling methods. LtU-ILI
provides three classes of samplers: MCMC, varia-
tional inference (VI), and direct sampling. All models
(NPE/NLE/NRE) in both backends are natively inte-
grated with the emcee (Foreman-Mackey et al. 2013)
sampling package. emcee implements the Goodman and
Weare (2010) MCMC sampler and improves efficiency
through parallelization and affine transformations but
does not take advantage of probability gradients. The
sbi models also have access to PyTorch’s pyro sam-
plers (Bingham et al. 2019), including slice samplers
(Neal 2003), Hamiltonian Monte Carlo (HMC; Neal et al.
2011), and the No-U-Turn sampler (NUTS; Hoffman
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et al. 2014). All emcee and pyro samplers have a uni-
fied interface within LtU-ILI, wherein users can simply
specify their choice of sampler as well as the number,
length, and thinning of MCMC chains. Also, we provide
the functionality for sbi models to fit and sample from
NDEs through neural VI (Graves 2011). VI is a fast, ap-
proximate alternative to MCMC sampling, particularly
useful in the high-dimensional parameter regime. Lastly,
solely for the NPE models in sbi, users can utilize direct
sampling, which is faster than both MCMC and VI. We
remark that the choice of sampling configuration might
change according to the validation metric in question,
so LtU-ILI allows for the flexibility to specify this on a
case-by-case basis.

3.4. Choosing a Backend

As described above and later tested in Section 4, the
algorithmic behavior of the sbi, pydelfi, and lampe
backends are nearly identical for the same experimental
configurations (i.e., the same training data, hyperparam-
eters, neural architectures, etc.). However, each backend
has unique strengths and weaknesses and may be more
appropriate for different problems. For example, sbi is
the most commonly-used backend, with a set of standard-
ized training procedures and architectures which have
been validated across many problems (Lueckmann et al.
2021). It also has custom samplers for NLE and NRE
methods which are faster than the generic emcee sam-
plers used in the pydelfi backend. For new users, sbi
is a reliable choice for exploring new datasets or setting
up standard ILI applications. In contrast, lampe’s rou-
tines have access to a broad scope of exotic NDEs and
allow for much greater flexibility when designing training
procedures and custom embedding architectures. In our
experience, using the flow models unique to lampe of-
ten produced tighter and better-calibrated posterior es-
timates relative to similar sbi applications. In addition,
graph and recurrent embedding networks are currently
only possible through the lampe interface, because of its
capacity to handle complex data modalities. As a re-
sult, lampe is recommended for more advanced use of
ILI in complex datasets. Lastly, our pydelfi tests in
Section 4.2 appear to indicate stronger performance in
sequential learning tasks than similar approaches with
sbi. Also, pydelfi’s Tensorflow implementation may
make it a more attractive option to users already working
in Tensorflow, rather than the other options in PyTorch.
Despite these rules of thumb, LtU-ILI is a fully unified
interface incorporating all these backends. Our code al-
lows users to easily explore the strengths of each backend
for their specific applications.

4. SYNTHETIC EXPERIMENTS

In this section, we demonstrate the capabilities of
LtU-ILI on a number of synthetic experiments for which
an analytic form for the posterior or likelihood is known.
We use these traditional experiments to measure bench-
mark performance the variety of inference engines avail-
able in the code against each other and classical methods
(e.g., ABC, HMC).

4.1. Toy Problem

We first build a toy model to demonstrate LtU-ILI’s
ability to learn non-linear posteriors. We consider a 10-
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Fig. 3.— Example SNPE posterior inference in comparison to
classical implicit (Rejection ABC) and explicit (HMC) likelihood
inference for the known toy simulator in Equation 14. The true
value for each parameter is shown in red and contours are shown
at the central 68% and 95% confidence intervals. Note that the
prior for each θi is a standard normal, as p(θi) = N (0, 1).

dimensional data vector x constructed element-wise from
the following stochastic simulator:

xi = 3 sin(ki + ϕ0) + ϕ1k
2
i + ϵi, (14)

where ki = (2i/3)− 3 and i ∈ [0, 9]. Here, the data vec-
tor x := {xi}9i=0 ∈ R10 is composed of a sinusoidal signal
with phase ϕ0, a quadratic signal of amplitude ϕ1, and an
i.i.d. noise component ϵi ∼ N (0, 1). We further decom-
pose ϕ into our target parameters θ ∈ R3 via ϕ0 = θ0+θ1
and ϕ1 = θ1−3θ22. We expect our inference engine to for-
ward constraints on latent variables ϕ onto target vari-
ables θ. We assume a standard normal prior on each
of our parameters of interest, p(θi) = N (0, 1). This is a
challenging inference task because the likelihood is highly
non-linear and the posteriors exhibit strong degeneracies.
However, learning parameters from such complex, corre-
lated data vectors is a common problem in astronomy
and cosmology (e.g., Dax et al. 2021a; Modi et al. 2023;
Bartlett et al. 2023).
Given this simulator, we train sbi-SNPE using an en-

semble of two normalizing flows (MAFs) to produce the
example θ posterior in Figure 3, shown relative to equiva-
lent constraints with Rejection ABC and long-run HMC.
We train the SNPE sequentially using 10 rounds of 2000
simulations each, following the procedure described in
Section 2.4 and using Equation 14. For ABC, we run the
same number of simulations (20,000) and take the closest
0.5% to our data vector, using an L2 distance. For HMC,
we run eight chains each with 10,000 tuning steps and
10,000 sampling steps, for a total of 160,000 simulations.
This run has an effective sample size of 3, 900 − 8, 000
and a Gelman-Rubin R̂ statistic of 1.001 for all param-
eters. We consider these long-run HMC samples to be
equivalent to a reference ‘ground truth’ posterior.
Despite the same simulation budget as ABC, the SNPE
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posterior constraints have converged to the reference pos-
terior and are strongly more constraining than the ABC
constraints. In both the SNPE and HMC posteriors, we
clearly observe the expected linear degeneracy between
θ0 and θ1 as well as the quadratic degeneracy between
θ1 and θ2, direct results from the aforementioned defi-
nitions of ϕ0 and ϕ1. These two degeneracies imply an-
other quadratic degeneracy between θ0 and θ2. Despite
this non-linearity, we see the multi-dimensional 68% and
95% confidence intervals are entirely consistent between
SNPE and HMC. However, ABCmethods struggle in this
regime. Because the data dimensionality is ten, ABC
requires orders-of-magnitude more samples to fully cap-
ture the tails of the posterior distribution. This regime
demonstrates the utility of having a low-cost amortized
posterior model like SNPE, especially in further cases
where the simulators are not as simple.

4.2. Benchmarking

We benchmark all models in LtU-ILI on the standard
“Simple Likelihood Complex Posterior” problem (SLCP;
Papamakarios et al. 2019) common in simulation-based
inference experiments (e.g., Greenberg et al. 2019; Lueck-
mann et al. 2021; Ramesh et al. 2022). SLCP has a fairly
straightforward, unimodal likelihood but a very complex,
multimodal posterior distribution, making it a difficult,
but attainable benchmark for implicit inference. We fol-
low the implementation of SLCP in Lueckmann et al.
(2021), wherein we train various NPE/NLE/NRE meth-
ods and compare their resultant posteriors to reference
posteriors determined with long-run HMC chains. We
implement this for all available NPE/NLE/NRE meth-
ods and their sequential analogs in each of the pydelfi,
sbi, and lampe backends. We also include benchmarking
of Rejection ABC as a baseline. Throughout all backends
and engines, we use the same architectures as in Lueck-
mann et al. (2021), which were determined through ex-
haustive hyperparameter searches.
For each trial, we measure the error of an inference

engine with respect to a reference posterior using C2ST
(see Section 2.5). For each backend, engine, and simu-
lation budget, we perform independent training and in-
ference on ten separate reference posteriors to aggregate
test statistics.
In Figure 4, we show the performance of each LtU-

ILI engine on the SLCP benchmark as a function of the
simulation budget used for generating the training set.
As we would expect, the accuracy of inferred posteriors
increases with the number of given simulations across all
models. We observe that all models strongly outperform
the Rejection ABC baseline due to their efficient use of
simulation data. For the SLCP benchmark, we observe
that NLE methods perform the best, NPE methods are
a close second, and NRE methods have the worst per-
formance. However, we note that the SLCP by defini-
tion has a simple, easy-to-learn likelihood, encouraging
strong NLE performance. This hierarchy of performance
could be entirely different for other problems. Sequen-
tial methods (SNPE/SNLE/SNRE) show very little im-
provement for small simulation budgets (103), but show
massive gains for large budgets (105), especially for the
NLE methods. This is likely because, for small train-
ing datasets, the posteriors are poorly constrained and

barely deviate from the prior. However, for the tight pos-
terior constraints in large budget runs, sequential meth-
ods are able to more easily focus simulation resources on
small regions of parameter space. Next, we note that the
lampe-NPE implementation largely mirrors that of sbi-
NPE, and pydelfi-NLE slightly outperforms sbi-NLE
for a medium simulation budget (104). Although hyper-
parameters (i.e., architectures, learning rate, validation
schema) are fixed for these experiments, slight differences
in backend implementations might lead to better or worse
performance. Lastly, as a check, the performances of
all sbi engines closely match those found in Lueckmann
et al. (2021), suggesting our implementation of SLCP is
correct.

5. SCIENCE EXPERIMENTS

In this section, we demonstrate various applications of
LtU-ILI for common astrophysics and cosmology prob-
lems. These experiments are designed to display the di-
verse functionality of the code, including using CNN em-
bedding networks (Section 5.1), applying posterior cov-
erage validation (Section 5.2), incorporating graph neu-
ral network layers (Section 5.3), using multiround infer-
ence (Section 5.4), quantifying information in different
data sources (Section 5.5), and integrating information-
optimal embeddings (Section 5.6). We note that these
experiments are intended to illuminate interesting path-
ways for the scientific application of LtU-ILI and not
necessarily make significant scientific conclusions on their
subject material. For readability, experiment descrip-
tions are kept concise, but the code and data are made
publicly available through the codebase.

5.1. X-ray Mass Estimation of Galaxy Clusters

A prime functionality of LtU-ILI is its flexibility to
adapt to many modalities of data. Through the use of a
customizable embedding network, we process image data
to estimate the mass of galaxy clusters from X-ray obser-
vations. Our inference problem mirrors that of Ho et al.
(2023), wherein we try to estimate the M500c mass of a
galaxy cluster from 128×128 images of sky-projected X-
ray photon counts. To train and test our model, we use
a dataset of 3, 285 mock X-ray observations of clusters
derived from the Magneticum hydrodynamical simula-
tion (Dolag et al. 2016) designed to mimic those of the
eROSITA telescope (Soltis et al. 2022). These mock ob-
servations are single-band images of the X-ray photon
emission from the hot intra-cluster medium (ICM) and
include realistic simulation of the contaminating system-
atics which afflict real X-ray measurements, including
cluster morphology, background emission, telescope re-
sponse, and AGN sources. Examples of these observables
are shown in Figure 5. A good estimator of cluster mass
needs to be able to disentangle the source X-ray signal
from the noise and peripheral emission, while also un-
derstanding the physical connection between X-ray emis-
sion, ICM gas content, and system mass.
To recreate this example, we perform NPE using an

embedding network of the same convolutional architec-
ture as Ho et al. (2023). That is, instead of the last dense
layer mapping to a single point estimate, we forward the
final embedding into an NDE. We construct an ensemble
of four models, each with the same embedding architec-
ture, but two with Masked Autoregressive Flow (MAF;
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Papamakarios et al. 2017) NDEs and two with MDNs.
We then train the models from scratch using the NDE
losses, instead of the mean-squared-error (MSE) loss of
Ho et al. (2023). As in the reference, we assume a uni-
form prior on cluster mass. We split our mock catalog
into 90% training data and 10% test data, and present
our performance results on the latter. The entire train-
ing and testing procedure takes about fifteen minutes on
an Nvidia V100 GPU.
The true vs. predicted mass estimates for this model

are shown in Figure 5. Using the original architec-
ture, we achieve a test scatter on the mean prediction
of 0.0782 dex. When compared to the 0.0773 dex scat-

ter of the single-band X-ray images in Ho et al. (2023),
we achieve a very similar level of information extraction,
though our uncertainty is slightly higher than the origi-
nal. We attribute this to the fact that model ensembling
slightly inflates predictive uncertainty (Hermans et al.
2022). However, we remark that by slightly increasing
the number of convolutional filters in the first two layers,
we observed mean scatters as low as 0.071 dex, suggesting
that the NPEs are capable of state-of-the-art constraints
on physical problems when given the right architecture.
We also note that hyperparameter search through neu-
ral architectures is made efficient and accessible through
LtU-ILI’s configuration-based interface.
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Fig. 6.— Inference of three cosmological parameters Ωm, h, and σ8 from halo power spectrum multipoles in Quijote simulations using
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5.2. Quijote Dark Matter Power Spectrum

Another prime utility of LtU-ILI is its capacity to
seamlessly integrate ILI training procedures with sam-
pling and validation metrics. A common inference bench-
mark in the field of cosmology is inferring cosmologi-
cal parameters from the matter power spectrum (e.g.,
Cooray and Sheth 2002; Spurio Mancini et al. 2022; Hahn
et al. 2023b). In this problem, we run simulations of the
matter evolution in the universe for various cosmolog-
ical models, measure observational summary statistics
such as the matter power spectrum, and then try to con-
nect these observations back to constraints on cosmol-
ogy. Here, we demonstrate this application by predicting
the posterior distribution of three cosmological parame-
ters using the power spectrum multipoles measured from
the halo catalog of Quijote simulation (see Villaescusa-
Navarro et al. 2020, for a description of the simulations).
We use the power spectrum multipoles corresponding to
ℓ = 0, 1, 2 in 23 linearly spaced wavenumber (k) bins
ranging from 0.08 h−1Mpc to 2.8 h−1Mpc as our obser-
vations, x. We use the NLE method to learn the likeli-
hood p(x|θ), where the parameters θ correspond to three
cosmological parameters: the total matter density Ωm,
amplitude of the matter fluctuations σ8, and the Hubble
constant h measuring the rate of the expansion of the
Universe.
Using the sbi backend, we train a NLE model using an

ensemble of six NDEs, each using a thin MAF architec-
ture, with ten hidden layers and three transformations.
We use 1800 simulations from Quijote to train the net-
work, retaining the remaining 200 to test its performance
as shown in Figure 6. We then use VI sampling to obtain
the posterior of the parameters from this trained likeli-

hood ensemble, weighted by their validation losses. This
greatly accelerates the sampling process on the full test
set when compared to traditional MCMC sampling.
We show the true vs predicted value of the three pa-

rameters on the top-left panels (Figure 6a), finding good
predictive performance for Ωm and σ8. The lack of pre-
dictability for h is expected physically, as the power spec-
trum multipoles alone are significantly less sensitive to
expansion rate without some external prior information.
We also perform coverage tests on the posteriors, finding
uniformly distributed rank histograms as given by the
coverage test in the bottom-left panels (Figure 6b). Fi-
nally, we show the coverage test using the TARP method
in the center-right panel (Figure 6c), finding that the
posterior is correctly calibrated.

5.3. Field-level Inference with Graph Neural Networks

We next demonstrate LtU-ILI’s ability to handle com-
plex data modalities by addressing the same cosmological
inference problem using a point cloud dataset. Instead of
power spectrum summaries, we instead use discrete cat-
alogs of the 10, 000 heaviest dark matter halos in each
of the Quijote simulations (Villaescusa-Navarro et al.
2020). The high resolution information present in the
discrete halo positions has been shown to constrain cos-
mological parameters to extremely high precision (e.g.,
Makinen et al. 2022b; Cuesta-Lazaro and Mishra-Sharma
2023; de Santi et al. 2023b). We ingest this catalog into
our neural architectures using a message-passing graph
neural network (Gilmer et al. 2020), which treats dark
matter halos as nodes on a graph and filters down field-
level information into highly-informative neural represen-
tations. This graph information is then fed into flow-
based NDEs for performing NPE. We note that usage
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Fig. 7.— Cosmological inference from dark matter halo point clouds. Left: Example point cloud from the Quijote simulations. The
graph neural network takes as an input the distances between halos separated by less than 20Mpc/h. Right: Inferred posterior over Ωm
and σ8 on a test set simulation. True values are shown in gray. Contours are shown at the central 68% and 95% confidence intervals.

of graph-type inputs is only possible through the lampe
backend in LtU-ILI, as was employed here.
We train this graph-enhanced NPE model to recover

the cosmological parameters Ωm and σ8 from the po-
sitions of Quijote’s heaviest dark matter halos. The
graph neural network is a message-passing neural net-
work with node and edge neural networks being two
multi-layer perceptrons with 3 layers of 128 hidden units
each. The network takes as inputs 3D distances between
halos, and their corresponding modulus. Nearby halos
are connected within the graph if their comoving dis-
tance smaller than 20 h−1Mpc. For NDEs, we train an
ensemble of four networks, each one using a MAF archi-
tecture with five transformations and 50 hidden features.
In Figure 7, we show an example point cloud to-

gether with the resulting graph neural network inference.
The graph neural network obtains informative posteri-
ors, consistent with true values. We note that the con-
straints are not as tight as those produced for the Quijote
dark matter power spectrum in Figure 6. This is likely
because the graph only targets the most massive halos,
i.e., a more physically realistic probe, while the results in
Figure 6 access the full, high-resolution dark matter dis-
tribution. In any case, LtU-ILI with the lampe backend
provides an easily accessible pathway for new users to in-
tegrate exotic architectures such as graph architectures
into their development pipeline.

5.4. Multi-round Inference for Gravitational Waves

We next test the performance of LtU-ILI when ad-
dressing sequential learning tasks, specifically focusing
on gravitational wave reconstruction.. Over recent years,
several studies based on ILI methods have addressed the
problem of reconstructing parameters of merger events
from gravitational wave (GW) signals (Cutler and Flana-
gan 1994; Thrane and Talbot 2019). Initial advance-
ments were marked by significant contributions to poste-

rior estimation using normalizing flows, as highlighted in
Green et al. (2020); Green and Gair (2020). Subsequent
research (DINGO: Dax et al. 2021a) introduced varia-
tions of NPE taking advantage of Group Equivariant
Neural Posterior Estimation (GNPE: Dax et al. 2021b) or
Flow Matching Posterior Estimation (Wildberger et al.
2023). More recently, Crisostomi et al. (2023) show-
cased a similar application of multi-round NPE to es-
timate ringdown parameters of GW150914. Delaunoy
et al. (2020) and Bhardwaj et al. (2023) also serve as re-
cent illustrations of applying NRE to GW analyses – the
latter incorporating multi-round inference as well.
In this example, we explore the application of multi-

round inference to constrain a reduced set of gravita-
tional wave (GW) parameters. Our forward-modeled
data vector is constructed by merging the simulated
frequency-domain strain signals from each of the Han-
ford (H1) and Livingstone (L1) detectors. We employ
the IMRPhenomPv2 algorithm (Khan et al. 2016) with a
frequency resolution of ∆f = 0.125 Hz, resulting in an
input data vector of dim(x) = 2 × 7872. An illustra-
tion of this data vector is presented in Figure 8a for
clarity. We stress that, in contrast to likelihood-based
sampling methods implemented in Bilby (Ashton et al.
2019; Romero-Shaw et al. 2020), which only necessitate
the signal component of the forward model for the likeli-
hood computation, our ILI approach requires the inclu-
sion of noise realizations in the training data vector.
We illustrate a simplified application of LtU-ILI for

SNPE on GW signals, fixing parameters related to the
time and geometry of the detection and focusing on a
set of four parameters: chirp mass (M), mass ratio
(q), effective aligned spin (χeff) and luminosity distance
(dL). These parameters, chosen for their reduced cor-
relation and significance in GW parameter estimation
(e.g., Veitch et al. 2015; Vitale et al. 2017), are de-
rived from the masses of the coalescing objects – with
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Fig. 8.— Example parameter inference of a GW150914-like event as observed by the gravitational wave Hanford (H1) and Livingstone
detectors. (a) Example simulated gravitational signal. Top: Radiation polarizations h+ and h× in source frame. Bottom: Real part of
the strain and noise realization on Hanford (H1) detector frame. (b) Evolution of the log-probability for the multi-round GW inference
example using SNPE, i.e., the negative of the loss function in equation (4) for nr = 5 rounds. (c) Resultant posterior for a single run of
the multi-round SNPE inference on GW strain data. Contours are shown at 68% and 95% confidence intervals, and dashed lines indicate
the fiducial parameter values. The fake observation x0 was generated with the same simulator function as the training forward model.

M ≡ (m1m2)
3
5 /(m1 +m2)

1
5 and q ≡ m2/m1 ≤ 1 – and

spin characteristics (Racine 2008).
We established baseline values for our simulated

event x0 at {dL = 390 Mpc, q = 0.79,M =
30.2 M⊙, χeff = −0.09)}, akin to the GW150914 event
as detailed in the first column of Table 1 by Ab-
bott et al. (2016). Following the procedure described
in Karathanasis et al. (2023), the defined priors are
uniform ranging from [100.0 Mpc, 0.2, 12.0M⊙,−1.0] to
[1000.0 Mpc, 1.0, 45.0M⊙, 1.0], with narrower margins
for chirp mass and luminosity distance to facilitate a
straightforward example. For density estimation, we uti-
lize the sbi backend with a MAF and a 1D convolutional
embedding network, undergoing five rounds of training
with 1000 simulations per round.
Figure 8b illustrates the progression of the cumulative

posterior probability, as defined in Equation 4, as a func-
tion of training time. The noticeable increase in proba-
bility density for both training and validation datasets is
attributed to the model’s focus on learning the posterior
density near the target observation P(θ|x = x0). How-
ever, an early increase in validation loss during subse-
quent rounds suggests the potential for overfitting, indi-
cating the model’s limitations in gleaning further insights
from the simulation inputs. Sampling the posterior at
x = x0 depicted in Figure 8c, reveals that we are able to
constrain each of the four parameters around the fiducial
point. For this particular GW example, using LtU-ILI

allows us to parameterize the simulator (waveform ap-
proximant, number of detectors considered, geometry of
the detection, duration of the signal3, ...), the architec-
tures to train and the metrics to compute with one single
set of parameter files, thus making the organization and
replication of unified inference tests easier for this par-
ticularly difficult problem.

5.5. Inferring Dust Parameters

LtU-ILI is a practical tool for exploratory discovery,
especially useful for investigating novel datasets within
which likelihoods are not well-defined. In this applica-
tion, we study how different observables can be used
to constrain different degeneracies within galactic dust
models, and how their observational combinations can
be used to maximally extract information within an ILI
model. Dust makes up approximately 1% of the inter-
stellar medium, but reprocesses around 30% of stellar
emission (Silva et al. 1998). Understanding the proper-
ties of dust and its impact on observables is, therefore,
a key goal of galactic and extragalactic astronomy, and
a fundamental uncertainty in downstream cosmological
inference analyses (Crocce et al. 2016). Dust leads to
an overall reddening of the emission, parameterized by

3 Note, the frequency resolution is only determined by the time
duration of the signal, whereas the sampling rate only gives the
Nyquist frequency
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the optical depth and attenuation law; these are analo-
gous to the normalization and slope, particularly where
the latter is parameterized as a power law. Below we
show how these parameters can be inferred from obser-
vational properties using a simple dust model (Trayford
et al. 2015) applied to the Simba cosmological hydrody-
namic simulation (Davé et al. 2019) within an ILI frame-
work.
We first briefly describe our forward model for the stel-

lar emission and dust attenuation. We generated spec-
tra for all galaxies with stellar mass > 1010 M⊙ in the
Simba simulation using Synthesizer (Lovell et al. in
prep.)4. The integrated intrinsic stellar emission of each
galaxy was obtained by linking each stellar particle to
the BC03 stellar population synthesis models (Bruzual
and Charlot 2003) based on their age and metallicity.
We then modelled the dust attenuation as a wavelength-
dependent power law, with slope α,

T (λ, t) = exp

[
τ(t)

(
λ

λV

)−α
]

, (15)

where λV is the wavelength of the V band (550 nm).
Here the optical depth τ is dependent on the age of the
stellar population t; star particles younger than 10 Myr
are assumed to still reside within their birth clouds (BC),
and therefore experience an extra source of attenuation,

τ(t) =

{
τBC + τISM ; t ⩽ 10Myr

τISM ; t > 10Myr
. (16)

Assuming the same underlying stellar emission model,
we generated rest frame optical photometry in the g and
r bands for all galaxies in Simba for 1000 simulations
on a Latin hypercube, with flat priors on the parame-
ters in the range α ∈ [0.5, 2.0], τISM ∈ [0.01, 0.5] and
τBC ∈ [0.3, 1.5]. We then take these simulations and
measure the r-band luminosity function and the g − r
color distribution, and use these as our summary statis-
tics. We perform NPE using an ensemble of a MAF with
50 hidden features and five neural transformations and
an MDN with 50 hidden features and five mixture com-
ponents.
Figure 9 shows the posteriors on a test parameter –

data pair. We show results from training on just the lu-
minosity function, just the color, and the two combined.
It is clear that the overall normalisation of the luminosity
function constrains the ISM optical depth, τISM, whereas
the colour constrains the slope of the attenuation law,
α. When combined, these parameters are simultane-
ously tightly constrained. The birth cloud attenuation
has a more subtle effect on the luminosity function and
colour distribution, but the combination leads to tighter
constraints. LtU-ILI greatly simplifies the setup of the
inference pipelines used here, for rapid testing and com-
parison of combinations of data sources.

5.6. The Mass and Energy Loading of Galactic Winds

Lastly, we demonstrate how using custom embedding
networks within LtU-ILI can aid posterior recovery for
low signal-to-noise problems such as inferring parameters
of semi-analytic models of galaxy formation. One such

4 https://flaresimulations.github.io/synthesizer
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example is studying the poorly constrained role of feed-
back in regulating star formation and shaping the stellar-
to-halo-mass relation. Recently, Carr et al. (2023) and
Pandya et al. (2023) showed that supernova-driven galac-
tic winds can heat and stir turbulence in the circumgalac-
tic medium of dwarf galaxies and Milky Way-mass halos.
This can suppress the cooling and accretion of gas onto
galaxies thereby helping to regulate star formation. The
strength of this “preventative feedback” is controlled by
two wind parameters: the mass loading factor (ηM) and
the energy loading factor (ηE). Together, these describe
the specific energy of winds and summarize the fraction
of mass and energy produced by supernovae that leave
the galaxy and become available for large-scale heating.
Here we want to explore the connection between

ηM, ηE), and the stellar-to-halo-mass relation predicted
by numerous realizations of the next-generation semi-
analytic model sapphire (Pandya et al in prep.). The
model used here is more similar to Carr et al. (2023)
than Pandya et al. (2023) in that it neglects turbulence
and assumes purely thermal heating of the circumgalac-
tic medium (CGM) for simplicity. We assume that ηM
and ηE both follow power law scalings with halo virial
velocity Vvir (a proxy for halo mass):

ηM = AM

(
Vvir

125km s−1

)αM

(17)

ηE = AE

(
Vvir

125km s−1

)αE

(18)

Here, AM, αM, AE and αE are hyperparameters that
govern these power law scalings, and we have ignored any
redshift dependence. We generate 5,000 model realiza-
tions on a Latin hypercube by uniformly sampling combi-
nations of AM ∈ [0.01, 100], αM ∈ [−2, 2], AE ∈ [0.01, 1]

https://flaresimulations.github.io/synthesizer
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Fig. 10.— Inference of mass and energy loading parameters of sapphire semi-analytic model from sets of galaxy virial and stellar masses,

i.e., x = {(Mvir,M∗,
Mvir
M∗

)}nx
i=1. The left plots show contours of an example inferred posterior, while the right plots show the true values

vs. predictions across the full test set. Here, we utilize the fishnets architecture to aggregate sets of galaxy properties before performing
NPE. Posterior predictive plots show our NPE network is sensitive to both energy loading hyper-parameters but cannot learn the mass
loading hyper-parameters with the M∗ −Mvir relation alone.

and αE ∈ [−2, 2]. All other parameters of the model were
fixed to reasonable values following Pandya et al. (2023).
With these parameters, the system of ordinary differen-
tial equations describing the model (Equations 1, 2, and
4-8 of Pandya et al. 2023) is evolved using mass accre-
tion histories of 120 halos randomly selected from five
subvolumes of the TNG100 simulation (Pillepich et al.
2018). We find that this is a sufficient number of ha-
los to capture variations in the stellar-to-halo-mass rela-
tion with model parameters. We restrict to halos with
logMvir/M⊙ = 10 − 12.4 at z = 0, spanning the dwarf
and Milky Way regime in which supernova feedback is
thought to dominate.
As an embedding network, we use the fishnets archi-

tecture by Makinen et al. (2023) to extract what infor-
mation the stellar-to-halo-mass relation contains about
θ = (AM, αM, AE, αE). The output from each sapphire
realization is a set of nx = 120 independently-evolved
galaxies, i.e., x = {(Mvir,M∗,

Mvir

M∗
)}nx

i=1 where Mvir and
M∗ are the z = 0 halo mass and stellar mass, respec-
tively. The likelihood here is a product of each indi-
vidual galaxies’ likelihoods, L({xi}|θ) =

∏nx

i=0 L(xi|θ),
requiring an aggregation over heterogeneous data distri-
butions. Following the optimal fishnets formalism pre-
sented in Makinen et al. (2023), we embed data into neu-
ral score embeddings and Fisher weights, each parame-
terized by fully-connected networks of size [128, 128, 128]
with LeakyRelu activations before passing the weighted
scores to two NPE networks, a Neural Spline Flow
(Durkan et al. 2019) and a Gaussianization Flow (Meng
et al. 2020).
We show the resulting true parameter versus predicted

posterior plots in Figure 10. We find that galaxy en-
ergy loading factors are sensitive to halo and stellar mass

properties as expected, while mass loading factors prove
more difficult to constrain. This is consistent with Carr
et al. (2023) who showed that the stellar-to-halo-mass re-
lation is largely insensitive to variations in ηM but very
responsive to changes in ηE. The physical reason for
this is that increasing ηM leads to a higher CGM density
and enhanced cooling of gas back into the galaxy with-
out suppressing star formation, thus leading to a similar
M∗ −Mvir relation. Instead, increasing ηE can heat the
CGM, prevent gas accretion, reduce star formation and
alter the normalization and shape of the M∗ − Mvir re-
lation. Interestingly, for sapphire realizations run at
AM ≲ 0.25 there is some information available to con-
strain mass-loading parameters, which isn’t accesible for
high AM. LtU-ILI is able to capture this effect and
carefully estimate posterior error bars, demonstrating it’s
ability to calibrate inference both in low and high signal-
to-noise regimes. In the future, it will be compelling
to use fishnets to understand what additional galaxy
properties output by sapphire contain the information
needed to better learn both ηM and ηE.

6. DISCUSSION

ILI methods are guaranteed to recover the true poste-
rior under the assumptions that:

1. There is a sufficient amount of training data to
cover data and parameter space.

2. The training data or simulator is reflective of real-
ity.

3. The chosen neural architecture is sufficiently flexi-
ble to capture the data-parameter relationship.

Despite the best practices implemented in LtU-ILI, bi-
ases may occur when these assumptions are violated. Be-
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fore applying these approaches to real observational data,
it is crucial to understand these failure modes, as well as
how to build inference pipelines to be robust to them.
Below, we review important considerations provide qual-
itative guidance for using ILI in observational settings.
Firstly, model misspecification occurs when the data-

generating function for creating training data is poorly
representative of physical processes in the real world
(Cannon et al. 2022). This can cause an implicit model
to interpret the wrong data-parameter connection, re-
sulting in biased predictions. In astrophysics and cos-
mology, combating model misspecification often requires
running more realistic, high-resolution simulators which
can be more computationally demanding. In turn, this
reduces the number of available simulations, damaging
assumption (1). Alternative approaches include increas-
ing the noise model of a given simulation (e.g.,Modi et al.
2023), training NDEs with a conservative loss to inflate
uncertainties and counteract misspecification (e.g., Kelly
et al. 2023; Huang et al. 2023), or using latent functions
present within intermediate layers of the Bayesian hier-
archical model as diagnostics (e.g., Leclercq 2022).
A more direct approach to addressing model misspec-

ification is through Bayesian model comparison (Silva
et al. 1998; Handley et al. 2015). Given observational
data xo, this technique seeks to quantify whether a pro-
posed data-generating model M(θ) is reflective of re-
ality. This is often done through calculation of the
model evidence, p (xo|M), which, given an explicit likeli-
hood model L(x|θ,M), can be done numerically, though
requiring massive simulation budgets. Recent ILI ap-
proaches using the harmonic mean estimator (McEwen
et al. 2021; Spurio Mancini et al. 2023) or Evidence Net-
works (Jeffrey and Wandelt 2024) have been shown to
greatly accelerate these calculations. They also allow us
to learn distributions implicitly from simulations, elimi-
nating the need for explicit likelihoods. These novel evi-
dence estimators are a natural addition to LtU-ILI and
are planned for a future release. When implemented,
these techniques will allow users to form quantitative ar-
guments to addressing model misspecification.
Secondly, even for well-specified models, ILI methods

may overfit and suffer from poor out-of-sample perfor-
mance when training data is limited. This behavior
has led to recent discussion as to whether ILI methods
are systematically overconfident (Hermans et al. 2022).
PIT tests (Section 2.5) on independent validation sets
are a useful diagnostic tool for detecting overconfidence.
For a fixed simulation budget, this problem can be mit-
igated through the use of ensembling (Hermans et al.
2022). Ensembling averages the predictions of multiple,
independently trained models together, naturally inflat-
ing predictive uncertainty to account for epistemic bias
(Lakshminarayanan et al. 2017). Alternatively, approxi-
mate Bayesian neural networks (Blundell et al. 2015; Gal
and Ghahramani 2016) seek to constrain posteriors over
model parameters during training, which they then sub-
sequently propagate to model outputs to increase poste-
rior variance. Lastly, once a model has been trained, its
predictions can be reweighted through frequentist recal-
ibration (Masserano et al. 2022) which guarantees accu-
rate posterior coverage over held-out test data. While
approximate Bayesian networks and frequentist recali-
bration are not yet implemented in LtU-ILI, their inte-

gration is considered for future versions of the codebase.
Overfitting can also be calibrated through careful hy-

perparameter selection. Choices of input data, neural
architectures, and training procedures all play a quan-
tifiable role in the final accuracy and out-of-sample bias
measured in an ILI model. Oftentimes, selection of hy-
perparameters is a trade-off between choosing a flexi-
ble, expressive model which produces high-accuracy but
is prone to overfitting, against a shallow, weaker model
with more generalizable predictions. This is commonly
referred to as the ‘bias-variance tradeoff’ (Belkin et al.
2019), and can be interpreted as placing assumptions (1)
and (3) in direct tension. To address this, practitioners
often perform automated searches over hyperparameters
to find configurations which minimize variance within a
given bias tolerance. Often, these searches are acceler-
ated through the use of Bayesian optimization tools such
as optuna (Akiba et al. 2019). These can be used to
motivate ILI design choices directly from data, a neces-
sary step for scientific studies. In the LtU-ILI reposi-
tory, we provide examples of hyperparameter optimiza-
tion through grid searching, and we plan to link LtU-ILI
to optimal search tools such as optuna in future itera-
tions.
Lastly, implicit inference can be very challenging

in the high-dimensional parameter regime (i.e., when
dim(θ) ≫ 100). As the dimensionality of θ increases,
the number of parameters necessary to specify a highly-
correlated posterior increases exponentially. This prob-
lem is of particular relevance in astrophysics and cosmol-
ogy, in which we often would like to infer voxelized 2D or
3D fields (e.g., Jasche and Wandelt 2013; de Andres et al.
2024). Recent empirical evidence suggests that Moment
Networks (Jeffrey andWandelt 2020) and diffusion-based
generative models (Song et al. 2020; Legin et al. 2024) are
remarkably effective neural architectures for these tasks.
Though LtU-ILI does not currently include these mod-
els, we intend to implement them in future work.

7. CONCLUSION

In conclusion, we have introduced LtU-ILI, a com-
prehensive framework designed for implicit inference in
scientific applications. LtU-ILI provides extensive rou-
tines to facilitate the training of neural networks for re-
gression posterior inference, aimed in particular at cases
in which the likelihood is intractable. The code encapsu-
lates best practices and state-of-the-art models, ensuring
adaptability to a broad spectrum of scientific domains.
By consolidating the training, testing, and robustness
assessment of ILI models into a unified, modular pack-
age, LtU-ILI streamlines the process of addressing novel
inference problems while providing for production-level
inference and hyperparameter searches, making it acces-
sible to researchers both experienced and novice.
This manuscript is designed to serve as a reference doc-

ument for future applications of LtU-ILI. In summary,
we record detailed theoretical descriptions of every flavor
of ILI (Section 2), describe the important functionalities
of the codebase (Section 3), and provide guidance for ex-
perimental design amidst a broad landscape of estimators
(Section 2.3) and backends (Section 3.4). We also have
provided benchmarks and science examples on a variety
of astronomy and cosmology inference problems. Our re-
sults demonstrate that LtU-ILI yields competitive con-



LtU-ILI 19

straints on both synthetic and real science examples, in-
dicating that these methods are ready out-of-the-box for
application to new problems.
Looking ahead, we aim to apply this framework to

modern analyses of the problems described in Section 5,
with an emphasis on observational applications to survey
data from surveys such as SDSS, Planck, VRO, Euclid,
DESI, and JWST. We aim to provide exhaustive bench-
marks on these problems, contributing to the formaliza-
tion of machine learning analyses in astronomy and be-
yond. We also intend to integrate LtU-ILI with state-of-
the-art hyperparameter tuning (e.g., Akiba et al. 2019)
to provide an automatic, yet principled way for doing
model selection, as in Choustikov et al. (2024). This
includes developing and implementing consolidated met-
rics for calibrating posterior coverage (e.g., Zhao et al.
2021; Lemos et al. 2024), to guarantee accurate poste-
rior coverage through hyperparameter search. An alter-
native approach is to implement recalibration methods
(e.g., Masserano et al. 2022) which correctly calibrate
posteriors given an independent validation set.
We note that, while the current release of LtU-ILI is

extensive, we hope to further improve the toolkit by in-
corporating additional Bayesian machine learning meth-
ods. For example, we do not currently include newer
ILI procedures such as Truncated Marginal Neural Ratio

Estimation (TMNRE; Miller et al. 2021, 2022) or score-
based diffusion networks (e.g., Sharrock et al. 2022; Dax
et al. 2023; Linhart et al. 2024), each of which has been
shown to greatly improve upon the benchmarks that were
investigated in Section 4. Also, during the development
of this work, nbi (Zhang et al. 2023) was released as
a neural posterior estimation toolkit focused on spec-
troscopy and light-curve analysis. Though we do not
directly integrate nbi, we remark that the functionality
of nbi is already encompassed and extended by LtU-
ILI. Lastly, a major future addition to LtU-ILI will in-
volve integration with implicit evidence estimators such
as Evidence Networks (Jeffrey and Wandelt 2024) and
harmonic (McEwen et al. 2021; Spurio Mancini et al.
2023). With these features, users will be able to do
Bayesian posterior inference and model comparison, all
within one interface. We reserve implementation and
analysis of each of these improvements to future work.

We thank Rosa Malandrino, Niall Jeffrey, and Justin
Alsing for useful comments and suggestions on devel-
oping the codebase and writing the manuscript. This
project was developed as part of the Simons Collabora-
tion on “Learning the Universe.” The Flatiron Institute
is supported by the Simons Foundation.
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C. Rodriguez, C. Röver, T. Sidery, R. Smith, M. Van Der
Sluys, A. Vecchio, W. Vousden, and L. Wade, Phys. Rev. D
91, 042003 (2015), arXiv:1409.7215 [gr-qc].

S. Vitale, R. Lynch, V. Raymond, R. Sturani, J. Veitch, and
P. Graff, Phys. Rev. D 95, 064053 (2017), arXiv:1611.01122
[gr-qc].
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