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ABSTRACT

Teleoperated robots are increasingly being used in construction sites, but there is still a need
for better human-robot interfaces. Auditory feedback using sonification has commonly been used
to complement visual feedback in teleoperation applications. However, it is not yet well
understood how operational and environmental sounds can support operators in complex tasks
such as construction machine operations. In this paper, we describe the development of a virtual
environment to assess the impacts of operational and environmental sounds on operators’
performances and cognitive loads during teleoperated demolition. Our goal is to examine
whether different levels of operational and environmental sounds can increase the workers’
situation awareness, operational efficiency, and safety performance. Alternatively, we anticipate
that some environmental noises may negatively affect the operators’ performances by increasing
their mental workload and stress levels. Consequently, we plan to evaluate the effectiveness of
including audio filters that minimize unwanted sounds while prioritizing desired sounds.

Keywords. Auditory feedback, demolition, human-robot interfaces, operators’ performance,
teleoperation.

INTRODUCTION

The construction industry is experiencing a significant increase in the number of robots
deployed on- and off-site. In most cases, these robots are not entirely autonomous and require
different degrees of operator assistance depending on the task, the robot, and the user interface.
As a result, remotely operated and teleoperated robots (i.e., operated within the operator's field of
view or through a screen, respectively) are the most common types of robots used in construction
sites. Specifically, for teleoperated robots, although many safety benefits have been associated
with their usage, operational performance-related challenges remain. Among them, reduced
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situation awareness, productivity, and increased mental workload have been identified because
of the physical separation between the operator and the task site (Rea and Seo 2022).

One potential benefit of teleoperation in construction is related to the reduced exposure of
operators to environmental noise. The construction industry is among the industry sectors with
the highest levels of occupational noise exposure, with 51% of the workers reporting being
exposed to hazardous noise conditions in their worksites (Kerns et al. 2018). Although the risk of
incident hearing loss among construction workers has decreased since the 1980s due to safety
regulations, the construction industry still has one of the highest prevalence and incidence rates
of workers' hearing loss among all industry sectors (Masterson et al. 2015).

Not only is environmental noise associated with hearing loss and other health problems such
as heart disease and insomnia, but it can also affect the operators' cognitive performance and
attention levels (Ke et al. 2021). For example, environmental noise can affect robot operators'
task performances and increase task completion times, and total distance traveled for the robot's
end effectors, especially in more complex tasks (Siu et al. 2010). Also, environmental noise
associated with construction tasks has been shown to affect the physiological response (i.e., heart
rate, respiratory rate, and electrodermal activity) of people exposed to these noises, which varies
depending on noise types and exposure duration (Mir et al. 2023).

In teleoperation applications, as the auditory feedback from the site is provided through
speakers or headphones, the operators have more control over the sound levels they experience
during the task. In many applications, however, auditory feedback is not provided or only
provided as non-speech sounds (e.g., alarms, beeps) that indicate potential collisions or hazards.
There is, however, a potential that including some operational and environmental sounds in
teleoperation interfaces for construction machines may increase the workers' situation awareness
and, consequently, their operational and safety performances. In this study, we describe the
development of a virtual environment designed to study the impacts of providing operational and
environmental sounds to construction robot operators in teleoperation applications. Specifically,
we focus on understanding the effects of operational and environmental sound on the operators'
psychophysiological responses and operational and safety performances. The virtual
environment aims to replicate a teleoperation interface for a demolition robot being used to
demolish concrete elements in a multistory building.

RELATED WORK

One of the main issues associated with using teleoperated robots is the decoupling between
the operators' natural perception processing and the physical environment because the operator is
removed from the job site (Fu et al. 2015). This decoupling can affect the operators' performance
and their sense of telepresence (i.e., the feeling of being present at the site) and agency (i.e., the
feeling that they cause the motions of an object), for example. Existing research shows that
including auditory feedback in teleoperation interfaces can overcome this issue to some extent
and increase the operators' sense of presence, task performance, and engagement (Khenak et al.
2018) and sense of agency (Morita et al. 2022).

The inclusion of auditory feedback in teleoperation workstations can also benefit the users'
operational and safety performances. Relative to operational performance, existing studies show
that auditory feedback increased the operators' spatial positioning performance and accuracy in
manipulation tasks (Triantafyllidis et al. 2020). Also, voice and ping signals in teleoperation
workstations have been associated with increased accuracy in spacecraft proximity operations
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(Harder et al. 2016). Relative to the impact of auditory feedback on the user's safety
performance, existing studies show evidence of improved hazard recognition performance and
safer behavior during task execution after the inclusion of background sound in the user interface
(Lu and Davis 2018; 2016). Including auditory feedback in the user interface has also been
shown to reduce operators' levels of mental workload (Bremner, Mitchell, and McIntosh 2022).
Finally, including auditory feedback may also be associated with reduced distractions and
increased task engagement as it masks sounds from the environment where the operator is
located (Lu and Davis 2018; 2016).

Despite these results, it is not always the case that including auditory feedback necessarily
leads to improved operational and safety performances. Many of the studies presented in this
section did not find significant differences in the users' sense of telepresence or operational and
safety performances after the inclusion of auditory feedback (e.g., Bremner, Mitchell, and
Mclntosh 2022; Harder et al. 2016; Morita et al. 2022). In other cases, the study could not find
evidence that the inclusion of auditory feedback affected the users' perceived levels of mental
workload or usability of the interface or the number of errors and completion times associated
with the task (Triantafyllidis et al. 2020). In more extreme cases, the inclusion of auditory
feedback even led to operators' discomfort, as perceived by the users trying to turn down the
headphones' volume or remove them when exposed to sounds around 85 dBA (Lu and Davis
2016).

The common practice in teleoperation interfaces that include auditory feedback is to use
sonification, i.e., non-speech acoustic signals that convey information about the task or the
environment. These signals may be used to indicate the speeds of the robot's movements (e.g.,
Morita et al. 2022), warnings, notifications, and interactions of the manipulated objects with the
environment (e.g., Triantafyllidis et al. 2020), and the risks associated with radiation, collisions,
and overloading the robot (e.g., Bremner, Mitchell, and McIntosh 2022). It is also usually the
case that these applications are based on virtual reality or simulations, in which cases the
designers of the virtual environment can control the types of elements interacting with the robot.
However, accounting for all elements that can interfere with the task and potentially create
problems during teleoperation can be a more complex issue for real construction sites where
unstructured and dynamic conditions occur.

In construction applications, there is a potential that operational and environmental sounds
can provide key operational and safety information that can increase the users' situation
awareness and, consequently, their operational and safety performances. Among the few studies
in the construction industry that used actual construction audio clips to study the impacts of their
inclusion on the user's safety performance, Lu and Davis (2018; 2016) studied the implications
of salient and background sounds on the users' hazard recognition performances. These studies,
however, were not sufficiently powered and failed to identify some significant effects.

METHODS

Task Description. The selected task for the virtual environment was the demolition of
concrete walls and slabs in one room of a four-story building. This was intended to allow the
users to experience the demolition of vertical and horizontal elements using the breaker. In the
simulations, the users were provided with information about the elements that required
demolition, but they had the freedom to determine the sequence of operations.

Robot Description. The Brokk 110 demolition robot (Figure 1 (a)) was selected for the
virtual environment described in this paper. This machine is a compact, remotely operated
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demolition robot. The robot was originally designed to be remotely operated, which is done
through its SmartRemote™, with the operators located on-site and the robot located within their
fields of view. In the virtual environment, the robot was adapted to be teleoperated through a
computer screen (Figure 1 (b)). Five cameras and a microphone were attached to the simulated
robot's body in locations that mimic potential locations for these sensors in the actual robot.
Although the manufacturer provides a variety of end-effectors for the robot, only the breaker was
included in the virtual environment to simplify the training and subsequent experimental
sessions.

Figure 1. (a) Remotely operated Brokk 110 and (b) teleoperated Brokk 110 (3D model).

Proposed Workstation. The proposed workstation (Figure 2) consisted of an Intel® Core™
17-11800H @ 2.30 GHz, 32 GB RAM laptop with an NVIDIA GeForce RTX 3080 Laptop GPU
16GB GDDRG6, a 27 inches computer monitor, two ambidextrous joysticks (model Thrustmaster
T.16000M Space Sim Duo Stick), and an immersive cinematic 3D audio headset (model Audeze
Mobius Spatial Audio Gaming Headset). The laptop and screen were mounted on an electric
height-adjustable desk, and the joysticks were attached to the arms of an ergonomic office chair.

| L]

Computer Screen

4 Adjustable Desk Adjustable Chair )

Figure 2. Proposed teleoperation workstation.

Virtual Environment Features. The virtual environment was developed using the Unity
game engine. All possible motions of the actual robot were reproduced in the simulated robot,
including turning the engine on/off, driving and turning the robot, moving the outriggers, slew
system, arm system, and breaker, and activating the breaker. In the virtual environment, the
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operators were able to regulate the robot's speeds through the joysticks' movements. The robot
was represented by a physical object interacting with other objects in the scenes. It was also
subject to the effects of gravitational forces, which could lead the robot to fall if it moved over a
hole in the floor or an edge of the building. In the proposed teleoperation interface, the robot
could be in two modes: transportation and operation. In the transportation mode (Figure 3 (a)),
which was used to drive the robot and control its outriggers, the users were provided with views
from the five cameras installed in the robot (i.e., front, rear, left, right, and bird's eye).
Alternatively, in the operation mode (Figure 3 (b)), which was used to control the robot's arms,
the users were provided with one camera that followed the breaker as it moved.

MODE: TRANSPORATION MODE; OPERATION

(b)
Figure 3. (a) Transportation mode and (b) operation mode interfaces.

The demolition behaviors of the elements in the scenes were simulated using the Rayfire
plugin, a plugin commonly used by movie and video game studios to create visual effects. As a
result, during the demolition tasks, individual pieces of the concrete walls, slabs, columns, and
beams dynamically reacted to the forces applied by the breaker. When these forces overcame the
damage threshold for each piece of concrete, the piece was detached from the structural element
and was affected by gravitational forces and interactions with other objects in the scenes. These
pieces also interacted with the rebar in the structural elements in the virtual environment.

The virtual environment included sound effects that emulated the sounds of the robot and the
environment. These sounds were mapped to each component of the robot, workers, other
construction equipment and tools present in the scenes, traffic, and collapsing elements. Using an
immersive 3D audio headphone allowed the users to localize the sound sources in the virtual
environment, which could be used to increase the operators' situational awareness (e.g., hearing
collapsing elements or approaching workers). As mentioned, a microphone was attached to the
simulated robot so the operator could perceive the distance and location of the sound sources
relative to this microphone.

Operations and Safety Training: To help the virtual environment users get familiar with
the control and safety mechanisms of the robot, a training module was included in the virtual
environment. During the operations training (Figure 4 (a)), the users learned how to turn the
robot on/off, drive it, position its outriggers and arms, and use the breaker. During the safety
training (Figure 4 (b)), the users learned about the safe operation of the robot, which included
avoiding collisions, avoiding flipping the robot or falling through holes or over the edges of the
buildings, and reacting to collapsing elements and workers/objects entering the demolition areas.

Virtual Environment Sound Conditions. The virtual environment included three different
sound conditions: no sound, full sound, and filtered sound. In the no sound condition, the users
did not receive any auditory feedback throughout the simulations. This condition replicated the
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current state of many existing teleoperation interfaces used in construction that do not provide
auditory feedback from the site to the operators. In the full sound condition, the sounds from the
robot, other equipment, workers, and traffic, among others, were provided to the users.
Differences in the sound levels from different objects were a function of the reported sound
levels for these objects in the literature and the relative distances between these objects and the
microphone installed in the robot. This condition replicated existing teleoperated interfaces that
provide auditory feedback from the site to the operators through microphones installed on the
robot or on-site. Finally, in the filtered sound condition, the users received the same types of
sounds as in the full sound condition; however, the robot's operational sounds and uninteresting
environmental noise, such as traffic, were filtered to reduce their sound levels. Thus, the filtered
sound condition prioritized sounds that indicated approaching equipment, workers, and
collapsing elements. Operational sounds from the robot, which indicated the operating conditions
of the robot, were reduced but not eliminated. This condition simulated a proposed teleoperation
interface in which certain sound types were prioritized to potentially increase the operator's
situation awareness and hazard recognition ability.

Figure 4. (a) Operation training and (b) safety training.

For both the full sound and filtered sound conditions, sound effects collected from real
construction sites were mapped to each element in the scenes. For example, for every movement
of the robot's components, an audio source was played whenever the component was used.
Audio sources were also linked to other objects in the scenes, such as construction equipment
and tools, workers, and traffic. In the virtual environment, various audio mixers were used to mix
and output the audio sources and to adjust the sound levels from each source. Audio effects (e.g.,
attenuation) were added to modify the audio mixers. The Unity Audio Spatializer SDK was used
in the virtual environment to support audio spatialization. The perception of the spatial audio
features was done through the 3D audio headset, which uses a direct Head-Related Transfer
Function (HRTF) that the Unity Audio Spatializer SDK supports. Figure 5 presents a schematic
representation of the audio features of the virtual environment.

Measures of Interest. As presented, the virtual environment was designed to serve as a
testing ground in studies that aim to assess the impacts of operational and environmental sounds
on the operators' psychophysiological responses and operational and safety performances.
Among the psychophysiological measures of interest, electrodermal activity and heart rate were
used to indicate cognitive load and stress. Operational performance metrics included
productivity, time to complete the task, and the number of collisions between the robot and other
objects. Safety performance metrics included safety behaviors during operations and the reaction
times after accidental collapses or workers entering the demolition areas.
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Figure 5. Schematic representation of the audio features of the virtual environment.

Except for the psychophysiological measures, all other measures were directly implemented
in the virtual environment. For performance metrics such as time to complete, productivity,
number of collisions, and reaction times, scripts generated a report at the end of each session.
The movement of the joysticks on the x-y axes and the speeds of the robot and its arms were
collected as time series data. Finally, subjective assessments were also included in the virtual
environment. Situation awareness was assessed using the Situation Awareness Global
Assessment Technique (SAGAT), workload was assessed using the NASA Task Load Index
(NASA-TLX), and anxiety was assessed using the 6-item Spielberger State-Trait Anxiety
Inventory (STAI).

CONCLUSIONS AND FUTURE WORK

In this paper, we described the development of a virtual environment for teleoperated
demolition robots to be used to study the effects of operational and environmental sound on the
operators' psychophysiological response and operational and safety performances. Future
research efforts involve testing the virtual environment with an appropriate sample size and
validating the study results using the interface being developed for the actual teleoperated
demolition robot.
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