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ABSTRACT: The MajorANA DEMONSTRATOR Was a search for neutrinoless double-beta decay (0vS/5)
in the 7°Ge isotope. It was staged at the 4850-foot level of the Sanford Underground Research
Facility (SURF) in Lead, SD. The experiment consisted of 58 germanium detectors housed in a low
background shield and was calibrated once per week by deploying a 2?8Th line source for 1 to 2
hours. The energy scale calibration determination for the detector array was automated using custom
analysis tools. We describe the offline procedure for calibration of the DEMONSTRATOR germanium
detectors, including the simultaneous fitting of multiple spectral peaks, estimation of energy scale
uncertainties, and the automation of the calibration procedure.
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1 Introduction

Neutrinoless double-beta decay (Ov8p) is a hypothetical, rare nuclear process in which two neutrons
in a nucleus simultaneously decay and emit two electrons but no neutrinos. The discovery of
this decay would play an important role in understanding the Universe and physics beyond the
Standard Model of particle physics. It would demonstrate the Majorana nature of neutrinos [1, 2]
and lepton number violation [3, 4], which may provide a mechanism for generating the matter-
antimatter asymmetry of the Universe [5]. Several experiments have placed limits on the half-life
of this process beyond 10?° years [6—10] and larger experiments are being developed with half-life
discovery potentials of up to 10?8 years [11-13].

Some of these recent and planned experiments consist of arrays of solid-state detectors with a
total mass of 10 to 1000 kg, including the MajorANA DEMONSTRATOR, GERmanium Detector Array
(GERDA) [7], Large Enriched Germanium Experiment for Neutrinoless 85-Decay (LEGEND) [11]
and Cryogenic Underground Laboratory for Rare Events (CUORE) [9, 14]. With typical detectors
each having a mass of order 1 kg for these experiments, the accurate calibration of a large number
of detectors is an important issue for timely analysis of data. Since OvS experiments consist of a
search for a relatively narrow peak in an energy spectrum, the corresponding energy uncertainty is
a key experimental parameter that must also be estimated.

The DEMONSTRATOR experiment was composed of 58 high-purity germanium (HPGe) detec-
tors, using the Broad Energy Germanium (BEGe), P-type Point Contact (PPC) [15, 16], and Inverted
Coaxial Point Contact (ICPC) [17] detector geometries. These detectors were divided between two
independent cryostats, which were built and deployed sequentially.

The first cryostat (Module 1) operated from Jun. 2015 to March 2021 with 20 PPC germanium
detectors (16.8 kg) enriched to 88% in 76Ge [18] and 9 natural BEGe detectors (5.6 kg). The second
cryostat (Module 2) operated from August 2016 to November 2019 with 15 enriched PPC detectors



(12.9 kg) and 14 natural BEGe detectors (8.8 kg). Module 2 was upgraded and operated from
September 2020 to March 2021 with 4 enriched ICPC detectors (6.7 kg), 9 enriched PPC detectors
(7.4 kg), and 14 natural BEGe detectors (8.8 kg).

The cryostats and detector support structure were constructed from ultra-low background
materials, including underground electroformed copper and polytetrafluoroethylene. These were
installed within a graded, low-background shield [19—-21]. The ??8Th line source deployment system
integrated into the cryostat modules, used in the calibration, was thoroughly described in ref. [22].

Charged particles and photons that deposit energy in a Ge detector create charge clouds that
are collected by a charge sensitive amplifier circuit consisting of a low-mass front end (LMFE)
board connected to the point contact of each detector. In the DEMoNsTRATOR, the LMFE output
was connected to a preamplifier card placed outside of the shielding. Each detector signal was
divided between two preamplifier channels with different gain factors, x10 for the high gain and
x3 for the low gain. The complete readout system was described in ref. [23]. The digitization
process, threshold estimation, corrections for ADC non-linearities [24] and charge trapping in the
crystal were described in ref. [25]. From these corrected waveforms, after trapezoidal filtering, we
estimated the uncalibrated energy and other energy estimators.

The DEMoNSTRATOR data were divided into several separate datasets based on significant mod-
ification of experimental configuration during construction and commissioning, such as installation
of copper shield, installation of new modules, integration of data acquisition (DAQ) system, etc.
The details of our dataset organization have been described in ref. [21]. The DEMONSTRATOR was
calibrated once per week for 60 to 120 minutes per module in order to minimize the systematic error
from calibration drift and maximize the physics data taking period, as well as to monitor the detector
stability. The length of the calibration period increased over the life of the experiment to compen-
sate for the decrease in the 2?Th source strength due to its 1.9 year half-life. Approximately every
2 months, the DEMONSTRATOR also recorded calibrations of up to 17 hours for each module, referred
to as long calibration runs. These runs provided the statistics necessary for tuning the pulse-shape
discrimination parameters used to reject multisite events [26] and surface alpha events [27]. We
calibrated the energy spectrum by matching the true energy of known y-rays emitted in the 2*Th
decay chain with the positions of peaks in the uncalibrated energy spectrum.

This paper describes the determination of the energy calibration in the MajorRANA DEMONSTR A-
Tor search for OvBg [10, 21, 28]. The excellent energy resolution of the large Ge semiconductor
detectors in this experiment was critical to the search for OvSg. Instrumental fluctuations over time
can lead to small changes in the calibration. If these changes are tracked through regular calibration
measurements, the experiment can maintain excellent resolution over several years of operation.
The overall energy resolution (full width at half maximum, FWHM) that we have achieved is
2.52 +0.08 keV at 2039 keV [10], the lowest among the current OvSS experiments.

We describe the offline calibration procedure and the analysis tools used to accurately estimate
the energy of events. Section 2 describes the procedure for fitting peaks in the measured calibration
spectra, which is the first step to obtain the uncalibrated energy values of the gamma peaks. Section 3
describes the procedure to calibrate the energy scale of the MajoraNA DEMONSTRATOR and section 4
describes the estimation of the associated systematic uncertainties.

This procedure can be efficiently used for the next generation experiments with hundreds of
germanium detectors, such as the Large Enriched Germanium Experiment for Neutrinoless 5
Decay (LEGEND) [11].



2 Single- and multi-peak shape fitting

An energy calibration can be performed by measuring moments of spectral peaks or by fitting a
Gaussian distribution to the peaks. The principal ingredient is a Gaussian function

AQ - fie = fue) (_ (E - u)z)

G(E) =
(E) N 752

2.1

where,
* 1 = mean of Gaussian function,
* o = standard deviation of Gaussian function,
* A = peak area; total number of counts in the Gaussian and tail functions, and

* (1 - fLe — fue) is the fraction of the total peak area in the Gaussian function, where fi g and
JuE are the fraction of the total area taken up by the low energy (LE) and high energy (HE)
tails subject to the constraint that

O<fig+ fue <1
as defined in equation (2.2) and following.

HPGe detector peaks often have features such as low energy tails and steps underneath the
peaks that can introduce biases in calibration parameters obtained using a simple Gaussian function,
degrade energy resolution by misaligning peak shapes or result in inaccurate estimates of the
detection efficiency for a chosen region of interest. The tail functions are represented by the
exponentially modified Gaussian function, in which an exponential distribution with tail length v, is
convolved with a Gaussian using the same parameters as the Gaussian peak shape component, such as
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where,

* a=LE(+), HE(-), the signs of which correspond to the choice of + above, and

* yLE or ygg = decay constant of the LE/HE tail exponential.

Reduction in charge collection because of trapping in the detector bulk can produce a low energy
tail. Imperfect deconvolution of the electronics response function by the pole-zero correction can
produce either a high or low energy tail. The low energy tail was reduced, and the high energy tail
made negligible, through optimizations in energy estimation described in [21].

A step background is produced by low angle scattering of y rays resulting in small energy loss
prior to full absorption in the detector, and by degradation in charge collection in the transition
region between the surface dead layers and the detector bulk,

E_,J)

23
Voo (2.3)

AH
S(E) = > % erfc (

in which



* H, = height of step background as a fraction of the peak area.

Gamma peaks in Ge detectors are commonly fit using a combination of these functions. The
model used to describe the DEMONSTRATOR calibration gamma peaks was composed of the ana-
Iytic functions just discussed in equations (2.1), (2.2), and (2.3) that have been used to fit HPGe
data [29-31].

When modeling real data, a quadratic background function (BG(E)) was added to the peak
shape function:
BG(E) = qu(E —Ecen) +mPi1(E = Ecepn) +b (2.5

where E., is the center of the energy domain this function is being fit on, and P; and P;
are Legendre polynomials. The parameters that are allowed to float while fitting are b, a flat
background component, m, the coefficient of the linear component, and ¢, the coeflicient of the
quadratic component.

The full background model was quadratic; however, we often used a linear background (fixing
g to 0) or flat background (fixing m and g to 0). The choice of background model was based on the
amount of statistics in the data used for a fit; for example, around the 2615 keV 28Tl peak in the
calibration spectrum, there are usually too few counts to use a quadratic or linear model. BG(E) was
defined only in a limited range of energies centered around E..,, selected to be large enough that
the background function contributions were separable from peak contributions, but small enough
that a quadratic model was a valid approximation of the data. Thus, we modeled background around
a single peak by summing equations (2.4) and (2.5), resulting in a model with up to 11 parameters.

Our first approach (Algorithm 1) to fitting energy peaks in a histogram was to fit each peak
separately. In fitting a single peak, we computed the fitting function and numerically evaluated
properties of the model peak such as the centroid and the FWHM. A Poisson negative log-likelihood
(nLL) compared this model to a histogram of the energy for the purpose of fitting; in order to improve
the speed and reliability of this process, we analytically computed the parameter gradients of the
fitting function. The MINUIT fitting package MIGRAD algorithm [32, 33] was used to perform
maximum likelihood fits. We utilized an additional fitting algorithm to perform multiple fits with
different sets of parameters enabled, using the Akaike Information Criterion (AIC), which penalized
the addition of parameters to a model in order to avoid overfitting [34]. This algorithm first performed
fits, with the flat and step background components enabled, of peaks with different functions in the
following sequence: 1. G(E), 2. TLg(E), 3. Tue(E), 4. G(E) + T g(E), 5. G(E) + Tyg(E), and
then 6. G(E) + TLg(E) + Tur(E). After rejecting fits that failed to converge, the best fit according
to AIC was chosen and fit with a flat, linear and/or quadratic background, and the best overall fit
among these was used. Figure 1 shows an example of this model with a quadratic background fit to
data around a 2615 keV 28TI combined peak from all detectors and all datasets.

This fitting algorithm worked well for many energy calibration purposes. However, fitting
single peaks in the energy calibration spectra had several limitations. First, calibration data taken
using a 2?8Th source had several peaks that are too close together to use a single peak model.
For example, one of the most prominent peaks, at 239 keV, was right next to another at 240 keV.
Second, for peaks with a poor signal to background ratio, correlated errors between different
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Figure 1. The peak shape model fitted using “Algorithm 1” applied to the 2615 keV 2°®TI peak, combining
data from all detectors in all datasets in ref. [21]. The peak shape function (solid red) included Gaussian
(short-dash black), low energy tail (dot magenta) and step functions (dash-dot green), as well as the quadratic
background. The FWHM of the peak is 2.95 keV. By fitting multiple peaks in the calibration spectrum, we
can calculate a FWHM of 2.5keV at the 2039 keV Q-value for OvBS. The exclusion of a high-energy tail
was automatically selected by comparing AIC (Akaike Information Criterion) for various models. The figure
was modified from [21]. Reprinted (figure) with permission from [21], Copyright ©(2019) by the American
Physical Society.

parts of the peak, such as the step and LE tail, can result in inaccurate fits. Occasionally, the
model parameters determined using this sequential algorithm based on the AIC varied significantly
because of statistical fluctuations in the peak shape. This would cause the systematics of detector
response versus energy to be inconsistent. While single peak fits were useful in some circumstances,
a simultaneous fit to multiple peaks helps reduce these difficulties.

To improve the reliability of our energy calibration process, we developed an algorithm (Algo-
rithm 2) in which multiple peaks were simultaneously fit using a multilevel model, meaning each
peak’s model parameters are calculated from a smaller set of hyper-parameters that describe each
model parameter as a function of the peak energy. This involves dividing the calibration spectrum
into separate energy regions, j, containing one or more peaks, i, each of which corresponds to a
gamma ray of known energy, E;, from the calibration source,

R (E) = Z PS;(E) + BG;(E) 2.6)

Each region had an independent set of three background parameters, and each peak shape function
PS;(E) had its own set of peak shape parameters (A;, u;, 0, fLE/HE,i>» YLE/HE,; and H ;). These
were either calculated from a parametric function of the physical peak energy and corresponding
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Figure 2. At the top, combined energy spectrum including all data recorded with all detectors during 228Th
calibration runs from one of our data subsets containing 8 months of data (top panel). The Algorithm 2
multi-peak fitter was used to fit a collection of 24 peaks, and the FWHM energy resolution computed as a
function of energy (middle panel). This function was used to compute the FWHM energy resolution for each
peak, and at the 2039 keV Q-value of Ov3f in °Ge. A second fit was performed floating the peak width
parameters, and used to compute the residuals and uncertainties for each peak (bottom panel). These residual
measurements were used to perform studies of systematic errors in the DEMONSTRATOR’s energy estimation.
Points with large residuals were mostly very small peaks on the shoulder of larger peaks.

hyper-parameters, or they were floated independently for each peak. For the sake of clarity, we use
bold-face for hyper-parameters. The peak shape parameters typically depended on energy of the



gamma ray, E;, as follows:

A; = A, 2.7
Mi = po+ 1 E; (2.3)
o = \/0'02 +01%E; + 0'22El.2 (2.9)
YLE,i = YLE,0 + YLE1E; (2.10)
fiei = fLEO (2.11)
YHE,i = YHE,0 + YHE,1Ei (2.12)
JHE,i = fHE,0 (2.13)
Hy;= }II;Z’“ + Hy E7O5 (2.14)

i

While the model used was empirical, the origin of the hyper-parameters can be understood from
physical sources. pg and pp represent the energy scale calibration constants for the detectors. o and
YLE/HE,0 arise from electronic noise, o from the detector Fano factor, and o, and yyg/ug,1 from
sources of broadening such as charge trapping. The first component of the step height model Hg
arises from small angle scattering of gammas before absorption by detectors. The E? dependence
of this can be analytically derived [35]. The second component of the step height Hj ; arises from
the detector dead layers. The E~-8 proportionality was derived by varying the transition dead
layer profile in Monte Carlo simulations. We found that a power of —0.88 fit the steps in the Monte
Carlo data well, with very little correlation with transition dead layer parameters [36]. In addition,
this power law fit the steps found in calibration data for both the DEmonsTRATOR PPC and BEGe
germanium detectors. Figure 2 shows how the functions described relate to the FWHM peak width
in a calibration energy spectrum, using the above hyper-parameters as an example.

The parameters were fit to data using a maximum likelihood fit. The log-likelihood was the
sum of the log-likelihood contributions from each of the j regions, computed using a Poisson
likelihood function comparing equation (2.6) to bin contents in region j. Due to the large number
of fit parameters and the high correlation between many of these parameters, a successful fit
was highly sensitive to the initial parameter guess. For a modular array with a large number
of detectors, manually tuning these initial parameters was not feasible. To enable successful
convergence of MIGRAD fits starting from fixed initial parameter guesses, a Hamiltonian Monte
Carlo (HMC) [37-39] algorithm was first used. HMC is a Markov Chain Monte Carlo technique
that generates steps using the leapfrog algorithm, which utilizes gradient information to increase the
probability of accepting any given step even with relatively long step lengths. To further improve
the rate of convergence, a variant on Riemann Manifold HMC (RMHMC) [40] was used, varying
the metric based on the Fisher information matrix. This variant does not properly evolve the metric,
and does not asymptotically converge to the correct distribution; however, it dramatically increases
the rate of convergence towards the mode of the distribution and suffices for burn-in steps. In
addition, the length of each leapfrog step is adjusted between each step, depending on whether the
step is accepted or rejected. Typically, 200 HMC burn-in steps with 50 leapfrog steps were used
to obtain a successful fit compared to tens of thousands required for ordinary MCMC. The most



likely parameters sampled were then used as inputs for a gradient minimization, performed using
the MIGRAD algorithm implemented in the MINUIT package [32, 33].

A multi-peak fit following this procedure enabled fitting of lower amplitude peaks that could not
be reliably fit individually. The statistics from a weekly 1.5 hour calibration period was sufficient to
fit 8 peaks between 200 keV and 2615 keV in the >?8Th decay chain. Combining multiple calibration
runs or spectra from multiple detectors provided the statistics to fit additional peaks simultaneously.
For example, figure 3 shows the result of a simultaneous fit of eighteen peaks from a monthly 41-
hour calibration period. In order to identify and measure systematic errors, the fitter can vary the
model used in performing these simultaneous fits; specifically, a parameter can be made independent
of hyper-parameters in order to explore the residuals between the fitted hyper-parameters and the
individually fitted parameters. Figure 2 shows an example of this process, applied to the FWHM
energy resolution.

We computed the FWHM and centroid of peaks from the peak shape parameters or hyper-
parameters. The hyper-parameters were also used to compute analysis parameters for OvSS and
other peak searches, such as the proportion of counts in a peak that occur within a limited-width
region of interest, and the optimal region of interest for measuring a peak at a given energy with a
specified background level. The statistical uncertainties of these parameters were computed using
a multi-variable error propagation with the full covariance matrix of a fit.

3 Calibration procedures and analysis method for weekly and combined calibration
data

In this section, we describe three automatic calibration procedures that were used in the Ov 33 search
with the DEMONSTRATOR reported in refs. [21, 28], and [10] and the calculation of the corresponding
energy uncertainties. Each procedure has two stages. First, calibrations are performed weekly based
on a linear fit dominated by the 2Tl 2615 keV peak and E = 0 intercept. Second, a correction is
performed using data from many calibrations with multiple > Th chain peaks ranging from 238 keV
to 2615 keV. This correction improves energy estimation in this range, which includes the 2039 keV
region of interest, due to nonlinearities in the energy response at energies < 200keV. Figure 4
demonstrates, using an exaggerated toy model, the utility of this correction.

3.1 Approachl

The first stage of the calibration procedure followed in ref. [28] was to perform individual fits of
four prominent gamma peaks in the calibration spectrum. The first step located the prominent
238.6, 583.2, 727.3, and 2614.5keV gamma peaks of the >?Th decay chain in the uncalibrated
energy spectrum. Since the 2615 keV peak was isolated, very prominent, and usually located in a
fixed range, an initial estimate of the 2615 keV peak was reliably taken as the maximum count in
the spectrum in the expected ADC code range. We estimated the location of other peaks in the
uncalibrated energy spectrum based on a linear scaling between the energy and ADC codes of the
2615 keV peak. We then individually fitted these four gamma peaks using Algorithm 1 described in
section 2. From the fit results, we calculated the peak centroid and centroid uncertainty to determine
the peak locations in the spectrum in ADC codes.
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41-hour calibration run. This fit used the model described by equations (2.7)—(2.14), with fgg o fixed to 0.
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Figure 4. A simple toy model illustrating the differences between the first and second stages of calibration
for each procedure in section 3. The energy response for our uncalibrated energy estimator is represented
with a hyperbolic curve (black), and we label the measured position of the two most prominent calibrations
peaks at 239keV and 2615keV (red crosses). The detector has a global nonlinearity that is greatest below
200 keV, the size of which we exaggerate by a factor of about 200 for illustration purposes. For all three
approaches, the first stage calibration (blue) uses low statistics and relies solely on the 2615 keV peak and the
E=0 intercept; this is most accurate near these energy regions. We approximate our second stage calibration
using a two-point calibration (red) using the 239keV and 2615keV peaks; this is more accurate between
these energies, but gains a non-zero intercept at E=0.

An additional peak at E=0 was found by applying our usual trapezoidal filter [21] to a signal
that deposits no energy (E) in the detector. Events in the E=0 peak for each detector of each data
set were obtained by either artificially triggering the data-acquisition system or by using pulser data
with the rising edge shifted to the very end of the digitizer sample window as shown in figure 5. As
expected, the raw output energy was very close to zero, between -0.4 keV and 0.4 keV for working
detectors. This peak was evaluated using Algorithm 1, and its position found by computing the
centroid and centroid uncertainty of the peak.

Using the E=0 peak and the other four gamma peak positions obtained by the single peak
fitter, we performed a weighted fit to a linear function from the known gamma energies to the peak
positions. From the fitted parameters, we computed linear calibration coeflicients for the energy
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Figure 5. An example of a E=0 point waveform. (top) Artificially triggered by the data-acquisition system;
(bottom) Pulser data shifting the rising edge to the very end of the digitizer time window.

scale a; and the offset ag, defined as
Ecail = ao + a1 Eypcal- (3.1)

Due to the much higher statistics of the E=0 and 2615 keV peaks they dominate the fit, producing a
result similar to the “One-Point Calibration” in figure 4. The parameters a¢ and a; were uploaded
to a database and were applied to all physics data until the next calibration period to convert the
uncalibrated energy in ADC codes, Eyncal, to the calibrated energy in keV, Ey;.

Using the E=0 point improved the accuracy of the calibration at low energy by constraining the
offset of the linear fit. However, an energy nonlinearity existed because there was a small bias in
estimating the start time fq of the pulse rise, that became more significant at low energy due to the
decreased signal-to-noise ratio [25]. This nonlinearity resulted in a shift in low energy (< 1 MeV)
calibrated peak positions by up to 0.15 keV relative to their true energies. In order to correct this
shift when we combined all calibrated spectra from a dataset as described in the next paragraph, we
recalibrated the energy without the E=0 point to the energy spectrum of E,;, using more peaks in
the spectrum. This energy correction was

Ecan = a(i) + a/lEcall (3.2)

—11 =



with the energy scale correction @ and the energy offset aj. This corrected energy Ec,» was used
for the analyses of DEMoNsTRATOR data. However, as in the “Two-Point Calibration” in figure 4,
at < 1 MeV, the corrected calibration incorrectly shifted energies due to a non-zero a;, so the low
energy analysis [41] used E ., without the second calibration.

To determine the recalibration, E.,p, we used accumulated calibration data including all
available weekly calibration periods and long calibration periods in the data set for each detector.
Algorithm 2 was applied to simultaneously fit eight prominent peaks in the 2?Th decay chain
at 238.6, 241.0, 277.4, 300.1, 583.2, 727.3, 860.6, and 2614.5keV. The u parameter was floated
independently for each peak. Initial parameters for the fit were area and location of the peaks, the
remaining hyper-parameters, and the background. Since we were fitting to a previously calibrated
spectrum, the initial peak positions were estimated as the true gamma energies. The other fit
parameters were initialized to a pre-constructed template and the fits performed using RMHMC
with the Minuir final optimization. The best fit calibration parameters, covariance matrix and fitting
parameters from the multi-peak fitter were stored in the database [42] for each calibration period.

The energy calibration procedure Approach 1, used to produce the DEMONSTRATOR results in
ref. [28], was robust; however, it required an additional manual check and occasional correction of
fitting errors because of the relatively low statistics of the regular calibrations. During most weekly
calibrations, at least one detection channel required manual intervention to achieve optimal energy
stability.

3.2 Approach 2

To overcome the weaknesses in Approach 1 and to minimize human involvement in our analysis, we
developed the automated procedure for calibration reported in ref. [21]. Similar to Approach 1, we
applied a two-step process, shown schematically in figure 6. First, we extracted the peak position,
U615, of the 2615 keV peak and calculate

Ecair = a1Euncal 3.3)
2614.533
ag = ——
HM2615

equivalent to a linear fit with no offset. This method does not require an E=0 peak, and implicitly
assumes that these events will measure 0 ADC codes with a result comparable to “One-Point
Calibration” in figure 4. The position of the 2615 keV peak is extracted using the multi-peak fitter,
with the same set of peaks as the second stage fit from Approach 1. While the positions of the other
peaks are ignored for this fit, they provide valuable information about the peak shape that improves
the stability of the fit at the low statistics of our weekly calibration runs. We call this technique “gain
matching”, and it provides a high degree of stability in fit results with minimal human intervention.
The value of a; is stored in the database and used to calibrate energies for all physics data until the
next calibration period.

Finally, we perform a second fit to a single histogram that accumulates the calibration data for
an entire dataset. This fit is done with no assumption about E=0, applying the same procedure as
in Approach 1 in order to produce a corrected calibration that is more accurate from 238 keV to
2615keV, as in the “Two-Point Calibration” of figure 4. Following Approach 2, we rarely required
manual intervention, and achieved a similar energy stability and resolution to Approach 1.

—12 -
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3.3 Approach3

A final approach to energy calibration was applied to the DEMONSTRATOR results in ref. [10].
For this procedure, we use an energy estimator that corrects for the energy non-linearities at low
energies. These result from a bias in the leading-edge filter used for charge trapping correction [25].
Once again, we apply a two-step procedure, with the first stage following the same gain-matching
approach used in Approach 2. For the second stage of calibration, we apply the multi-peak fitter to
the accumulated calibration data for a full dataset, using the same peaks as in the other approaches.
However, unlike before, we now fit to a quadratic energy response

o ’ 2
Ecan = alEcall + alEcall

34

with linear and quadratic energy scale corrections @} and a}, and no energy offset, implicitly
expecting E=0 events to measure 0 ADC codes. We find that this calibration curve accurately
reconstructs peak positions from 0 to 2615 keV for our improved energy estimator, avoiding the
offset at E=0 seen in our other approaches. Approach 3 achieves a comparable energy resolution to
the other approaches at 2039 keV, while correcting a shift of 0.15keV (nearly one FWHM) in low
energy peaks [25]. Furthermore, this approach rarely required human intervention to achieve stable
fit results.

4 Uncertainties

The energy calibration was applied to merge the individual detector spectra into one spectrum for
the Ovfp analysis. It was also used to calibrate the specialized cuts used in the analysis to reject
background events [10, 21]. The calibration and particularly the peak fit hyper-parameters were
used to determine the limits of the detection of OvS3f events in the region of interest.

The most significant limitations in detecting Ov38 were the uncertainty in the peak position,
the shape of the peak, and the total efficiency for detecting an event at the expected energy. The
peak position mean was set by the calibration to the known values of the 2?8Th decay. The statistical
uncertainty (6,) was determined from the calibration hyper-parameters.

This peak shape was used to determine the width of the energy window used to search for OvSS3
events. It was determined by the components of the peak fit, the Gaussian and the exponential tail.
Because of the correlation of these contributions to the peak shape, a good approximation was to con-
sider the worst possible deviation of the greatest contribution, which usually was the Gaussian con-
tribution to the peak. The relative uncertainty introduced by the peak shape was well approximated
by the relative uncertainty of the FWHM, which was computed as a function of the gamma energy.

The total efficiency included several contributions. The energy calibration contributed to the
containment efficiency, which provided the fraction of OvS34 events that are detected in the energy
window selected for the analysis. This fraction depends on the peak shape parameters: Gaussian
peak width (o), exponential tail fraction (f) and exponential tail slope (7).

These parameters were calculated for each dataset. The process to determine these variables
required a multi-peak fit using the combined calibration spectrum of the dataset. This fit used 18
peaks in the 2 Th decay chain, from 215 keV to 2615 keV (figure 2) and fit i for each peak without
parameterization. The values of o and T were obtained from the hyper-parameters while f was
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obtained only from the 2615 keV peak. This peak was chosen because it had the highest statistics
among those close to the Ov5S position. The FWHM and its uncertainty were also determined
from this fit. Changes in the gain match parameter, eq. (3.3), had a small but significant effect in the
energy window. To include this effect, we calculated the change of the uncalibrated peak position
between adjacent calibrations as

A j (keV) = (E?’il4.5kev _ E_2614.5keV) ai.; 4.1

i,j+1

where

= energy position, in ADC units, of the 2614.5 keV peak in the detector i and the

o E2614.5keV
i
calibration j.

If this parameter was more than 2keV for an energy calibration, the data for the channel
between calibration j and j + 1 was not analyzed. This occurred for 2.8% of the data. Using the
analyzed data, this contribution to the FWHM was defined as FWHMgqin = 2.355 X 0, ;/2, using
the standard deviation of the peak position fluctuations.

The uncertainty in the peak position, 6, in addition to its statistical uncertainty obtained from
the fit, had three non-statistical contributions: the global effect of the calibration non-linearity, the
gain fluctuations, and the ADC non-linearity [24]. The statistical uncertainty was determined from
the energy scale in the fit with the 18 peaks. A linear function, p = po + p1 E, was used to fit the
peak positions to their nominal values. If the energy calibration was successful, o was comparable
to 0 and p; was comparable to 1 within errors. The uncertainties of those magnitudes were used
then to determine the statistical error as

Ostat (E) = \/5f,0 + 67, E% + 2E xcov(uo, 1) 4.2)
where
* 04, = uncertainty of y obtained from the fit.
* 6y, = uncertainty of y; obtained from the fit.
e cov(ug, i1) = covariance of ug and p;y.

However, this uncertainty was not used alone to calculate 6,, because the global non-linearity
uncertainty can not be determined by itself. Instead, we computed an uncertainty term that combined
both statistical and global non-linearity (gNL). To estimate the effect of all the non-linearities in
the uncertainty, we presumed that the non-statistical residuals in the peak locations were due to the
non-linearity. We rescaled the statistical variance, determined from the 18 peak fit parameters, by
the ratio of y? to the number of degrees of freedom:

A2
- k 4.3)

N,
1 P
5stat+gNL(E) ~ 6stat(E) Np D) ; 5

stat, k

where
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* N, = number of peaks.
* Ay =difference between the u value and the energy nominal value of the peak k.

* Ogtatk = Ostac (E) at the nominal energy of the peak k.

The last uncertainty contribution was due to fluctuations in the gain, eq. (3.3). It was calculated

o2 1— \2
Odrift = \/dTrlft + (EAi,j) 4.4)

where N is the number of periods accepted for the analysis. This equation takes the standard

as

deviation of A; ; as the average uncertainty introduced by the change in the gain. However, the
fact that the change was not the same between any pair of adjacent calibrations necessitates adding
a term to take into account the different magnitudes of the gain change. If the fluctuations have
a consistent drift with small variance, a better estimate of the uncertainty was half the average
fluctuation. We used the sum to conservatively estimate the effect.

Calculating the energy parameter for each event and estimating the systematics for the statistical
analysis completed the energy calibration procedure.
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Figure 7. The energy deviation of the 2615-keV peak between two contiguous calibration periods of all
operating high-gain detectors in the DEmonsTrRATOR OvB search reported in ref. [21, 28]. The standard
deviation of the gain drift in each data set is about 0.5 keV. The big gap before 2016-01-01 is because
of downtime for final configuration of the experiment. The uncertainty became smaller after 2016-12-31
because of the improvement of grounding and the completion of construction.
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5 Conclusion

The DemMonsTRATOR has achieved the lowest energy resolution of 2.52 + 0.08 keV FWHM at
2039keV [10], leading among OvBS experiments. This has been achieved with PPC detector
technology, low-noise readout electroncs, the ADC NL correction, the detector charge trapping
correction and the calibration procedure described here. In this paper, we have described the offline
procedure of energy calibration for the DEMONSTRATOR experiment. The peaks in the >Th energy
spectrum of each detector were well modeled by a multi-peak fitting algorithm. The multi-peak
fitter used an HMC method to estimate its initial parameters for a gradient minimization algorithm,
including the peak shape and the background shape parameters.
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