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Monitoring the kinetic evolution of molecular weight for growing polymers is critical to understand and

optimize polymerization reactions for materials development and discovery. In this work, we propose the

use of passive probe microrheology as a facile and low-cost method to monitor polymer growth kinetics

by indirectly tracking the molecular weight evolution of a polymerizing reaction mixture using time-

resolved measurements of sample viscosity. To do so, a recently developed Brownian probe microrheol-

ogy method based on differential dynamic microscopy (DDM) was applied to a model system of dimethyl-

acrylamide undergoing reversible addition-fragmentation chain-transfer (RAFT) polymerization. The

polymerization rate constants extracted from microrheology were within 20% of those obtained from

conventional nuclear magnetic resonance (NMR) spectroscopy and size-exclusion chromatography (SEC)

measurements. A simple and intuitive workflow based on a single-point Mark–Houwink analysis was then

used to estimate an apparent viscosity from NMR and SEC data and, equivalently, an apparent molecular

weight from microrheology data. Over the expected range of validity of the analysis, the results are in

reasonable quantitative agreement with the corresponding independently measured values. The results

demonstrate the ease and reliability of inferring the molecular weight from viscosity data and highlight the

capability of DDM microrheology to monitor polymerization of polymer systems.

1. Introduction

Monitoring polymerization and evaluating reaction kinetics
provides fundamental understanding of polymerization chem-
istries, and is used to explore the performance of new polymer-
ization chemistries. This knowledge enables optimization of
reactions to produce polymers with controlled properties and
consistent quality. This in turn improves efficiency, minimizes
costs and emissions, and ultimately accelerates material devel-

opment and discovery as well as technological applications of
polymeric materials.1 This endeavor generally involves screen-
ing a wide range of polymerization chemistries and con-
ditions, leading to a large parameter space that is efficiently
explored through high-throughput, data-driven
experimentation.

In practice, polymerization is typically monitored by
measuring material properties and their evolution as the reac-
tion progresses, which include the polymer molecular weight,2

sample viscosity,3 and reaction conversion4 using techniques
including real time Fourier-transform infrared spectroscopy,5

Raman spectroscopy,6 or photo-differential scanning calorime-
try.7 Among these, the molecular weight is the most informa-
tive as it reports the degree of polymerization, and determines
the mechanical properties of the resulting material, which
informs its processability and performance in intended
applications.8–10 The conventional technique to measure mole-
cular weights is size-exclusion chromatography (SEC).
However, obtaining SEC measurements can require extensive
sample preparation, generation of calibration standards, long
data acquisition times, and use of relatively large volumes of
potentially hazardous solvents.2 When screening large para-
meter spaces, this can make SEC a relatively costly method to
deploy between resource usage, and time and effort.
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Techniques that circumvent the drawbacks of SEC while
providing molecular weight information are therefore desir-
able. A possible alternative is to measure the polymer viscosity
in solution, which depends on and, in principle, could report
the polymer molecular weight.11 A potential route for using
solution viscosity measurements to estimate the molecular
weight is the well-known Mark–Houwink relation, a semi-
empirical model that describes the scaling of viscosity with the
average molecular weight, with coefficients that have been
characterized for many polymer chemistries.12–15 While this
relation has been established for extracting molecular weight
from viscosity of as-prepared polymer solutions,11 this is not
the case for the kinetically evolving molecular weight of poly-
merizing samples since access to this information requires not
only the solution viscosity but also the polymerization
kinetics.

Among available techniques to measure solution viscosity
and monitor polymerization kinetics, passive microrheology is
particularly attractive, involving measurements of viscosity
through analysis of the Brownian motion of embedded probe
particles.16,17 Compared to conventional bulk-scale rheology
and viscometry, microrheology offers the advantages of
smaller sample volumes, relatively short data acquisition
times, minimal perturbation of fragile or history-dependent
samples, and access to long time scales (days to weeks) and
weak moduli (as in the case of evolving and soft materials like
polymer solutions), as well as opportunities to access and
measure sample variation in heterogeneous materials.17–19

Despite these advantages, microrheology has not yet been
established as a technique to monitor polymerization and
evaluate polymerization kinetics because the conventional
data analysis tool – multiple particle tracking – lacks the
throughput necessary to perform real-time analysis of kinetic
data sets.

In this work, we utilized the capability for high-throughput
data acquisition and analysis with minimal need for user inter-
vention of passive microrheology based on differential
dynamic microscopy (DDM), an emerging microrheological
technique with strong potential for in situ measurements.20–23

An intuitive workflow is presented to estimate the molecular
weight from the measured viscosity and polymerization kine-
tics. The results were validated against the conventional
nuclear magnetic resonance (NMR) spectroscopy and SEC, and
demonstrated the utility of microrheology as an attractive
alternative to monitor polymerization.

2. Experimental methods
2.1. Materials

The chemicals used in this work were purchased from Sigma-
Aldrich and Tokyo Chemical Industry. Dimethylacrylamide
(DMA) monomer was passed through a basic aluminum oxide
bed to remove the 4-methoxyphenol inhibitor, while the chain
transfer agent (CTA) 2-(((butylthio)carbonothioyl)thio)propa-
noic acid (95%) was used as-is. Azobisisobutyronitrile (AIBN)

initiator was recrystallized from acetone before use. Dimethyl
sulfoxide (DMSO), deuterated DMSO (DMSO-d6), and di-
methylformamide (DMF) solvents were dried using molecular
sieves and kept under an inert atmosphere.

2.2. Sample preparation

The DMA monomer and the CTA in DMSO solvent were mixed
in a Schlenk flask followed by the addition of the AIBN
initiator also in DMSO. The mixture was degassed using a
freeze-pump-thaw procedure for five cycles and was then
stirred at 75 °C. Aliquots were taken at different time points
and the reaction was quenched by cooling to ambient tempera-
ture and exposing to air. To vary the rate of the reaction and
the degree of polymerization, the initial DMA concentration
was varied from 4.5 to 27 wt%, and the molar equivalent of
DMA relative to the CTA was varied from 50 to 200, while the
molar equivalent of AIBN relative to the CTA was kept constant
at 0.25.

The samples measured for calibration to determine the
Mark–Houwink constants were prepared in a similar way, with
the following modifications. After degassing, the reaction
mixture was stirred at 75 °C for 16 h, dialyzed (molecular-
weight cutoff at 1 kg mol−1) against deionized water, and then
freeze-dried. In these samples, the initial DMA concentration
was fixed at 27 wt%, the molar equivalent of DMA relative to
the CTA was varied from 50 to 500, and the molar equivalent
of AIBN relative to the CTA was kept constant at 0.25. The
resulting yield, degree of polymerization, number-average
molecular weight, and dispersity of these polymer samples are
provided in Table S1.†

2.3. Sample characterization

2.3.1. Size-exclusion chromatography (SEC). SEC measure-
ments of polymers in DMF with 0.1 M lithium bromide were
performed on a high-performance liquid chromatography
system (1260 Infinity II, Agilent) where each sample was
measured for three replicates. The chromatography system was
equipped with two columns (PLgel MIXED-D, Agilent; mole-
cular weight range of 0.2–400 kg mol−1) as well as multi-angle
light scattering and differential refractive index detectors
(Wyatt Technology). The flow rate was 0.6 mL min−1 and the
column temperature was held at 40 °C. The molar mass was
calculated using the refractive index increment, dn/dc, of 0.80
determined experimentally.

2.3.2. Proton nuclear magnetic resonance (1H-NMR) spec-
troscopy. 1H-NMR measurements of polymers in perdeuterated
DMSO were performed on a Bruker spectrometer (Bruker;
400 MHz). Each sample was measured for six replicates. The
spectra were analyzed using the MestRenova v12 software.

2.3.3. Rheology. Rheological measurements of polymers in
DMSO were performed using a stress-controlled rheometer
(AR-G2, TA Instruments) with an upper cone geometry (60 mm
diameter, 2° angle) and a lower plate geometry with a Peltier
temperature controller. Each sample was measured for three
replicates. The shear rate was increased from 0.1 to 100 s−1,
and the lower plate was maintained at 25.0 ± 0.1 °C.
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2.3.4. Capillary viscometry. Viscosity measurements of
polymers in DMSO were performed using an automated
rolling-ball viscometer (Lovis 2000 M, Anton Paar) with a glass
capillary (internal diameter of 1.8 mm) and a steel ball. Each
sample was measured for three replicates. The inclination
angle ranged from 20° to 55° depending on the sample vis-
cosity, and the sample chamber was kept at 25.0 ± 0.1 °C.

2.3.5. Optical microscopy. 100 µL sample aliquots were
mixed with fluorescent probe particles (SPHEROTECH; poly-
styrene, carboxylated surface, Nile red, diameter of 0.53 μm)
for a concentration of approximately 1.5 × 106 particles per µL
or 0.011 vol%, prior to transferring to a 96 well-plate (Cellvis)
which was then sealed with pressure-sensitive adhesive tape
(Thermo Fisher Scientific). Each sample was measured for six
replicates using an inverted microscope (Axio Observer 7,
Zeiss) with a computer-controlled and motorized sample stage
which was calibrated using the Zeiss ZEN software to automati-
cally and successively image each well in the plate. The sample
environment was maintained at 30 °C using an incubation
system. The images were captured using a 20× objective lens
(plan-apochromat, Zeiss; NA = 0.8, resolution of 0.293 μm per
pixel) and a monochromatic camera (Axiocam 702, Zeiss). All
samples were imaged via epifluorescence to maximize the
signal-to-noise ratio, using a Colibri 7 light source and a stan-
dard DsRed filter set (excitation at 538–562 nm, emission at
570–640 nm). For each measurement of viscosity, a time series
of 1000 images was recorded with a field of view of 150 ×
150 μm and at a focal plane ∼100 μm above the glass/sample
interface, using a 50 ms exposure time and a 10 Hz frame rate.

2.3.6. Differential dynamic microscopy (DDM) microrheol-
ogy. DDM analysis was performed on the recorded video
images without any pre-processing of the images, as previously
described.20,21 In brief, intensity differences between succes-
sive images separated by lag time, τ, were computed, then
Fourier transformed and ensemble-averaged in the wave
vector, q, range of 0.042–10.701 μm−1 in this work to calculate
the image structure function D(q,τ),

Dðq; τÞ ¼ AðqÞ½1� f ðq; τÞ� þ BðqÞ ð1Þ

where A(q) and B(q) are related to the probe’s intensity profile
and the incoherent background, respectively, and f (q,τ) is the
intermediate scattering function. In ergodic systems, as τ → 0
and τ → ∞, f (q,τ) is equal to 1 and 0, respectively, and thus
D(q,τ) is equal to B(q) and A(q) + B(q), respectively, based on
eqn (1). For a Gaussian distribution of displacements,20

Δr2ðτÞ� � ¼ 4
q2

ln
AðqÞ

AðqÞ þ BðqÞ � Dðq; τÞ
� �

ð2Þ

where 〈Δr2(τ)〉 is the mean-squared displacement.
To implement eqn (2), we follow the analysis method of Gu

et al.21 Briefly, to improve the accuracy of the resulting
〈Δr2(τ)〉, D(q,τ) curves at q values with σ/A(q) ≥ 0.025, where σ is
the standard deviation of A(q), were excluded from the ana-
lysis. These excluded curves typically correspond to low
q-values or large length scales which are characterized by large

displacements where the measurement time can be too short
to adequately sample D(q,τ), and high q-values or small length
scales which are characterized by small displacements and are
thereby more prone to experimental uncertainty. In addition,
D(q,τ) curves were truncated at τ when D(q,τ) > 0.8[A(q) + B(q)]
to ensure that A(q) + B(q) − D(q,τ) does not approach a value of
zero which would lead to large and divergent values of the dis-
placement, according to eqn (2).

In all cases, we observe that 〈Δr2(τ)〉 follows a linear trend
with τ, from which the translational diffusion coefficient, D,
was obtained, by the two-dimensional Einstein equation,

hΔr 2ðτÞi ¼ 4Dτ ð3Þ
which was then used to calculate the solution’s zero-frequency
viscosity, η, using the Stokes-Einstein relation assuming
Brownian motion in a Newtonian fluid,

η ¼ kBT
3πdD

ð4Þ

where kB is the Boltzmann constant, T is the temperature, and
d is the probe’s diameter.

3. Results and discussion

In order to establish microrheology as a technique to evaluate
polymerization kinetics, we sought to analyze a model (con-
trolled) polymerization where the individual polymer chains in
solution increase in molecular weight at approximately the
same rate. Thus, at any instant during the polymerization, the
polymer can be represented by an average molecular weight,
which can be correlated with monotonic changes in the vis-
cosity of the solution. In general, we will show that this
relationship can be used to obtain kinetic parameters of an
ongoing polymerization reaction. For the more specific case of
reactions producing polymers with low dispersity, we will
further show that this enables one to obtain direct estimates
of the average molecular weight. Such a model polymerization
system was achieved through the use of reversible addition-
fragmentation chain-transfer (RAFT) polymerization, which is
a controlled radical polymerization able to produce polymers
with controlled molecular weights and low dispersity.24

In this study, we used RAFT polymerization to produce poly
(dimethylacrylamide) (PDMA) using the scheme shown in
Fig. 1. To evaluate the kinetics of the polymerization, the rate
of the reaction and the degree of polymerization were control-
lably varied by changing the initial concentration of the
monomer, cm0

, and the molar equivalent of the monomer rela-
tive to the chain transfer agent, neq, respectively. DDM-based
microrheology was then performed on sample aliquots col-
lected at certain times after initiation of the polymerization
and after mixing with fluorescent probe particles.

Using DDM, we obtained the mean-squared displacement,
〈Δr2(τ)〉, of the particles as a function of lag time, τ, at cm0

=
18 wt%, neq = 50, and at various times during polymerization.
The determination of 〈Δr2(τ)〉 and quantification of the stan-
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dard deviation was automated using a previously developed,
fast, and robust analysis without the need for user input.21

As the polymerization proceeds, the scaling relationship
〈Δr2(τ)〉 ∼ τ with an exponent of unity was observed, indicating
that the probe particle motion remained diffusive and solu-
tions behaved as Newtonian fluids over the measured fre-
quency range which was further confirmed using bulk rheome-
try (Fig. S1†).22,25 However, across the range of τ, the measured
〈Δr2(τ)〉 continuously shifted to lower values with increasing
polymerization time (Fig. 2). This reflects the slower motion of
the probe particles due to the increase in viscosity as the poly-
mers in solution grow. The same trends were observed using
sample solutions at different cm0

and neq (Fig. S2†). We note
that the variation in the cutoff τ value for 〈Δr2(τ)〉 at various
times after polymerization initiation results from the require-
ment that 〈Δr2(τ)〉 be calculated at τ values where D(q,τ) is less
than 80% of A(q) + B(q) (eqn (1)).20 At long τ, the weak upturn
in 〈Δr2(τ)〉 is due to the convective drift caused by thermal gra-
dients in the system, and the increase in standard deviation of
〈Δr2(τ)〉 is then due to the small number of displacements
available which leads to poor statistics at these long lag times.

If desired, access to longer values of τ could be provided by
acquiring videos of probe motion over longer times.

From the measured values of 〈Δr2(τ)〉 versus τ, a weighted
fitting procedure taking into consideration the standard devi-
ation of 〈Δr2(τ)〉 was used to determine the diffusion coeffi-
cient, D, (eqn (3)) and subsequently the solution viscosity, η,
(eqn (4)). In cases with an upturn in 〈Δr2(τ)〉 at long τ, the
additional term v2τ2 was introduced in eqn (3) to account for
the convective drift with speed v. The resulting viscosities were
validated against those from bulk rheometry and capillary vis-
cometry measurements (Fig. S3†). The quantitative agreement
in η between microrheology and bulk measurements using
rheometry and capillary viscometry demonstrates the stability
of the probe particles used in the samples without observable
probe aggregation nor polymer adsorption onto the probes
during the microrheology measurements. These η values were
also consistent with those determined from the decay of the
intermediate scattering function, f (q,τ), and were independent
of the wave vector, q, as expected for a homogeneous fluid
(Fig. S4†). The η was then expressed in terms of the specific
viscosity, ηsp = (η − ηs)/ηs where ηs is the viscosity of the pure
solvent. When measured as a function of polymerization time,
t, a monotonic increase in ηsp was observed as expected for
growing polymers in solution over time (Fig. 3a).

To compare the kinetics measured by microrheology to
those measured by more conventional techniques, we com-
pared the time-evolution of viscosity reported by DDM micro-
rheology to the increase in cm0

/cm, where cm is the instan-
taneous concentration of free monomer measured using
nuclear magnetic resonance (NMR) spectroscopy (Fig. 3b;
representative spectra in Fig. S5†), as well as the increase in
the number-average molecular weight, Mn, measured using
size-exclusion chromatography (SEC) (Fig. 3c; representative
chromatograms in Fig. S6†). We found qualitatively good
agreement between the time course of signal increase in all
three methods – i.e., all measurements produce a signal that is
monotonically increasing, with an approximately exponential
dependence. This indicates that DDM microrheology can sen-
sitively detect changes in the solution viscosity due to the
growing polymer and moreover, that these changes can be
used to monitor the polymerization with access to similar time
scales as provided by the conventional techniques of NMR and
SEC. In addition, the monotonic increase in the various
polymer properties with t indicates polymerization kinetics
that are independent of the instantaneous molecular weight of

Fig. 1 Reaction scheme for the reversible addition-fragmentation chain-transfer (RAFT) polymerization of dimethylacrylamide in DMSO under an
argon atmosphere at 75 °C using 2-(((butylthio)carbonothioyl)thio)propanoic acid as the chain transfer agent and azobisisobutyronitrile as the
initiator.

Fig. 2 Mean-squared displacement, 〈Δr2(τ)〉, as a function of lag time, τ,
at various reaction times, t, after initiation of the polymerization rep-
resented by the color bar. The samples were prepared at initial
monomer concentration, cm0

, of 18 wt% and molar equivalent of
monomer relative to the chain transfer agent, neq, of 50. The error bars
represent standard deviations after ensemble averaging in the differen-
tial dynamic microscopy (DDM) analysis.

Polymer Chemistry Paper

This journal is © The Royal Society of Chemistry 2024 Polym. Chem., 2024, 15, 1758–1766 | 1761

Pu
bl

is
he

d 
on

 0
1 

A
pr

il 
20

24
. D

ow
nl

oa
de

d 
by

 U
ni

ve
rs

ity
 o

f C
al

ifo
rn

ia
 - 

Sa
nt

a 
B

ar
ba

ra
 o

n 
5/

1/
20

24
 1

1:
16

:5
6 

PM
. 

View Article Online

https://doi.org/10.1039/d4py00188e


the growing polymer, at least within the studied range of
2.0–23.9 kg mol−1. This monotonic trend further demonstrates
the successful use of RAFT polymerization to provide reaction
control in this case, as expected. The molecular weight disper-
sities, Đ, determined from SEC remained low and within the
range of 1.1–1.2 during polymerization (Fig. S7†) while the
final reaction conversions determined from NMR were within
the range of 91–97% (Fig. S8†) at cm0

of 4.5–27.0 wt% and neq
of 50–200.

To quantitatively compare the polymerization kinetics eval-
uated by DDM microrheology with those by the conventional
techniques of NMR and SEC, a corresponding pseudo-first
order rate constant, k, was determined for each method by
plotting the natural logarithm of the polymer properties
against the reaction time t (Fig. 3) and then fitting with the
first-order rate equation, ln(X) = kt where X refers to ηsp

(Fig. S9†), cm0
/cm (Fig. S10†), or Mn (Fig. S11†). A pseudo-first

order reaction rate was confirmed from the linear plot of ln
(cm0

/cm) vs. t and was assumed to apply to the t-dependence of
ηsp and Mn. As such, the range of time points included in the
fit was determined when the coefficient of determination, R2,
is above a threshold value of 0.9 (Fig. S12 and S13†). Fig. 4
shows k obtained for variations of cm0

and neq. Quantitative
agreement in k values obtained using the three techniques was
observed to within 20%. This validates DDM microrheology as
a viable alternative technique to monitor the characteristic
rates and timescales of polymerization, providing nearly indis-
tinguishable information as compared to conventional NMR
and SEC techniques.

Further validation of DDM microrheology was performed
by comparing the measured viscosity with an apparent vis-
cosity that can be estimated from the NMR and SEC data by

Fig. 3 Dependence on the polymerization time, t, of (a) the ln of the specific viscosity, ηsp = (η − ηs)/ηs where η and ηs are the viscosities of the solu-
tion and solvent, respectively, measured using differential dynamic microscopy (DDM)-based microrheology; (b) the ln of cm0

/cm where cm0
and cm

are the initial and instantaneous concentrations of free monomer, respectively, measured using 1H nuclear magnetic resonance (NMR) spectroscopy;
and (c) the ln of the number-average molecular weight, Mn, measured using size-exclusion chromatography (SEC). All data were obtained at cm0

of
18 wt% and molar equivalent of monomer relative to the chain transfer agent, neq, of 50. The error bars represent standard deviations of six replicate
measurements. Solid lines indicate weighted fitting based on a linear fit.

Fig. 4 Rate constants, k, as functions of (a) the initial monomer concentration, cm0
, and (b) the molar equivalent of monomer relative to the chain

transfer agent, neq, determined from differential dynamic microscopy (DDM)-based microrheology, nuclear magnetic resonance (NMR) spec-
troscopy, and size-exclusion chromatography (SEC). The error bars represent standard deviations of the best-fit curves (Fig. S9–S11†) which, in most
cases, are smaller than the data markers themselves.
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leveraging the known relationships between viscosity, mole-
cular weight, and polymer concentration, as follows. We begin
by considering the semi-empirical Mark–Houwink equation,11

½η� ¼ KMv
a ð5Þ

which relates the intrinsic viscosity, [η], which itself depends
on η and the polymer concentration c, to the viscosity-averaged
molecular weight, Mv. In this expression, K and a are the
Mark–Houwink constants, which depend on the polymer/
solvent pair and temperature,11 and were determined from a
double logarithmic plot of [η] vs. Mv. The value of Mv was
approximated to be equal to Mn considering that Mv values
typically lie between Mn and Mw, the weight-average molecular
weight,26 and in the present study, Mw differs with Mn by only
a factor of 1.1–1.2 determined by the polymer dispersity, Đ =
Mw/Mn (Fig. S7†).

The value of [η] for a particular molecular weight was esti-
mated using the Rao–Yaseen equation,27

½η� ¼ 1
2c

½ηsp þ lnðηrelÞ� ð6Þ

where ηrel = η/ηs is the relative viscosity. Eqn (6) provides a
simple, fast, and accurate method to estimate [η] from η at a
single concentration c ideally in the dilute condition. This sim-
plification was validated against the conventional and more
rigorous method to determine [η] from η at different values of
c followed by extrapolation to c = 0 (Fig. S14†).

A plot of [η] as a function of Mv is shown in Fig. 5, where [η]
was estimated at c = 4 wt% which is within the dilute regime
and the range of validity of eqn (6) (Fig. S14†). The Mark–
Houwink equation (eqn (5)) fits the data well, with resulting
Mark–Houwink constants K = 0.059 ± 0.004 (wt%−1) and a =
0.47 ± 0.02. Using these values of K and a, as well as the
measured values of c obtained from NMR and Mn obtained
from SEC, it is possible to estimate apparent viscosity values
using eqn (5) and (6). Note that the statistical uncertainty is
propagated through this analysis and accounted for in the cal-
culated values. These calculated apparent values were then
compared with the measured viscosity values determined
experimentally using DDM microrheology.

Fig. 6 shows the measured and apparent viscosities
expressed as ηsp + ln(ηrel) based on eqn (6) as functions of
polymerization time at various cm0

and neq. Due to the more
limited time resolution involved with the longer measurement
times for the NMR and SEC experiments and to conserve time
and material, the number of data points between the
measured and apparent viscosities varies. Variation in the
shape of the curves at different cm0

and neq stems from a com-
bination of the pseudo-first order kinetics observed for the
reaction and the scaling of viscosity with molecular weight.
Nonetheless, agreement between the measured and apparent
viscosities during the polymerization and within the range of
cm0

and neq in the polymer system was reasonable and quanti-
tatively good, considering the difference with how microrheol-
ogy, NMR, and SEC fundamentally track the polymerization.

Similarly, the molecular weight can be estimated from the
viscosity measured by DDM microrheology, again using eqn
(5) and (6), and Mark–Houwink constants K and a. In this
case, c was expressed in terms of the rate constant, k, (eqn
(S10)†) through a pseudo-first order rate equation confirmed
from the NMR measurements (Fig. S10†). Since the k values
from DDM microrheology agree well with those from the con-
ventional NMR and SEC data (Fig. 4), k from DDM microrheol-
ogy was used. In this case, DDM microrheology can indepen-
dently estimate the molecular weight, apart from the cali-
bration which requires measurements of molecular weight
using a second analytic technique like SEC. Note that for
polymer/solvent pairs with reported Mark–Houwink
constants,28–30 calibration would not be necessary and kinetic
microrheology measurements would be completely indepen-
dent in estimating the molecular weight from the viscosity.

In Fig. 7, we compare the apparent Mv estimated from DDM
microrheology and the measured Mn from SEC as functions of
t at various cm0

and neq. The discrepancy in the number of data
points between the measured and apparent values is again
due to the experimental constraints mentioned previously. In
addition, the discrepancy in molecular weights between the
SEC and microrheology measurements may be due to the
slightly different average molecular weights estimated by these
techniques. This discrepancy becomes more significant at the
lower and higher ends of the cm0

range. At low cm0
, the solution

viscosities are close to the solvent viscosity and thereby fall
within the measurement resolution. At high cm0

, the high

Fig. 5 Intrinsic viscosity, [η], as a function of viscosity-averaged mole-
cular weight, Mv. [η] was estimated using the Rao–Yaseen equation27

(eqn (6)). The solution viscosity at 4 wt% polymer concentration was
measured by differential dynamic microscopy (DDM)-based microrheol-
ogy, while Mv was approximated by the number-averaged molecular
weight, Mn, measured by size-exclusion chromatograph (SEC). The error
bars represent standard deviations after ensemble averaging in the DDM
analysis of the image series. The solid line indicates weighted fitting
based on the Mark–Houwink equation (eqn (5)) with the shaded region
indicating the 95% confidence interval of the fit and resulting Mark–
Houwink constants K = 0.059 ± 0.004 (wt%−1) and a = 0.47 ± 0.02.
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Fig. 6 Comparison of measured viscosity from DDM-based microrheology (empty circles) and apparent viscosity (filled circles) estimated from
NMR and SEC data as functions of polymerization time, t, at various (a–c) initial monomer concentrations, cm0

, and (d–f ) molar equivalents of
monomer relative to the chain transfer agent, neq. The viscosities are expressed as ηsp + ln(ηrel) based on eqn (6), where ηsp and ηrel are the specific
and relative viscosities, respectively. The error bars represent standard deviations of six replicate measurements which, in most cases, are smaller
than the data markers themselves.

Fig. 7 Measured number-average molecular weight, Mn, (empty circles) from size-exclusion chromatography and apparent viscosity-average mole-
cular weight, Mv, (filled circles) estimated from differential dynamic microscopy (DDM)-based microrheology data as functions of polymerization
time, t, at various (a–c) initial monomer concentrations, cm0

, and (d–f ) molar equivalents of monomer relative to the chain transfer agent, neq. The
error bars represent standard deviations of six replicate measurements which, in most cases, are smaller than the data markers themselves.
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polymer concentrations and molecular weights lie beyond the
dilute regime and thus the range of validity of the single-point
analysis (Fig. S14†). Despite this, good quantitative agreement
between the measured and apparent molecular weights was
observed, again given the fundamental differences in measure-
ment and analysis between SEC and DDM microrheology, and
the simplicity of the equations used to estimate the apparent
values.

Using the simple analysis workflow presented here on a
model polymer system, DDM microrheology was demonstrated
as an accurate alternative to conventional techniques to
monitor polymerization because of its high-throughput
measurement and analysis. NMR and SEC experiments typi-
cally require sample volumes of 100 μL and 700 μL, respect-
ively, with corresponding measurement times per sample of
45 min and 15 min. By contrast, probe microrheology only
requires 100 μL samples using multi-well plates, which can be
further reduced to <50 μL using conventional custom-made
microscopy sample chambers,31 and requires only 2–3 min of
measurement time. In addition, DDM microrheology analysis
does not require user input, making it straightforward and
fully automatable; automated extraction of viscosity from one
video or image series only takes about 3 min.

Taken together, these results highlight the independence
and accuracy of DDM microrheology in estimating the time
evolution of molecular weight of a growing polymer using a
simple analysis workflow that relates changes in molecular
weight to changes in solution viscosity. It is important to
emphasize the current limitations of this analysis, specifically,
its reliance on dilute conditions, low dispersity, and kinetics
that are independent of the molecular weight of the growing
polymer. Further studies are therefore necessary to examine
the influence of non-dilute concentrations, broad dispersity,
and more complex kinetics, and on the ability to extract
kinetic information in these cases to determine whether the
analysis presented here could be extended to these cases.

4. Conclusions

This work established the use of DDM-based microrheology to
monitor the polymerization of a model polymer system.
During polymerization, the motion of probe particles
embedded in the growing polymer matrix remained diffusive,
with a corresponding monotonic increase in solution viscosity
with polymerization time. The characteristic rate constant for
polymerization extracted from the viscosity measurements was
quantitatively consistent with those determined using conven-
tional NMR and SEC techniques. As further validation, an
apparent viscosity was estimated from these conventional tech-
niques and an apparent molecular weight from DDM micro-
rheology using the Mark–Houwink and the single-point Rao–
Yaseen equations, which agreed well with the corresponding
measured values, but with discrepancies at low polymer con-
centrations due to the measurement resolution and at high
polymer concentrations and molecular weights due to inaccur-

acy of the single-point analysis beyond the dilute regime.
These results demonstrate that DDM microrheology is able to
sensitively monitor polymerization through the solution vis-
cosity as an independent alternative to conventional methods.
The analysis is simple yet accurate enough to convert the vis-
cosity to the molecular weight of the growing polymer. In
addition, the high-throughput, facile, and low-cost measure-
ment and the equally high-throughput, automated, fast, and
robust analysis to obtain the viscosity data without the need
for user input make DDM microrheology an alternative to tech-
niques conventionally used to monitor polymerization,
especially for investigation of large reaction parameter spaces
while minimizing material volumes. The ability demonstrated
here to use microrheology measurements to extract kinetic
parameters and molecular weights could be translated to other
controlled radical polymerizations such as atom transfer
radical polymerization (ATRP) or nitroxide-mediated polymer-
ization (NMP). More broadly, the technique holds potential to
monitor a range of polymerizations and reactions with accom-
panying changes in rheological behavior, including in situ
monitoring of small-volume reactions and high-throughput
screening of reaction conditions.
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