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Abstract—Interactive visual analytics over distributed systems
housing voluminous datasets is hindered by three main factors -
disk and network I/O, and data processing overhead. Requests
over geospatial data are prone to erratic query load and hotspots
due to users’ simultaneous interest over a small sub-domain of the
overall data space at a time. Interactive analytics in a distributed
setting is further hindered in cases of voluminous datasets
with large/high-dimensional data objects, such as multi-spectral
satellite imagery. The size of the data objects prohibits efficient
caching mechanisms that could significantly reduce response
latencies. Additionally, extracting information from these large
data objects incurs significant data processing overheads and they
often entail resource-intensive computational methods.

Here, we present our framework, ARGUS, that extracts low-
dimensional representation (embeddings) of high-dimensional
satellite images during ingestion and houses them in the cache
for use in model-driven analysis relating to wildfire detection.
These embeddings are versatile and are used to perform model-
based extraction of analytical information for a set of dif-
ferent scenarios, to reduce the high computational costs that
are involved with typical transformations over high-dimensional
datasets. The models for each such analytical process are trained
in a distributed manner in a connected, multi-task learning
fashion, along with the encoder network that generates the
original embeddings.

Index Terms—embedding, multi-task learning, science-guided
machine learning, visual analytics

I. INTRODUCTION

Over the past decade, there has been a significant increase in
the number of wildfire incidents across northern Europe and
North America fueled by higher temperatures and drought.
Heatwaves with prolonged dry conditions in western Europe
resulted in increased wildfire activity and intensity; the ensuing
wildfires burned 1.2 million acres over 4 summer months
in 2022, which is more than double the average over the
period 2006 — 2021 [1]. In Northern America, wildfires burned
through 363,917 acres in California, USA alone [2], and over
3.9 million acres in Canada [3] in 2022. Forest fires have
adverse effects like smogs from dense smokes on the urban
fringes of forests leading to thousands of premature deaths [4].

Wildfires often occur in remote regions, where surveillance
infrastructure is not always available, making remote sensing
a viable option. To monitor and track wildfires, planet-scale
geospatial observations such as satellite images have been
widely used [5], [6]. These datasets offer critical capabilities to
identify the locations of wildfires, discover underlying patterns
and track their progress. However, identifying and retrieving
highly relevant subsets of satellite images from voluminous

satellite imagery in real-time is an extremely challenging task.
Atmospheric conditions at proximate locations of an ongoing
wildfire are often covered with smoke and temperature-based
fire masking operations often create ambiguity in detecting the
precise extent of the wildfire coverage [7].

Most satellite observations have associated identifiers such
as timestamps and geospatial coordinates. Remotely sensed
satellite images have low pass frequency (temporal resolution),
which makes active fire detection challenging. Typically, the
key indicator of the relevance between a particular phe-
nomenon (e.g., wildfire) and observations, such as scientific
labels or annotations, are not available in the low-level data
product. It is quite common to see a small portion of highly
relevant datasets labeled by the subject matter experts [8], [9]
prior to being archived and hosted for broader dissemination.
Since manual labeling is extremely time-consuming, this solu-
tion is not well-suited for scenarios such as navigating recent
data collection or real-time monitoring. Similarly, it is hard to
extend the existing set of labels for different use cases. Despite
their low temporal frequency, periodically observed satellite
imagery are often the most feasible as well as economical and
less time-consuming solution for the analysis of phenomena
such as wildfire, since they often occur in remote regions, than
conventional methods of such as aerial images [10].

There have been several recent approaches to extracting
patterns using machine learning to indicate the presence or
absence of phenomena in observations [11]-[13]. However,
since training and executing models over large amounts of
data entails substantial computational requirements as well
as increased network and disk I/O, ad-hoc integration of
this approach into traditional data retrieval systems poses
significant overheads in the latency for the operations and
computing resources needed to complete them.

In this study, we present our framework, ARGUS, that
allows rapid retrieval of satellite observations that are closely
related to ongoing wildfire activities from unlabeled satellite
imagery. ARGUS indexes satellite imagery using novel low-
dimensional latent representations maintained in the memory
of a distributed cluster, where the underlying datastore is
continuously evolving with new observations continuously
ingested. With our approach, a storage system is able to
evaluate the user’s spatiotemporal query with phenomena-
specific keywords such as “has a wildfire”, “wildfire affected
area”, or “level of severity of a wildfire” of “wildfire affected
area” to retrieve more accurately relevant satellite tiles.
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A. Challenges

Enabling rapid multi-faceted query analytics over high-
dimensional voluminous datasets over a distributed system
poses several challenges:

1) It is important to ensure that supporting frameworks or
data structures needed for efficient retrieval of a related set
of analytics over these large data objects have low memory
utilization and can be generated/updated relatively quickly to
adapt to the fast-evolving nature of the underlying data store.
2) Data pre-processing, be it in the form of efficient indexing,
metadata extraction, or data-compression, to support interac-
tive query analytics over high-dimensional data objects can
negatively impact the data ingestion rate. Furthermore, it is
important to ensure that the processed data retain enough
information to be amenable for reuse in different analytical
queries.

3) Efficient orchestration of clients’ spatiotemporal query
evaluations, such as mapping and executing individual queries
to the list of data objects required for model evaluation, is a
challenge. To significantly reduce the overall query latency,
effective buffering/batching of image tiles as model inputs is
necessary. Also, avoiding redundant or overlapping operations
in a multi-user system introduces additional challenges.

B. Research Questions

Research questions that we explore in this study include
RQ1: How can we identify the existence or absence of wildfire
(or relevant characteristics) automatically and rapidly without
relying on human-generated annotations or labels? This also
involves identifying multiple related characteristics such as the
level of severity.

RQ2: How can we effectively index and rapidly evaluate
geospatial queries over voluminous, high-dimensional satellite
imagery while ensuring low memory footprints and computing
requirements?

RQ3: How can we design an indexing scheme that flexibly
increases the scope of the searchable target characteristics
without adding a significant overhead for memory or com-
puting capacity? The indexing scheme should also be able to
cope with additional computing requirements for fire-tracking
while maintaining a low memory footprint.

C. Overview of Methodology

We use multi-spectral satellite imagery as our proving
ground and attempt to create versatile low-dimensional latent
representations from the underlying image objects. These la-
tent representations(embeddings) are loaded into a distributed
in-memory cache and used to evaluate the level of relevance
of the satellite tile to a wildfire event, while completely
circumventing the need to access original data objects stored
on disk. This approach enables us to (1) reduce memory
footprints of the in-memory data objects, (2) improve the cache
hit ratio, and (3) facilitate faster data processing and reduce
response times.

The generated embeddings are amenable to analytics over
a collection of related target phenomena by training a set
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of corresponding deep-learning models without generating
a separate set of embeddings for each phenomenon. The
embeddings are generated by an autoencoder network [14] that
is composed of multiple model heads, where each head uses
the generated embedding as input and is optimized to estimate
the level of relevance to a target phenomenon. These models
are trained simultaneously through multi-task learning [15] as
a conjoined network to enhance the accuracy and convergence
speed of the overall network. As a result, a single set of latent
representations is versatile enough to serve multiple types
of target geospatial events. The multi-task learning approach
enables these networks to have better generalization through-
out the shared representations. Training over these concise,
representative inputs also speeds up the model training (faster
convergence rates) while ensuring lightweight models.

We explore the problem of identification of wildfire regions
from satellite imagery from the Visible Infrared Imaging
Radiometer Suite (VIIRS) Thermal Anomalies (VNP14) [16]
dataset using the available bands (e.g., thermal and infrared)
as the inputs to our models. To evaluate the versatility of
our embeddings with various characteristics of the wildfire,
we have selected a set of related tasks that can benefit from
a multi-task learning setup. The set of related tasks that
we attempt to simultaneously train over our embeddings are
- 1) classification of wildfire image tiles, 2) classification
of wildfire severity, 3) bounding box object recognition for
wildfire-affected regions, and 4) semantic segmentation of
wildfire regions for each image tile.

Our benchmarks demonstrate that, with a compression fac-
tor of 120x for the generated embeddings, ARGUS segmenta-
tion models achieved an accuracy of 88% of that achieved with
a SegCaps segmentation model trained with actual satellite im-
age objects. Additionally, we demonstrate up to 27x reduction
in evaluation times for varying levels of overlapping queries
by fast identification of previously evaluated spatiotemporal
domains and avoiding re-evaluation through our models.

D. Paper Contributions

Our framework facilitates model-driven value extraction
over low-dimensional latent representations generated from
multi-spectral images to reduce memory footprint and improve
query evaluation speed for real-time wildfire monitoring. In
particular, our contributions include:

1) Our model-based evaluation scheme accurately predicts
the relevance of pixels to the ongoing wildfire event with-
out human intervention. The framework generates a concise,
representative latent representation of multispectral satellite
images, and parameterizes them for machine learning models
that evaluate relevance to the wildfire event.

2) Our approach significantly reduces the amount of data to
be stored in-memory, while ensuring comparable accuracy to
cases with actual data. Since satellite imagery is voluminous,
repeated retrievals and the corresponding network and disk I/O
would result in inefficiencies: our methodology circumvents
this inefficiency.

3) Our framework allows the storage system to enhance the

Authorized licensed use limited to: COLORADO STATE UNIVERSITY. Downloaded on July 26,2024 at 02:03:47 UTC from IEEE Xplore. Restrictions apply.



set of target phenomena while still maintaining a single set of
embeddings. A set of different deep learning networks, each
optimized to evaluate relevance to different phenomena can be
trained in parallel using multi-task learning [17].

E. Paper Organization

The remainder of this paper is organized as follows. Section
I outlines related works, followed by the background in
Section IIT that introduces the nature of the actions and
spatiotemporal user queries. Section IV describes the various
components of ARGUS’s deep-learning architecture and its in-
memory data model. Section V details our in-memory data
store and its role in fast query evaluation. Experimental setups,
performance benchmarks, and analysis of results are outlined
in Section VI. Finally, Section VII outlines our conclusions,
followed by acknowledgements in Section VIII.

II. RELATED WORK

There have been several research studies on active fire de-
tection and burned area segmentation to automatically identify
the regions of an image that correspond to fire and sepa-
rate them from non-fire regions. Dataset collections such as
those from Landsat, Sentinel-2, and MODIS are popular open
databases that have been used for model-driven monitoring
of phenomena [18]-[20]. Specifically, semantic segmentation
through deep-learning has commonly been applied to satellite
images for fire detection due to their ability to learn complex
relationships from multi-spectral data [21]-[23].

Caching of highly-requested data elements is a common
strategy in enabling scalable visual analytics over voluminous
datasets. Forecache [24] implements a prefetching scheme that
predicts the data tiles to be queried in the future into the
memory to improve latency. In other words, multivariate data
tiles at various resolutions are precomputed to provide scalable
panning and zooming as done in Google Maps [25]-[28].
Since disk I/O is significantly more time-consuming than in-
memory operations, loading data objects in memory has been
an effective strategy to reduce latency. However, this is not
a feasible strategy if memory space is limited or if the data
objects involved are large in size. A compressed representation
of large data objects could be an alternative in such scenarios.

Deep neural networks-based autoencoders [29], [30] are
commonly used for a number of different applications, in-
cluding feature extraction and dimensionality reduction. The
driving principle behind an autoencoder is that the high-
dimensional data has a significantly smaller lower-dimensional
embedding in a latent space that is sufficient to represent
the information of the original data. The encoder part of
the autoencoder compresses the input data into a bottleneck
representation, which is then used by the decoder for re-
construction, the goal being to minimize the reconstruction
error. Autoencoders have been used for data compression [31],
[32] by training the network to learn a lower-dimensional
representation of the input data. A common approach is
to use a deep autoencoder network with multiple layers in
the encoder and decoder. The deeper layers of the network

74

learn higher-level features of the input data, which can be
used to accurately reconstruct the original data with a lower-
dimensional representation [33], [34].

Multi-task learning (MTL) [17] is an effective modeling
technique where multiple models learn related tasks jointly
to support a mutual exchange of knowledge that facilitates
generalization. MTL allows the model to learn shared repre-
sentations between tasks, which can lead to more efficient and
effective learning [35]. Feature-based multi-task learning aims
at learning common features through generalization among
related tasks as a way to exchange common knowledge. Multi-
task learning involves training of machine learning models
with data from multiple tasks simultaneously, using shared
representations. This enables the models to acquire shared
knowledge between a set of related tasks and also improve
its robustness by assimilating knowledge across multiple do-
mains. These shared representations increase data efficiency
and can potentially yield faster learning speed for related
or downstream tasks, helping to alleviate the well-known
weaknesses of deep learning: large-scale data requirements and
computational demand. Additionally, MTL can also reduce the
amount of data needed to train a model, as the model can use
data from one task to improve performance on another task
[36].

MTL has been successfully applied to the problem of object
detection and semantic segmentation through models such as
Faster R-CNN [37] and Masked R-CNN [38], where related
tasks like object boundary detection and image segmentation
are trained collaboratively through a shared trunk (backbone)
followed by branched heads for downstream individual tasks.
A potential pitfall of this approach is that training multiple
models jointly can be both compute and resource-intensive
since all the model layers combined have to be optimized si-
multaneously. This is especially true for deep learning models.

III. BACKGROUND

In this study, we explore rapid analytical keyword query
evaluation over voluminous multi-spectral satellite imagery.
Each of these data-objects have high spatial resolutions and
multiple data bands, making them large in size. Caching them
in their original form would significantly strain cache capacity
and negatively impact the hit-rate and the interactivity of
spatiotemporal query analytics. Our goal is to ensure high
fidelity for model-driven analytical information compared to
geoprocessing over actual data objects. Scalable management
of voluminous data collections [39], [40] underpins effective
training of deep networks [41]; data accesses are also pred-
icated on effective queries [42] and federation [43]. Several
systems also rely on outlier detection [44] to preferentially
identify training data of interest.

Useful analytical information can be extracted from these
multi-spectral images using geoprocessing algorithms such as
the computation of slopes, and curvatures from raster images
using spatial tools provided in frameworks like ArcGIS [45].
However, these algorithms are often not optimized for parallel
or GPU-driven execution, making them significantly slow,
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especially when the number of candidate tiles required to be
processed is large. This is particularly true in cases of sparse
events like wildfires.

For instance, the following SQL query provides a sample of
the type of spatiotemporal queries that the ARGUS framework
aims to evaluate for multiple simultaneous users. In particular,
we show a wildfire segmentation query for identifying and
demarcating potential wildfire regions (has_fire) from multi-
spectral satellite imagery dataset (VIIRS) over a given spatial
and temporal range specified through the Query_Polygon and
Query_Time_Range, respectively.

select has_fire(band_1, band_2,...,band_n)

from VIIRS_Data
where coordinates in Query_Polygon
and time_stamp in Query_Time_Range

The evaluation of the above query over a distributed storage
system would involve identifying image tiles with intersecting
spatiotemporal bounds, evaluating their wildfire-affected re-
gions, if any, and returning the compiled results back to the
users. ARGUS attempts to speed up the above process by im-
plementing the following - (1) the creation of embeddings out
of image tiles for easier storage in a distributed cache for rapid
identification, (2) training deep-learning analytical models that
use embeddings as input, circumventing the need for on-disk
data access as well as geoprocessing algorithms, (3) using
a combination of classification models for identification of
potential tiles with wildfires and running segmentation model
on those only, and (4) using efficient in-memory caching and
indexing schemes to avoid both disk access and re-evaluation
of embeddings. Since events like wildfires are sparse, running
a simpler classification model to weed-out unnecessary tiles
can significantly improve interactivity.

IV. METHODOLOGY

A. System Overview

ARGUS is designed to work in conjunction with any dis-
tributed hash table (DHT)-based spatiotemporal storage system
[46]. The overall ARGUS framework can be partitioned down
into two main components -

1) ARGUSNET: A collection of deep learning models trained
to perform encoding and keyword-based evaluation from the
unlabeled satellite data collections, and

2) Hierarchical Embedding Store: A graph-based in-memory
caching framework built to house latent representations gen-
erated by the ARGUSNET module.

Fig.1 shows the various components of our framework. The
ARGUSNET models utilize data from the underlying DHT
storage for their training through distributed modeling. Once
trained, the ingestion module utilizes the encoder portion of
the network to intercept data ingestion requests and house
them in the hierarchical embedding store. The classification
and segmentation models are used during query evaluations
over the cached latent representations in the embedding store.
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Fig. (1) ARGUS System Overview: Hierarchical Embedding
Store is our distributed in-memory caching system. Encoder,
Decoder, Classifiers and Segmentation constitute the various
components of ARGUSNET

B. ARGUSNET

1) Model Overview: Ideally, the latent representations of
our image tiles must be versatile enough to support multiple
keywords (e.g., occurrence of wildfire and the level of severity)
without maintaining multiple embeddings for each problem.
To accomplish this, we train the models in a conjoined manner
through multi-task learning and generate a single embedding
for each tile that is used for multiple analytical models later
on. Related tasks trained through multi-task learning have been
shown to have better accuracy and convergence speed and
as evidenced by our benchmarks. Our models demonstrate
improved accuracy as well. Fig.2 depicts the overall model
architecture. We can see that it consists of the following
main components — an autoencoder network, classification
networks, and a segmentation network. Additional models
for the extraction of related analytical information from the
embeddings can be added to our network as needed. Apart
from the autoencoder network, all other networks (heads) use
embeddings as their input.
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Fig. (2) ARGUSNET Architecture: Encoder forms the back-
bone of the network used during data ingestion to generated
embeddings. Decoder, Classifiers, and Segmentation heads are
used during query evaluations.
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2) Model Input: Let us denote our multi-spectral image
input as Igaw - this is the input to our ARGUSNET network,
which gets converted to its corresponding latent representation,
denoted by I, which is significantly smaller in size. In our
case, Iraw is complied by integrating various distributed
spatiotemporal datasets and extracting relevant bands from
them that are relevant to wildfire prediction. The target band,
along with the classification labels is extracted by combining
the fire-band available in the VIIRS dataset [47] along with
historical wildfire perimeter (and duration) information to cre-
ate a single-channel target mask for each image tile (Itarget)-

C. Selection of Training Data:

Our input is created through a combination of multiple
remote-sensing data sources and includes bands relating to
emissivity, soil moisture, vegetation index, and land cover
type, all of which are known to be contributing factors that
influence wildfire. In total, our input, Igaw, consists of 15
bands/channels.

Class imbalance is common in case of wildfires since the
majority of the image tiles will not contain fire-pixels. In
order to circumvent models prioritizing the majority class, we
oversample the wildfire-containing tiles. We use the California
Fire Perimeter Database [48] for historical information on
wildfire perimeters and dates to identify tiles that have fire
pixels in them. Additionally, to reduce the uncertainty in the
training data, we ignore tiles that contain wildfires with an
overall perimeter area of more than 10 km?. Finally, we use
a 1:1 distribution of fire and non-fire tiles in our training.

D. Network Architecture:

Our goal is to perform semantic segmentation through

convolutional networks for the detection of wildfires from
multi-spectral imagery. ARGUSNET consists of two main
stages: a set of convolutional layers for feature extraction and
a set of heads for performing reconstruction, classification,
and segmentation. We explain each section of the overall deep
learning model below.
Encoder: The encoder constitues the backbone of the AR-
GUSNET architecture. In the first stage, this encoder portion
of our autoencoder, comprising a set of convolutional layers,
generates a dense representation of a multi-spectral image tile.
We expect these convolutional layers to take a multispectral
image vector as input and encapsulate complex and abstract
features from the input image for analytics. This extracted
feature map serves as an input to the three heads of the
ARGUSNET network.

The encoder network comprises a series of convolutional
layers followed by a downsampling through max-pooling that
incrementally reduces the spatial dimension while increasing
the number of channels leading to bottleneck. We introduce
batch normalization between the two layers to stabilize the
training process to avoid bias during training by normalizing
the input to each layer and accelerating the convergence
speed of the training. The output of the encoder network
produces our embeddings (I.), a compressed representation

of the abstract features of the input image (as shown in Fig.2).

The main goal is to be able to utilize the generated /. for the
extraction of multiple analytical observations. In order to make
it versatile enough, we have to ensure that the training process
takes into consideration the loss of each of these model-driven
analytical tasks during the construction of the embedding
and not just the reconstruction loss. Multi-task learning
(MTL) is an effective approach to training and optimizing
a combined model to perform multiple tasks simultaneously.
This conjoined training methodology, where a cumulative loss
from all the related tasks affects the weights of the network,
enables the model to leverage shared information between
tasks. This has been shown to produce better representation
learning, regularization, transfer learning, and improved data
efficiency. Multi-task learning can improve the accuracy of all
models in several ways, including the ability to learn more
general representations of the data, prevent overfitting, and
facilitate the reuse of learned features for related tasks. Over-
all, training our models through the combined architecture, as
shown in Fig. 2, can significantly improve the accuracy and
generalization of machine learning models.

Decoder: The compressed latent representation is passed on
to the decoder network, which uses upsampling of feature
maps through a series of transposed convolutional layers
(deconvolution) and increases the spatial dimensions of the
data to eventually reconstruct the input (IRec). Maintaining
a decoder head trained for image reconstruction serves two
purposes. First, it allows us to use the embedding to recreate
the bands of the original image in case of queries over the
actual bands. Secondly, it allows us to introduce new heads
into the network while ensuring faster re-training convergence
speed.

Classifier: The classifier heads are responsible for generating
a probability distribution over either a binary flag that predicts
whether an image tile has wildfire, or over the possible
wildfire intensity classes. The classifier head takes the latent
representation, ., as input and flattens it into a 1D vector.
This vector then passes through a set of fully connected layers
to produce a vector of scores, one for each object class. A
softmax activation is applied to these scores to generate a
probability distribution over the classes.

Semantic Segmentation: We implement a SegCaps [49]
architecture as the deep semantic segmentation head for our
network. We leverage capsules, which are a variation of a
neuron or instantiations that represent a specific aspect of the
object and can encapsulate various properties of an object,
including, its spatial orientation, and scale. This feature of cap-
sule network helps us adapt to wildfires of different geospatial
scales and additionally leverages the capsule’s ability to under-
stand relative positions and orientations of objects in an image
to train on wildfires which also have regional characteristics.
Similar to [49], our network also contains a set of 8 primary
capsules, followed by digit capsules as the output layer that
generates the segmentation output. Another important benefit
of using capsule networks for wildfire segmentation is their
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ability to reduce the number of labeled datapoints for training,
which is useful for wildfire events, that tend to be pretty sparse.

E. Loss Function:

Our multi-task loss function is a combination of losses from

the heads of the ARGUSNET network. We explain each of
these components below.
Reconstruction Loss: This is the loss component from the
decoder head. Since we mainly want I, to be useful in extrac-
tion of model-driven analytical information, we prioritize min-
imizing the reconstruction loss (Mean Squared Error) of bands
that are more closely correlated to wildfires, such as NDVI,
land-cover type, and soil-moisture. We update reconstruction
loss and give more weight(//;1) to the bands with more
correlation(B;) to wildfire than the remaining bands(B>), i.e.,
Wi > Wa:

[«Tec = Wl * Ercc(IRcc[Bl]) + W2 * [«Tec(IRec[BRem])

Classification Loss: Our classification 10ss (L¢lass) iS com-
puted as Cross Entropy loss. For predicting the presence of a
wildfire in a tile, we train using Binary Cross Entropy Loss
(BCE) and for the multi-label prediction of fire-severity, we
use BCE with Logits loss (combination of a Sigmoid layer
and BCE Loss).
Segmentation Loss: Wildfire-affected regions can comprise
varying portions of the pixels in an image. In case of smaller
fire perimeters, we ensure that we avoid a biased segmentation
model that prioritizes classifying the background pixels. Dice
loss has been shown to be suitable for such class-imbalance
problems [50]. So we make our overall segmentation loss
(Lseg) a combination of the BCE loss and the Dice Loss.
The overall loss of the network is computed as follows:

£rec - WR * ['rec + WC * £class + WS * L:seg

The weights of each loss, i.e. Wg, W, Wg are hyperparam-
eters that we optimize during the training process.

F. Distributed Training

Our ARGUSNET module is trained over a distributed spa-
tiotemporal filesystem. The server-side cluster tracks the fresh-
ness of the trained models with respect to new, incoming data
and triggers a fresh round of training iterations to further fine-
tune old models.

The training of the models is agnostic of the underlying
distributed file system. Our training leverages the spatiotem-
poral partitioning scheme of the storage system by collocating
the training modules with the partitioned data to avoid data
movements during training. The distributed training utilizes
a parameter server to aggregate the weights asynchronously
at certain intervals. We have used Pytorch Lightning [51] in
the Distributed Data Parallel (DDP) mode for our distributed
learning. Once trained, we use the encoder part of the net-
work for our ingestion processes, while the classification and
segmentation branches are used during query evaluations.

G. Hierarchical Embedding Store

The Hierarchical Embedding Store is a lightweight index-
ing scheme to better organize the in-memory latent representa-
tion of the on-disk images tile on each node in the distributed
cluster. The embedding store is a decentralized in-memory
metadata graph that holds the embedding object, I, in its
leaf nodes, along with other information that gets populated
with subsequent query evaluations, such as, predicted fire-
masks and flags marking the presence of wildfire pixels in
the corresponding tile. The graph is organized based on the
spatiotemporal metadata of the underlying tile, as shown in
Fig.3 to facilitate fast query evaluation and identification of
relevant in-memory embeddings for each node.

In addition to the Hierarchical Embedding Store, ARGUS
maintains the trained modules, mentioned in the previous
section, in-memory on each node for fast generation of embed-
dings (during ingestion) and for model-based query evaluation
(during runtime).

V. DATA MODEL AND QUERY EVALUATION

Here, we explain the various stages of data ingestion into
our embedding store and the subsequent process of querying
analytical information out of it.

A. Dataset Description

Our input data is curated to incorporate attributes that are
known to influence the likelihood and impact of wildfires in
a region. In doing so, our approach leverages science-guided
machine learning in our modeling for wildfire detection and
segmentation. Science-guided machine learning [52] combines
domain knowledge and scientific principles to enhance inter-
pretability, reliability, and generalization of the trained models.
In order to incorporate prior scientific knowledge into our
model building, we integrate multiple data sources containing
remote-sensing satellite data that provide global, near real-time
information that includes active fires, thermal anomalies, and
the Normalized Difference Vegetation Index (NDVI), which
is computed from the red and near-infrared (NIR) bands of
the VIIRS sensor [47]. Additionally, we incorporate relevant
attributes such as land-cover type, soil moisture, and water
retention, which are scientifically correlated with wildfires. By
integrating these attributes, our model improves the accuracy
of wildfire detection. The target segmentation mask is created
by intersecting the active fire band from the remote-sensing
data with historical wildfire perimeter information. For this
study, we use the wildfires in California during 2019 [48] as
our use-case.

B. Data Preprocessing and Partitioning

The raw data once downloaded and merged needs to be
partitioned for efficient storage, distribution, and querying
over a cluster. We split each multispectral image swath in
terms of its geospatial hash (9-character quadtile key) for
efficient indexing. These image tiles are then partitioned over
the cluster based on their temporal metadata and quadtile key.
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Quadtiles [53] is a hierarchical grid system that can re-
cursively partition the overall geospatial coordinate space,
incrementally, into a set of squares, each divided into four
sub-squares of equal size. Each sub-square is assigned a
unique code, which is appended to the unique code of the
cumulative square, forming a unique hash string that represents
the geospatial region contained within it. This quadtile key can
be easily manipulated to identify both neighboring geospatial
quadtiles/regions, along with encapsulated sub-regions.

In this work, we use the entire coordinate space of Cal-
ifornia as the overall geospatial region, represented by a
single square with a key of “0”, and recursively partition
them into incrementally smaller quadtile boxes, each divided
into four sub-squares, and appending each with either “0”,
“17, “2”, or “3”. The generated tiles are distributed among
the cluster nodes based on their quadtile key and within
each node, are organized based on their date and time of
recording. This distribution scheme helps the zero-hop DHT
efficiently identify relevant tiles both during training and query
evaluation.

C. Embedding Store Population

The lightweight indexing scheme of the Hierarchical Em-
bedding Store enables fast population of entries. During data
ingestion, each incoming image tile, before being stored on
disk, gets converted into its low-dimensional latent represen-
tation, I, through the encoder module (F), and stored in-
memory. The spatiotemporal information of the tile is used to
add it to Hierarchical Embedding Store, with the reference to
the in-memory I, object being added to the leaf-node. This
ensures co-location between the on-disk data objects and their
latent counterparts and the embeddings follow the partitioning
scheme of the underlying distributed system.

The creation of latent embeddings using the encoder, along
with its population into the hierarchical embedding store con-
stitutes the computation overhead during data ingestion. AR-
GUS ensures that this computational overhead is insignificant
compared to the actual ingestion process by (1) ensuring that
the tree-based structure of the embedding store facilitates fast
indexing, (2) the encoder-decoder network is kept relatively
shallow, and (3) the multiple incoming tiles are ingested as
batched inputs to the encoder network for faster computation.

D. Containerized Data Ingestion

Since our query analytics framework relies on the effective-
ness of in-memory embedding cache, along with the trained
deep-learning models, we need to ensure that a sufficient
amount of memory and computational resources is available
at all times. We ensure that our data ingestion process, which
also requires GPU for the encoder network, does not adversely
affect the query analytics.

In order to ensure a scalable ingestion throughput, while
maintaining an upper bound on resource utilization, we paral-
lelize and containerize our data ingestion processes. Ingestion
requests for each node in the distributed system are inserted
into a job queue from which they are handled by one of our
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Fig. (3) Hierarchical Embedding Store

available ingestion processes. We use Kubernetes [54] replica
sets to ensure parallelization. We set a limit on resource uti-
lization by configuring maximum resource limits on the overall
utilization of our data ingestion containers. The threshold is
set at 10% of the overall CPU, memory, and GPU cores.

E. Query Evaluation

The Hierarchical Embedding Store enables fast identifica-
tion of relevant embeddings for each spatiotemporal query on
each node of the distributed cluster. In a cold start scenario,
the graph is evaluated against the spatiotemporal bounds of the
query in a top-down fashion to identify the latent embeddings
that satisfy the specified predicate. These embeddings are
meant to be probed for potential wildfire regions using our
trained models. However, exhaustively evaluating all candidate
tile embeddings against our segmentation mode, which has
the most complicated architecture, for a sparse event such
as wildfire might lead to prolonged response times. Rather,
ARGUSNET maintains a simpler binary classification model
for the identification of wildfires, which is first run to identify
potential embeddings (containing wildfire) that get evaluated
against the segmentation model. As we show in our bench-
marks, this strategy leads to significantly reduced response
times with comparable accuracy. Additionally, similar to the
case of the encoder, the evaluation of embeddings for both
classification and segmentation models is done in batches.

E Avoiding Redundant Evaluations

Geospatial access patterns have been shown to follow spatial
and temporal locality [55], i.e., at a given instant, users’
queries over the entire dataset are focused on a small spa-
tiotemporal neighborhood. While effective caching can lever-
age these patterns and greatly improve the hit-rates of our in-
memory structures, this does not avoid redundant evaluation of
our embeddings against the classification and the segmentation
model, which require GPU resources.

The structure of our Hierarchical Embedding Store makes
it conducive to support simultaneous query evaluations and
collaborative analytics. Since it is structurally a feature graph,
it can easily be traversed in a top-down manner while evaluat-
ing a spatiotemporal query. Fig.3 demonstrates our hierarchical
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strategy of tagging potential wildfire nodes in the Hierarchical
Embedding Store.

Upon evaluation of a tile against a spatiotemporal query, if
a non-zero fire-mask is returned by our segmentation model,
we store a compressed representation of the 2d array along
with the embedding object in the leaf node. When no wildfire
is detected, it will have a blank object and all unevaluated
tiles have a null object attached to their leaf. This helps our
framework avoid redundant computations of the same image
tile against our trained models when there are subsequent
overlapping requests. Additionally, it is to be noted that the
memory overhead of having this fire-mask info is quite low -
given the sparsity of the event, very few nodes will actually
require the fire-mask object to be stored.

G. Optimized Graph Evaluation

Due to the large number of tiles (leaf nodes) that might
be involved in queries over large spatiotemporal extents, we
attempt to identify parent nodes that do not have any tiles
of interest in their sub-tree. We keep track of these nodes
through successive query evaluations over our emdedding store
by maintaining an additional attribute (node importance)
on each node of the Hierarchical Embedding Graph. This
attribute signifies the combined number of unevaluated and
wildfire tiles under each parent node in the graph - a non-
zero importance value means that during evaluation, a parent
node may contain a tile of interest in one of the leaves in its
subtree. Over time, with a meaningful number of queries being
evaluated over our system, a majority of these tags should
amount to 0 (since wildfire is a sparse spatiotemporal event),
which would help us avoid unnecessary traversals down the
graph for irrelevant spatiotemporal extents.

Fig.3 demonstrates the update strategy of node importance
during the evaluation of queries over ARGUS. When the
segmentation output on a tile embedding is found to have
no fire pixels, the node importance of its immediate parent
is decremented. If the count of the parent is 0, we decrement
the count of its immediate parent, and so on, up the graph.
In general cases, this upward traversal of a tree would require
bidirectional links or extra computation. Since our Hierarchical
Embedding Store is a metadata graph, actual upward traversal
up the tree can be avoided, since, given the spatiotemporal
metadata of a node, we can easily deduce the exact parent
node. In successive query evaluations, any node with impor-
tance of 0 will not need to be traversed further since it signifies
non-fire tiles underneath.

H. Pruning: Node Replacement Strategy

Due to the limited size of the cache, we need an effi-
cient strategy to maintain frequently accessed and relevant
information in the cache in case of overflow. In order to
facilitate interactivity in evaluations over the metadata graph,
we need to maintain the most relevant regions in memory,
and to efficiently detect stale nodes and swap them out for
more requested regions, in case we breach the threshold due
to overpopulation.
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In case of an overflow, we utilize the importance attribute
of a node in conjunction with the product of the number of
accesses to a node (updated every time it gets accessed), and
a time decay function that takes into consideration the last
time the node was accessed. Using this metric, which we call
adjusted node imporance, our cache pruning strategy
takes into consideration both the relevance of a node at a
particular instant alongside the contents of the sub-tree. Sub-
trees in ARGUS are replaced based on this adjusted importance
score. To leverage the spatial and temporal locality of access
patterns, when a request for a spatiotemporal region comes in,
we mark both the set of Cells in that region and the immediate
spatiotemporal neighborhood of that region as being of future
interest as prescribed in [56].

VI. SYSTEM EVALUATION

A. Experimental Setup

To evaluate compute-intensive operations with high-density
observations, we profiled our system while performing spa-
tiotemporal queries with spatiotemporal data on a cluster of 50
nodes. Each node in our distributed cluster is an Intel Xeon ES-
2620v3, with 64 GB RAM, each with a Quadro P2200 GPU
(5GB of memory) with 1280 cores and several local 7200RPM
SATA hard disks. The data is partitioned throughout the cluster
uniformly based on the first 9 characters of their Quadtile key.

Throughout our experiments, we use 2 types of spatiotem-
poral queries - state-level and county-level. These represent
2 geospatial query sizes with a fixed temporal extent of 2
weeks. We experiment with these 2 ranges to demonstrate
the scalability of our query evaluation. The state-level query
has a Query_Polygon (see section III) that covers the state
of California. The county-level query is set to mimic the
size of an average county-wide region, with a latitudinal and
longitudinal extent of 4° and 8° respectively.

B. Study Region and Datasets

The dataset we use is a composite from multiple remote-
sensing satellite datasets. The first dataset we use is the VNP14
Active Fire Dataset [47], which provides global, and near real-
time information on active fires and thermal anomalies. The
dataset is produced by the Visible Infrared Imaging Radiome-
ter Suite (VIIRS) instrument aboard the Suomi National Polar-
orbiting Partnership (SNPP) and NOAA-20 satellites [57]. The
data has a spatial resolution of 750 meters and is updated
daily and encapsulates information regarding the location, tem-
perature, radiative power, fire mask, and confidence level of
active fires. We coalesce this dataset with VIIRS VNP21/NPP
Land Surface Temperature and Emissivity 6-Min L2 Swath
750m [58] which contains information derived from satellite
observations using physics-based algorithms. The dataset con-
tains multiple data fields, including land surface temperature,
emissivity, quality indicators, and other attributes for both
active fire and non-active fire regions. Both datasets have a
spatial resolution of 750 meters at daily temporal resolution.
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TABLE (I) Breakdown of Data Staging: Comparison be-
tween time taken to download and pre-process the data against
time to index and load it into ARGUS

Fetch Processing | Staging | Indexing
Time (Seconds) 132.07 539.53 303 2.04
Percentage 13.52% 55.24% 31.02% 0.2%

Normalized Difference Vegetation Index (NDVI) informa-
tion is incorporated in our data using the VNP09 prod-
uct, which provides the atmospherically corrected surface
reflectance, derived from the VIIRS/NPP Atmospherically
Corrected Reflectance (ACR) algorithm. It provides the surface
reflectance values at a spatial resolution of 375 meters for
the red and near-infrared (NIR) bands of the VIIRS sensor.
The red band of the VIIRS sensor has a wavelength range
of 0.6 to 0.7 micrometers and is sensitive to the reflectance
of vegetation, soil, and water surfaces. The NIR band of
the VIIRS sensor has a wavelength range of 0.84 to 0.88
micrometers and is sensitive to the reflectance of vegetation,
especially the chlorophyll absorption feature. We downscale
these 375m spatial resolution surface reflectance bands (I-
bands) to integrate the information into our dataset. All the
VIIRS [59] data products mentioned above are provided in
NetCDF format tiles that are approximately 3248 %3200 pixels
in size, covering an area that is roughly 2436x2400 km?*. The
scans of both satellites are co-located, that is, both satellites
capture the same regions at the same timestamp, resulting in
overlapping tiles that can be correctly merged together.

We also incorporate land-cover type information using the
National Land Cover Database (NLCD) [60], as well as at-
tributes relating to soil moisture, erodibility, and water capacity
through the STATSGO [61] dataset. Since the land-cover and
soil-related attributes are static in nature, they are generated
only once for each spatial bound of the image tiles through
the spatial analytics tool over ESRI’s ArcMap. We use the
California Fire Perimeter Database from the Fire and Resource
Assessment Program [48] to create the fire mask using the
methodology explained in section V. The database includes
records of perimeters of wildfires that occurred in the state of
California between the years 1950 and 2019 (inclusive). Our
merged tiles are split into non-overlapping bounds for regions
with quadtiles hashes 9 characters in length over California
and uniformly distributed across a cluster of 50 machines. Our
quadtile distribution is deterministic such that neighboring tiles
are co-located on the same machine. We leverage data locality
by avoiding any network I/O to transfer input tiles by locally
reading data available on each machine.

C. Model Training: Rate of Convergence

Fig.4 shows the rate of convergence of our MTL setup with
encoder output connected to the decoder, segmentation, and
classification heads. We profile the segmentation loss, which is
a combination of Binary Cross Entropy and Dice Loss for our
predicted wildfire-affected area (mask) for both our training
and validation data.
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TABLE (II) Comparison of ARGUSNET Evaluation Perfor-

mance against Standalone Segmentation Model

Convergence Time(minutes) | Epochs
ARGUSNET 6.31 31
SegCaps 155.8 164

We compare the performance of our multi-task learning
setup with a Classifier, Decoder, and Segmentation head
against that of the dedicated SegCaps modeled after [49]. We
can see, from Table II that the model stabilizes at around
31 iterations. The convergence of the SegCaps model is
significantly slower, around 155 minutes and 164 epochs,
which can be attributed to both the larger input size and the
number of model parameters involved — the total number of
optimizable parameters for our MTL setup was 47.35% that
of a standalone SegCaps model for image segmentation.

—Training Loss
--Validation Loss

5 10 15 20

Iteration

25 30

Fig. (4) Convergence Speed of Model: Variation of training
and validation error for ARGUSNET over epochs.

D. Model-driven Evaluation Latency vs Query Accuracy

We demonstrate the improvement in evaluation latency of
ARGUSNET over a standalone SegCaps model by profiling
the average evaluation latency of a single-batched input. As
expected, due to the simpler structure of the Segmentation
head compared to a standalone SegCaps, the evaluation latency
of our network is ~27x faster than that of the SegCaps using
raw image (Table III). This improved latency is achieved while
maintaining a comparable accuracy, as shown in Table III; the
accuracy achieved by the ARGUSNET model is nearly 88%
of that achieved by the SegCaps model. The accuracy can be
attributed to the stability that model training of related tasks
through multi-task learning provides.

E. Data Ingestion Latency

We profile the ingestion rate of our framework. Since our
data is a combination of multiple satellite datasets, we have
evaluated the time taken for downloading, pre-processing,
staging, and indexing time of a day’s worth of data over the
entire state of California. ARGUS is responsible for the index-
ing phase of this process, where embeddings are generated and
entries are populated into the ARGUS metadata graph. Table I
demonstrates a breakdown of time for these ingestion-related
operations. We can see that the indexing phase of the process is
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very fast and insignificant (0.2%), compared to the remainder
of the process, which requires downloading and processing of
satellite images.

Fig. 5 shows a further breakdown of the indexing process.
Here we index and load a total of 5000 image tiles into
our distributed in-memory graph and evaluate the overall
throughput on each node. Here, we show the overhead of the
encoding process that creates embeddings for each incoming
image tile and stores a reference of the embedding object
on the in-memory graph. Our encoder is simple enough and
combined with the batched computation of embeddings, we
can see that the indexing throughput is only reduced by 16.7%.
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Fig. (5) Ingestion Throughput With/Without Embedding:
Comparison of throughput of indexing the in-memory meta-
data graph with and without generation of embeddings through
encoder during ingestion.

F. Query Evaluation

We demonstrate the scalability of our model-driven query
evaluation in Fig.6. We profiled the average query latency for
state and county-level spatiotemporal queries for 2 scenarios -
one over spatiotemporal regions where we know had wildfires
and second over random spans and regions. We execute 1000
different queries over our cluster and evaluated the average
response time at a client node.

As expected, state-level queries take longer to evaluate than
county-level queries, but the average query time is reasonable.
Additionally, we can see that in fire-prone scenarios, the query
latency is higher than in average case scenarios, since the
number of tiles that are actually subjected to the segmentation
model is significantly low, due to the classifier model filtering
them out. The box-plots in Fig.6 show that a majority of the
queries have significantly lower query latency in the average
case since the majority of the spatiotemporal queries have
no wildfire in them and most of the server-side overhead is
simply from evaluation and classification over the in-memory
metadata graph.

Fig.7 demonstrates the utility of having a trained classifier
module to filter candidate tiles before being subject to segmen-
tation models. The evaluation was done using spatiotemporal
queries over a set of county-level wildfire scenarios. We see a
significant improvement in average query evaluation latency in
Fig.7 for evaluation with a filtering using classifier compared
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Fig. (6) Query Latency vs Query Size: Evaluation of increase
in latency with the scale of the query’s spatiotemporal extent.

TABLE (III) Comparison of ARGUSNET Evaluation Latency
against Standalone Segmentation Model: ARGUSNET-based
evaluation is 27x faster

Eval. Latency | Error(BCE)
ARGUSNET 0.0026 0.195
SegCaps 0.054 0.1714

to segmentation-driven evaluation for all candidate tiles. This
is due to the much simpler structure of the classifier network
than the segmentation head of the ARGUSNET.

G. Avoiding Redundant Computations

Fig.8 demonstrates the effectiveness of our framework in
avoiding duplicate evaluations for overlapping queries from
multiple user requests. We compare the average query eval-
uation latency for a county-size query for wildfire regions
at various levels of cache population. Fig.8 shows the query
evaluation times for a cold-start scenario, where no embedding
has been evaluated yet, a 50% evaluated tree, where we
remove half of the evaluated nodes, and a case where all
candidate tiles in a spatiotemporal query have evaluated entries
in the hierarchical metadata graph. We can see that there is
a significant improvement in query latency for overlapping
queries and our framework effectively identifies and avoids
redundant tile evaluation.

_—
Classifier Filtering

No Filtering

Fig. (7) Latency Improvement With Classifier Head: Com-
parison of latency of a State-level query with and without
running candidate tiles through a classifier first.
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Fig. (8) Improvement in Query Latency with cached evalu-
ations from historical queries.

VII. CONCLUSION

We described our methodology to track key characteristics
of wildfires over unlabeled high-dimensional satellite image
data collections and enable keyword search for image tiles in
a distributed storage system.

RQ1: Our approach leverages multiple machine-learning
based models to evaluate keyword search queries and the mod-
els demonstrate reliable accuracy. Instead of storing original
image tiles in memory, Argus maintains representative (space-
efficient) embeddings in memory and these embeddings are
used as inputs for the model execution as part of keyword
query evaluation. Our empirical evaluation demonstrates that
the multi-task learning effectively trains the encoder network
that generates a single set of embeddings for multiple wildfire
keywords.

RQ2: Our distributed, in-memory hierarchical embedding
store is structured in the form of a metadata graph for
fast evaluation of spatiotemporal queries and identification
of candidate embeddings. Also, the collaborative update of
the node importance metric of each node in the graph with
successive evaluations leads to a further reduction in evaluation
time for future queries.

RQ3: Our approach reduces the required memory footprints
significantly; this, in turn, allows the number of data objects
indexed in the memory to increase substantially. More im-
portantly, these embeddings reduce model complexity signifi-
cantly by lowering the number of parameters. This allows our
models to consider larger spatiotemporal extents to capture
more comprehensive conditions from the surrounding area
during keyword query evaluations.
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