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Abstract
We study an online allocation problem with sequentially ar-
riving items and adversarially chosen agent values, with the
goal of balancing fairness and efficiency. Our goal is to study
the performance of algorithms that achieve strong guarantees
under other input models such as stochastic inputs, in order
to achieve robust guarantees against a variety of inputs. To
that end, we study the PACE (Pacing According to Current
Estimated utility) algorithm, an existing algorithm designed
for stochastic input. We show that in the equal-budgets case,
PACE is equivalent to an integral greedy algorithm. We go on
to show that with natural restrictions on the adversarial input
model, both the greedy allocation and PACE have asymp-
totically bounded multiplicative envy as well as competitive
ratio for Nash welfare, with the multiplicative factors either
constant or with optimal order dependence on the number of
agents. This completes a “best-of-many-worlds” guarantee for
PACE, since past work showed that PACE achieves guarantees
for stationary and stochastic-but-non-stationary input models.

1 Introduction
We study online fair allocation, where items arrive sequen-
tially in T rounds, and we need to distribute them among
a set of n agents with heterogeneous preferences, with the
goal of achieving both fairness and efficiency properties. In
each round, we observe each agent’s value for the item and
make an irrevocable allocation. The horizon length T can be
potentially infinite, which aligns with real-world scenarios
where items appear in high volume and frequency, e.g. band-
width allocation and content recommendation. We assume
that agents have linear and additive utilities.

Fair allocation problem in the offline setting has been well-
studied. A classical objective to optimize is the Nash welfare
(NW), defined as the geometric mean of the agents’ utili-
ties. Maximizing Nash welfare provides a balance between
efficiency and fairness due to the multiplicative nature of
the objective. For divisible items, an offline optimal alloca-
tion can be computed via solving the Eisenberg-Gale (EG)
convex program (Eisenberg and Gale 1959). The solution
enjoys both envy-freeness and proportionality, which are im-
portant measures of fairness. For indivisible items, finding a
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Nash welfare maximizing allocation is APX-hard (Moulin
2004; Lee 2017), although constant-factor approximation al-
gorithms are known (Cole and Gkatzelis 2018; Cole et al.
2017; McGlaughlin and Garg 2020).

In the online setting, Gao, Peysakhovich, and Kroer (2021)
provides a simple allocation algorithm called PACE (Pace
According to Current Estimated utility), which generates
asymptotically fair and efficient allocations when items are
drawn in an i.i.d. manner. PACE gives each agent a per-round
budget of faux currency and simulates a first-price auction in
each round. The fair allocation is achieved by having each
agent shade their bid with a pacing multiplier, which is a
projection of their current estimated inverse bang-per-buck to
a fixed interval. Liao, Gao, and Kroer (2022) extend these re-
sults to non-stationary inputs, where the distribution of items
may change over time. They show that in this case, PACE
still achieves asymptotic fairness and efficiency guarantees,
up to linear error terms from the amount of non-stationarity.

Yet in many real-world scenarios, we cannot expect items
to be drawn in a stochastic manner, even if from non-
stationary distributions. This motivates the investigation of
algorithms with competitive ratio guarantee for adversarial
settings. To fit arbitrary inputs, including extreme ones, some
algorithms adopt “conservative” designs for fairness such as
allocating half of each item purely equally (Banerjee et al.
2022). Although this helps to provide worst-case guarantees,
it damages the efficiency in the average case, which may not
be acceptable in some practical applications. Moreover, such
allocation requires each item to be divisible, or at least for
random allocation to be acceptable.

This motivates us to move in another direction: Instead of
developing algorithms to fit extreme adversarial inputs, we
seek to find worst-case guarantees for existing algorithms that
are designed for stochastic inputs, and do not divide any item.
In particular, we focus on the performance of the algorithm
PACE (Gao, Peysakhovich, and Kroer 2021; Liao, Gao, and
Kroer 2022), and explore the question:

How does PACE perform under adversarial input?
Our first contribution is to show that, in the case where

all agents have the same weight (or budget in market equi-
librium terminology), PACE is equivalent to the first-order
integral greedy algorithm, assuming no projection of the
pacing multiplier. Due to this equivalence, we start by in-
vestigating the greedy allocation. Our results for first-order
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integral greedy allocation are of independent interest, as it is
a natural allocation algorithm.
Although both integral greedy allocation and PACE have

infinite envy and Ω(T ) competitive ratio when inputs are
completely arbitrary, we notice that such pessimistic results
only occur under extreme inputs where the ratio between the
largest and smallest non-zero values for an agent differ by
an exponential factor. We show that, once we rule out such
extreme instances by introducing mild assumptions, both
algorithms converge with bounded multiplicative envy com-
petitive ratio w.r.t. NW as T increases to infinity. The upper
bounds are either constant, or in near-optimal order of n,
see Table 1. Combined with existing results under station-
ary (Gao, Peysakhovich, and Kroer 2021) and non-stationary
(Liao, Gao, and Kroer 2022) input models, this establishes
a “best-of-many-worlds” guarantee for PACE: it is the first
online algorithm that simultaneously guarantees asymptotic
fairness and efficiency guarantees under stochastic, stochastic
but nonstationary, and adversarial inputs. Plus, as an integral
algorithm, PACE is competitive to the optimal continuous
allocation. As such, we believe our results show that PACE
is a natural and robust algorithm for online fair allocation in
real-world settings, since it achieves strong guarantees under
many different utility models, and is thus likely to perform
well on a variety of real-world inputs.

1.1 Related Work
We review previous works that are most closely related to
ours. An extensive review is provided in Appendix A.

The PACEAlgorithm. Our work is a direct generalization
of the PACE (Pace According to Current Estimated utility)
algorithm (Gao, Peysakhovich, and Kroer 2021; Liao, Gao,
and Kroer 2022) to adversarial inputs. We will review PACE
in detail in Section 2.
Online Fair Division. For maximizing Nash welfare in

the online setting, the trivial Ω(T ) competitive ratio result
under arbitrary input (Banerjee et al. 2022) motivates the
investigation of extra assumptions. Azar, Buchbinder, and
Jain (2016) adopted an assumption that we also make: that
the minimum nonzero valuation of each agent is at least ε
times the largest. However, their analysis does not remove
the dependence on T in their upper bound of the competi-
tive ratio O

(
log nT

ε

)
, meaning that the ratio is infinite with

an unbounded horizon. Banerjee et al. (2022) assumes extra
prior knowledge of the monopolistic utility of each agent,
providing an O(log n) and O(log T )-competitive algorithm;
their algorithm involves allocating half of each item uni-
formly across agents; since we are interested in algorithms
with asymptotic convergence guarantees on non-adversarial
inputs, such an approach cannot be used. Huang et al. (2022)
assumes the input to be λ-balanced or µ-impartial, where λ
and µ characterize the desired properties of the input; their
competitive ratio upper bounds are logarithmic in the param-
eter and n. However, their parameters are either scale-variant
or implicitly dependent on T . In contrast to the above works,
our paper focuses on an asymptotic bound that is free of
T as T → ∞. Moreover, while their algorithms can only
deal with divisible items, our paper adopts integral allocation,
and show that integral decision is sufficient for convergence

results given our assumptions.
There is also a line of works on online algorithms with

envy guarantees by Bogomolnaia, Moulin, and Sandomirskiy
(2022); He et al. (2019); Benade et al. (2018); Zeng and Pso-
mas (2020); Caragiannis et al. (2019), see a detailed review in
Appendix A. We note that none of their algorithms achieved
convergence in stochastic inputs.

Online Allocation with Resource Constraints.We briefly
discuss how this paper differs from existing works in online
resource allocation, where a sequence of requests arrive over
time, each consisting of a reward and cost function, and at
each time step the algorithm makes a decision to maximize
the total rewards subject to long-term cost constraints on each
resource. In that setting, strong best-of-many-worlds guar-
antees are known (Balseiro, Lu, and Mirrokni 2023; Celli,
Castiglioni, and Kroer 2022; Castiglioni, Celli, and Kroer
2022). Notably, their objective function is separable across
timesteps, e.g., in the form of

∑T
t=1 ft(x). This is crucial

for regret bounds in these works, as it enables translating
dual regret to primal regret by weak duality. However, time-
separability no longer holds for Nash welfare; our results can-
not be derived with similar techniques to those papers. The
types of competitive-ratio guarantees achieved, e.g. by Bal-
seiro, Lu, and Mirrokni (2023), are also impossible in online
fair division, where hard input sequences are known (Gao,
Peysakhovich, and Kroer 2021; Banerjee et al. 2022).

2 Setup
2.1 Online Fair Allocation
Consider a problem instance with n agents and T items. For
i ∈ [n] and t ∈ [T ], let vti ≥ 0 be agent i’s value for a
unit of item t. The input of our problem is a sequence of
agent valuations v = (vti)

n×T . We assume that for each
item j at least one agent values it, i.e. there exists an agent
i such that vti > 0. Each agent i ∈ [n] has a non-negative
weight Bi, which can also be interpreted as a budget of faux
currency in a Fisher market (Varian 1974). An allocation
x = (xt

i)
n×T distributes each item to an agent, where xt

i is
the amount of item t that is allocated to agent i gets item
t. We assume each item has a unit supply. An allocation
is feasible if

∑
i∈[n] x

t
i ≤ 1 for each t. An allocation is

integral if xt
i ∈ {0, 1}. For a feasible, integral allocation x,

let Ai = {t : xt
i = 1} be the set of items allocated to agent i.

We assume additive, linear utility for all agents. That is to
say, U t

i =
∑t

s=1 x
s
iv

s
i , where U t

i is the utility agent i derives
from the first t items. For a subset of itemsA ⊆ [T ], agent i’s
total value on the bundle A is denoted as Ui(A) =

∑
s∈A vsi .

Agent i’s monopolistic utility Vi is defined as his total value
for all items Vi = Ui([T ]) =

∑T
t=1 v

t
i .

We focus on the online setting where items arrive sequen-
tially, while the set of agents is fixed. An online allocation
algorithm makes an irrevocable choice to distribute the item
in each round based only on the information of past rounds.
Concretely, it maps the historyHt =

{
(vsi )

t
s=1, (x

s
i )

t−1
s=1

}n
i=1

to a decision (xt
1, · · · , xt

n) such that
∑n

i=1 x
t
i = 1.

In this paper, we are interested in envy and Nash welfare
(NW) as measures of fairness. The multiplicative envy of
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Algorithm Assumptions Measure Upper-Bound (T → ∞) Theorem
First-order
Integral
Greedy

Assumption 3.1 multiplicative envy 1 + 2 log 1
ε Theorem 3.4

competitive ratio w.r.t. NW λ · (n!)1/n+α, ∀α > 0
∗

Theorem 3.6
seed utility δ utility ratio with seeds O(log T ) Theorem 3.8

PACE Assumption 4.1 multiplicative envy 1 + 2 log 1
ε Theorem 4.3

Assumption 4.2 competitive ratio w.r.t. NW
(
1 + 2 log 1

ε

)
1
c Theorem 4.5

∗ The lower bound for any online algorithm is at least (n!)1/n when n → ∞.

Table 1: Summary of Results

agent i to agent j is defined as the ratio between the utility
that agent i would get from the allocation xj of agent j to the
utility of their own allocation xi, adjusted by their respective
budget. As a criterion for fairness, it measures the extent to
which an agent prefers someone else’s bundle to his own.

Envyij =
Bi

Bj

∑T
t=1 x

t
jv

t
i∑T

t=1 x
t
iv

t
i

.

Notice that when the allocation is integral, the above defini-
tion becomes BiUi(Aj)/BjUi(Ai).
The Nash welfare (NW) of an allocation is defined as the

weighted geometric mean of all agents’ utilities:

NW =
n∏

i=1

(
UT
i

)Bi/
∑

Bj
.

Maximizing NW is also equivalent to solving the Eisenberg-
Gale convex program of a Fisher market. For a Nash welfare
maximizing allocation x⋆ = {x⋆,t

i }, let U⋆
i =

∑T
t=1 x

⋆,t
i vti

be the utility of agent i. (Notice that the optimal allocation
might not be unique.) In this paper, we measure the perfor-
mance in terms of NW maximization based on the competi-
tive ratio of our allocation, which is defined as the supremum
of the ratio between the online allocation and an optimal
offline NW-maximizing allocation, over all possible inputs.

While we allow the input sequence to be adversarial, we re-
strict our attention to a subset of adversarial input sequences,
where we use VT to denote the space of valid length T input
sequences. Concrete assumptions on VT will be specified in
Section 3 and Section 4 before analyzing specific algorithms.

We consider the asymptotic worst-case envy and competi-
tive ratio over all possible inputs VT when T → ∞:

lim
T→∞

sup
v∈VT

max
i,j

Envyij , lim
T→∞

sup
v∈VT

n∏

i=1

(
UT
i

U⋆
i

)Bi/
∑

Bj

In our analysis, we will show that with proper assumptions,
both measures converge with an asymptotic upper bound
which is independent of T . Our upper bounds will be either
constant or with a near-optimal order dependence on n.

We emphasize that both measures in this paper are defined
as ratios, not differences. This is mainly because of the scale
invariant property of fair division, which is a key feature for
desirable allocation algorithms: if an agent’s values for all

items are multiplied by the same factor, the resulting alloca-
tion stays the same. The algorithms that we are interested
in, together with NW-maximizing allocations, are all scale
invariant. Hence, it is more useful to adopt multiplicative
measures, which are also invariant to valuation scaling.

2.2 Algorithms
We introduce the two major algorithms that we study in
this paper: the PACE (Pace According to Current Estimated
Utility) algorithm (Gao, Peysakhovich, and Kroer 2021; Liao,
Gao, and Kroer 2022), and the first-order integral greedy
algorithm. Moreover, we will discuss the greedy-based nature
of PACE by showing its equivalence to the first-order integral
greedy algorithm under certain conditions.

Pseudocode for PACE is shown in Algorithm 2.1. In each
round t, the agent utilities are revealed. Each agent then
places a bid for the item, which is equal to their value for
the item multiplied by the current pacing multiplier βt

i . The
whole item is allocated to the highest bidder, preferring the
bidder with the smallest index when a tie occurs. Each agent
then observes their realized utility at this round, and updates
their current estimated utility. The pacing multiplier is up-
dated to be the weight Bi divided by the estimated utility,
then projected to an interval [a, b].

Performance Under Stochastic Input As shown by Gao,
Peysakhovich, and Kroer (2021), PACE is an instantiation of
stochastic unregularized dual averaging (Xiao 2009) applied
to the dual of the underlying allocation program where the
supplies are given by the density of each item. With i.i.d.
input, PACE converges to the equilibrium of a potentially
infinite-dimensional Fisher market (Gao and Kroer 2023),
which is closely related to the game-theoretic solution con-
cept of first-price pacing equilibrium (Conitzer et al. 2022).
The agent utilities also converge to those associated with the
offline NW-maximizing allocation in the mean-square sense.
Theorem 2.1. (Theorem 4. in Gao, Peysakhovich, and Kroer
(2021)) Let u⋆

i := U⋆
i /T be agent i’s time-averaged utility

under the Nash-welfare-maximizing allocation with supplies
given by some underlying distribution. When the values in
each rounds are i.i.d. chosen from a distribution, it holds that

E

[
T∑

t=1

(ūt
i − u⋆

i )
2

]
≤ C · log T

T
,
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Algorithm 2.1: PACE
Input: number of agents n, time horizon T ,

truncation parameters a and b.
Initialization: U0

i = 0,β1 = 1n.
1 for t = 1, · · · , T , do
2 Agent i bids βt

iv
t
i .

3 The whole item t is allocated to the highest bidder,
with arbitrary tie-breaking:

it := min argmax
i∈[n]

βt
iv

t
i , xt

i = 1(i = it).

Agent i updates his current estimated utility

ūt
i =

1

t
· xt

iv
t
i +

t− 1

t
ūt−1
i .

Agent i updates the pacing multiplier

βt+1
i = Proj

[a,b]

(
Bi

ūt
i

)
,

where Proj
[a,b]

(β) = max{a,min{b,β}} is the

projection operation.
4 end

where C is a constant independent of T .
Liao, Gao, and Kroer (2022) generalizes Theorem 2.1 to

non-stationary inputs, which have a stochastic component
yet change over time. Particularly, they consider three input
types: independent yet adversarially corrupted input, ergodic
input, and periodic input, showing that for all three cases
E∥uT − u⋆∥ → 0 is still preserved, up to errors due to
non-stationarity.
In the stationary and non-stationary cases, mean-square

convergence of time-averaged utility implies an asymp-
totic competitive ratio of 1 w.r.t. NW. For both cases, Gao,
Peysakhovich, and Kroer (2021); Liao, Gao, and Kroer (2022)
also shows that PACE is asymptotically envy-free (up to a
non-stationarity error). In this paper, we provide bounds on
PACE’s performance with adversarial inputs with assump-
tions. Combined with previous works, this is the first best-of-
many-worlds guarantee for online fair allocation with station-
ary, non-stationary, and adversarial inputs.
While we attempt to take an algorithm for stochastic in-

puts and show its performance on adversarial input, the other
direction seems to be difficult. It is hard for some algorithms
that are designed for adversarial inputs to achieve optimal-
ity in stochastic scenarios, due to the conservative routines
that they adopt. For instance, Banerjee et al. (2022) divides
half of the resources equally, which can be undesirable with
stochastic input, see Example 2.2.
Example 2.2. Consider an online scenario with n agents
and n types of items {θj}nj=1. Agent i’s value for a unit of
type-j item vi(θj) = 1 if i = j, and vi(θj) = 0.01 otherwise.
In each round, the item type is drawn i.i.d. from a uniform
distribution. In this scenario,
• The equilibrium of the underlying Fisher market assigns

Algorithm 2.2: First-order integral greedy algorithm
Input: number of agents n, time horizon T
Initialization: U0

i = 0 for all i.
1 for t = 1, · · · , T , do
2 Observe agent values for item t, and allocates the

whole item to agent it:

it := min

(
argmax

i∈[n]

Bivti
U t−1
i

)
, xt

i = 1(i = it).

Updates current utility U t
i = U t−1

i + xt
iv

t
i .

3 end

all type-i items to agent i. PACE converges to this equilib-
rium.

• The algorithm proposed by Banerjee et al. (2022) allo-
cates at most

(
1
2 + 1

n

)
fraction of type-i item to agent i,

which is clearly not optimal.

Greedy Interpretation of PACE. In the standard config-
uration of online fair allocation, where agents have equal
weight Bi = 1, we now show that PACE, when the pro-
jection of multipliers is disregarded, can be interpreted as
greedily maximizing Nash welfare with integral decisions.
To show this, the following optimization program maxi-

mizes NW up to round t greedily, given the history of previ-
ous t− 1 rounds. Its decision is integral.

max
xt
i∈{0,1}

n∑

i=1

Bi log

(
t−1∑

s=1

xs
iv

s
i + xt

iv
t
i

)
s.t.

n∑

i=1

xt
i = 1

The above program allocates the item to the agent it that
gives the maximum increment to the objective:

it ∈ argmax
i∈[n]

Bi log

(
1 +

vti
U t−1
i

)
. (1)

With equal weights, it is the agent i that maximizes vti/U
t−1
i ;

this coincides with the decision of PACE without projec-
tions. This interpretation motivates us to first consider PACE
(without projections) as a greedy-fashioned algorithm, and
then study PACE (with projections) based on the insights de-
rived from greedy decisions. We focus on first-order, integral
greedy algorithm, or simply greedy algorithm in short, shown
in Algorithm 2.2.
In each round, Algorithm 2.2 makes a first-order approxi-

mation of the logarithm in (1), and makes a integral decision
to greedily maximize this approximation. It is equivalent to
(1) only when agent weights are equal. For this considera-
tion, in the following discussions we assume equal weights
Bi = 1, in accordance with the standard setting in the Nash
Welfare maximization literature. We will remark on part of
our results that can be generalized to unequal weights. Note
that the PACE algorithm itself extends to unequal weights.
PACE can be regarded as greedy algorithm using Û t

i as
current utility, where Û t

i = max{ℓt,min{rt, U t
i }} is the

projected utility and ℓ, r are reinterpreted bounds.
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3 Analysis of the Greedy Algorithm
In this section we analyze the performance of the first-order
integral greedy algorithm under reasonable assumptions.
Missing proofs are deferred to Appendix B.

3.1 Assumptions on the Input
We begin with introducing the assumptions on the input space,
as well as the necessity of doing so. We focus on input space
VT
ε , which is parametrized by ε ∈ (0, 1]:

Assumption 3.1. For T > 0, VT
ε is the set of inputs which

satisfy the following requirements for each i ∈ [n]:
• Unbounded monopolistic utility: Vi = ∞ (T → ∞).
• Non-extreme values: For each t ∈ [T ], vti ∈ {0} ∪ [ε, 1].
The first requirement helps to avoid allocating nothing to

some agent with integral decision. It is further required that
the number of nonzero values of each agent is unbounded,
making it meaningful to consider the asymptotic sense in T .
The second requirement characterize “non-extreme” nature
of agent values, as it is equivalent to assuming a constant
bound on the ratio of the minimum nonzero item value and
the maximum:

mint{vti : vti > 0}
maxt{vti}

≥ ε, ∀i ∈ [n].

The equivalence is due to the scale-invariant property.
In absence of these requirements, the worst-case envy and

the competitive ratio is infinite, which makes our anaylsis
trivial and uninteresting.
Lemma 3.2. When vti are arbitrarily chosen from [0, 1], even
if the first requirement in Assumption 3.1 is satisfied,
1. (Banerjee et al. 2022) Any online allocation algorithm

has Ω(T ) competitive ratio.
2. The greedy algorithm has Ω(T ) worst-case multiplicative

envy.

Proof Sketch. We construct a hard case for envy. Given
horizon T , fix agent 1’s value to 1 in all rounds. For agent
2, we set vt2 = at−T ≤ 1 for some a > 2. In the greedy
allocation, agent 1 receives only one item and has total utility
1. This gives Envy12 = Ω(T ) when T → ∞. !

The above hard example features exponential growth in
agent 2’s valuation. Hard instances with similar spirit for the
continuous problem have previously been given by (Banerjee
et al. 2022). The vulnerability of online algorithms with such
inputs can be explained by their non-anticipating nature: it
cannot see the future. It is difficult for online algorithms to
distinguish agents that are hard to satisfy in the future, with
those who are easily satisfied.

However, such adversarial instances are arguably not natu-
ral. For a real-world market, items are usually similar, e.g.,
all food or ad slots. It is unlikely for a single agent to have
exponentially diverging nonzero values on these items. By re-
quiring a bound on the ratio of minimal and maximal nonzero
values, Assumption 3.1 rules out such extreme cases. We will
show that once the above assumptions are introduced, both
multiplicative envy and competitive ratio w.r.t. NW of the
greedy algorithm are independent of T asymptotically, i.e.,
converge to a constant (which depends only on n and ε).

3.2 Envy Analysis for Greedy
For envy analysis, we first observe that envy between any
pair of agents can be reduced to 2-agent instances by the
inductive structure of the greedy allocation.
Lemma 3.3 (Inductive structure of greedy allocation.). For
any n-agent instance v and agent subset I ⊆ [n], define a
new instance v|I obtained by transforming v as:
• Remove all agents that are not in I .
• Remove all items that are not in

⋃
i∈I Ai.

Then, the resulting allocation is the same for agents in I,
when the Algorithm 2.2 is run on v and v|I .
We show that the multiplicative envy of the greedy allo-

cation is upper bounded by 1 plus a logarithmic term in 1/ε,
which also generalizes to unequal weights.
Theorem 3.4 (Upper Bound for Multiplicative Envy). Even
with unequal weights, for any i, j ∈ [n],

sup
v∈VT

ε

Envyij ≤ 1 + 2 log 1/ε+O
(
T−1

)
.

Proof Sketch. Due to Lemma 3.3 and symmetry, it suf-
fices to consider Envy21 in 2-agent inputs. In this sketch, we
assume B1 = B2 = 1 for simplicity.
We transform any 2-agent input by 1) Setting agent 1’s

valuation for all items in A2 to zero; 2) Moving all items
in A2 to the beginning of the input sequence, and all items
in A1 to the end. One can show that allocation under the
greedy algorithm is invariant to this transformation. Hence,
it suffices to consider only transformed inputs, where agent 2
receives his entire share only in beginning R rounds.
To find the worst-case envy for transformed inputs, a

question from an adversarial point of view will be: given
(UR

1 , UR
2 ) = (0, U), how can we design a value sequence

for the coming rounds, such that agent 2’s total valuation
on items over S rounds is maximized, while ensuring that
nothing is allocated to agent 2? This can be characterized by
an optimization program:

max
vt
1,v

t
2∈{0}∪[ε,1]

1

U

∞∑

t=1

vt2

s.t. vt2/v
t
1 ≤ U/U t−1

1 , ∀t ≥ 1.

U t
1 ≥

t∑

s=1

vs1, ∀t ≥ 1.

(2)

Notice that in (2) we re-index the rounds by starting with
index 1 at round R+ 1. We call (2) a canonical optimization
program for envy maximization, parametrized by U . Observe
that vt2/vt1 is upper bounded by q(U t−1

1 ), defined as

q(U t−1
1 ) =

{
min

{
U/U t−1

1 , 1/ε
}
, 0 ≤ U t−1

1 ≤ U/ε
0, U t−1

1 > U/ε
.

We can then give an upper-bound of the objective of the
canonical optimization program (2),

1

U

∞∑

t=1

vt2 =
1

U

∞∑

t=1

vt1 ·
vt2
vt1

≤ 1

U

∞∑

t=1

vt1 · q(U t−1
1 ). (3)

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

9964



Since increment vt1 ≤ 1 is infinitely small when U → ∞,
one can show that the right hand side of (3) converges to a
definite integral asymptotically as U → ∞:

1

U

∞∑

t=1

vt1 · q(U t−1
1 ) → 1

U

∫ U/ε

0
q(U1)dU1 = 1 + 2 log

1

ε
.

The convergence rate on the order ofO(1/T ) is then achieved
by more carefully calculating the above upper bound. !

We complement Theorem 3.4 with a lower bound showing
that the bound on multiplicative envy is tight for the first-
order integral greedy allocation.

Theorem 3.5 (Lower Bound for Multiplicative Envy of the
Greedy Algorithm). For any i, j ∈ [n], it holds that

lim
T→∞

sup
v∈VT

ε

Envyij ≥ 1 + 2 log 1/ε.

3.3 Nash Welfare Analysis for Greedy
We give an upper bound on the asymptotic competitive ratio
w.r.t. Nash welfare for the greedy algorithm.

Theorem 3.6 (Upper Bound for Competitive Ratio). For
input space VT

ε and any given α > 0 there exists a constant
λ > 0 (independent of n and T ), such that

lim
T→∞

sup
v∈VT

ε

(∏n
i=1 Ui(Ai)∏n
i=1 Ui(A⋆

i )

)1/n

≤ λ · (n!)
1+α
n .

For ε = 1, the above holds with λ = 1,α = 0.

Proof Sketch Assume without loss of generality that
U1(A1) ≤ · · · ≤ Un(An). The main idea of the proof is
to show that U⋆

i /Ui is bounded by (n− i+ 1) · iα asymptot-
ically. Suppose this is not true, we show that x⋆

i will include
large proportion of xj (j < i), which will lead to contradic-
tion with the optimality of x⋆. !
Although Azar, Buchbinder, and Jain (2016) gives an

O(log(nT/ε)) algorithm, we show that (n!)1/n factor is in-
evitable if one aims to remove the dependence on T . Hence,
first-order integral greedy algorithm is near-optimal in terms
of n.

Theorem 3.7 (Lower Bound for Competitive Ratio). Even
in the case ε = 1, for any feasible, deterministic online
algorithm we have

(∏n
i=1 Ui(Ai)∏n

i=1 U
⋆
i

)1/n

≥ (n!)1/n.

Proof Sketch. We construct an adaptive adversary, who
attempts to make low-utility agents hard to satisfy in the
future. Divide the horizon into n phases, each with length Ti,
satisfying Ti/Ti−1 → ∞. The adversary maintains a set of
“active agents”, initially containing all agents. In each round,
only currently active agents see nonzero values. At the end of
each phase, the agent in the active set who has lowest utility
is eliminated. This results in a competitive ratio of (n!)1/n,
see the detailed proof in Appendix B.8. !

3.4 Nash Welfare without Assumption 3.1
As an extension for our analysis on the greedy algorithm, we
show how it can be adapted when Assumption 3.1 does not
hold. Despite the Ω(T ) lower bound, we show that, when
each agent begins with a seed utility δ, the competitive ratio of
the greedy algorithm is of order O(log T ). The performance
is measured w.r.t. to the ratio of seeded welfare.

The seeded greedy algorithm is identical to Algorithm 2.2,
except that all agents are given an initial seed utility δ, which
is taken into account when deciding the winning agent:

it := min

(
argmax

i∈[n]

vti
δ + U t−1

i

)
, xt

i = 1(i = it). (4)

The full algorithm is presented in the appendix.
For the seeded algorithm, we study the criterion Rδ(v)

which is also defined w.r.t. the seeded utility:

Rδ(v) = sup
Ũ

{
1

n

n∑

i=1

Ũi + δ

Ui + δ

}
,

where the supremum runs over all feasible hindsight alloca-
tions, with resulting utility Ũ1, · · · , Ũn. Notice that by the
AM-GM inequality, Rδ is also competitive w.r.t. the geomet-
ric mean. However, due to the presence of the seed utility δ, it
is not directly comparable to the criterion (

∏n
i=1 U

⋆
i /Ui)1/n.

Theorem 3.8 (Upper Bound of Rδ for Seeded Greedy). Run
the seeded integral first-order greedy algorithm with seed
utility δ. For any input v satisfying vti ∈ [0, 1],

Rδ(v) ≤ 3 +
4

δ
+ 2 log

(
1 +

1

δ

)
+ 2 log T. (5)

The ratio is of order log T , similar to the result given
by Azar, Buchbinder, and Jain (2016). Unlike our previous
results, here the ratio horizon-dependent since we are con-
sidering a broader range of inputs beyond Assumption 3.1.
Also, there is a trade-off in choosing seed utility δ. Although
a larger δ brings a better bound in (5), it is less able to tell
us how the algorithm compares to the offline optimal, since
Rδ(v) → 1 as δ grows large.

4 Analysis of PACE
We continue to analyzing the performance of PACE. Missing
examples and proofs can be found in Appendix C.

4.1 Assumptions on the Input
To analyze PACE in the adversarial setting, it is necessary
to adopt more assumptions than for the first-order integral
greedy algorithm. This is because PACE projects the total
utility t to a linear interval [ℓt, rt] in its decision. In the sta-
tionary and non-stationary setting of Liao, Gao, and Kroer
(2022), the expected utility of each agent grows uniformly
with time; in that case the projection helps PACE achieve
theoretical guarantees on its performance. However, adver-
sarial input may vary drastically over time, which makes the
projection operation more problematic, such as allocating
nothing to an agent in the worst case. In their most generic
form, our assumptions require that each agent achieves infi-
nite utility as T → ∞ and bounded non-zero valuation ratios;
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see Assumption 4.1. Notice that this is necessary if we hope
to derive any meaningful convergence guarantees.
Assumption 4.1. For T > 0, VT

ε (ℓ, r) is the set of inputs
which satisfy for each i ∈ [n]:
• Ui(Ai) under PACE is unbounded as T → ∞ when the
projection bounds are set to be [ℓ, r].

• Non-extreme values: For each t ∈ [T ], vti ∈ {0} ∪ [ε, 1].
Since Assumption 4.1 is potentially hard to verify, we next

identify sufficient conditions under which PACE guarantees
infinite utility for each agent.
Assumption 4.2. For integer T > 0, and c ∈ (0, 1], VT

ε,c is
the set of inputs which satisfy:
• For each i ∈ [n], Vi ≥ cT , that is, the monopolistic utility
of each agent under PACE is Θ(T ).

• For each i ∈ [n] and t ∈ [T ], vti ∈ {0} ∪ [ε, 1].
Assumption 4.2 strengthens Assumption 3.1 by requiring

the monopolistic utility of each agent to be linear in T . In-
tuitively, this matches the linear projection bounds [ℓt, rt]
on utility. We will show in Lemma 4.4 that, with appropri-
ate initialization of the projection bounds, Assumption 4.2
with any c > 0 leads to infinite agent utilities, and thus im-
plies Assumption 4.1 for some ℓ and r. Conversely, negative
instances can be constructed if o(T ) agent monopolistic util-
ity is allowed. Furthermore, initializing projection bounds
will require knowledge of c and r. Otherwise, there exists
extremely bad input that results in zero utility for some agent.

4.2 Envy Analysis for PACE
Next we show that the PACE algorithm, as long as it is ap-
propriately initialized and Assumption 4.1 holds, achieves
1 + 2 log 1/ε multiplicative envy bound asymptotically.
Our proof is performed by reducing the adversarial envy-
maximizing problem in PACE to the canonical program (2)
by showing that PACE with our assumptions lead to a weakly
harder problem than (2) for the adversary.
Theorem 4.3 (Upper Bound of Multiplicative Envy for
PACE). Under Assumption 4.1 with r = 1 and ℓ < ε2 ·
{ε+ 1 + (n− 1) (1 + log(1/ε))}−1, PACE achieves

lim
T→∞

sup
v∈VT

ε (ℓ,r)
Envyij ≤ 1 + 2 log 1/ε, ∀i, j ∈ [n].

Proof Sketch. Similar to Theorem 3.4, we construct a trans-
formation and impose it on any given input. However, the
reduction to 2-agent cases no longer holds. It is also not ob-
vious that the transformation preserves PACE’s allocation.
Considering these challenges, we elaborate the proof into
three major steps:
• First, we show that for some t∗, the PACE allocation is pre-
served for the first t∗ items in the transformed sequence.

• Second, we show that for the first t∗ items in the trans-
formed sequence, the problem of maximizing envy under
PACE can be reduced into a canonical program, i.e., the
constraints are weakly harder than (2). This gives upper
bounds on multiplicative envy, as well as the number of
items with nonzero agent valuations in the first t∗ rounds.

• Finally, with the bound on item numbers, we show that the
transformed sequence indeed terminates within t∗ rounds.

!

4.3 Nash Welfare Analysis for PACE
Next we focus on establishing a worst-case guarantee for the
asymptotic competitive ratio of NashWelfare for PACE under
Assumption 4.2. To begin with, we show that Assumption 4.2
implies infinite agent utilities with appropriate initialization.

Lemma 4.4. For any input v ∈ VT
ε,c, if r = 1, ℓ <

cε2

1+(n−1)(1+log 1/ε) then there exists a constant d > 0 which
depends on ℓ, such that PACE satisfies limT→∞ Ui(Ai) ≥
dT for each i. Furthermore, d/c = Ω(n−1) as n → ∞.

The proof of Lemma 4.4 is also by a reduction from the
canonical problem (2). We remark that Lemma 4.4 yields
more than infinite agent utilities: it also tells us that the utili-
ties are linear in T . Moreover, from d/c = Ω

(
n−1

)
we know

that PACE computes an asymptotic approximate proportional
allocation, which helps to derive a bounded competitive ratio
w.r.t. Nash welfare. The bound can be furthermore refined
using the envy results.

Theorem 4.5 (Upper Bound of Competitive Ratio for PACE).
For any input v ∈ VT

ε,c, if r = 1, ℓ < cε2

1+ε+(n−1)(1+log 1/ε) ,
PACE achieves

lim
T→∞

sup
v∈VT

ε

( ∏n
i=1 U

⋆
i∏n

i=1 Ui(Ai)

)1/n

≤
(
1 + 2 log

1

ε

)
· 1
c
.

Theorem 4.5 gives an upper bound depends only on param-
eters ε and c, which are both independent of T . We remark
that the constant 1/c might not be tight.

We also remark that in both Theorem 4.3 and Theorem 4.5
ℓ is at most the order of 1/n, which is aligned with the
stationary and non-stationary setting (projecting utilities to
an Ω(1/n) bound is unreasonable since there are n agents).
However with adversarial input ℓ decreases as ε → 0, which
means that PACE requires a wider projection interval when
its input becomes potentially more extreme.

5 Conclusion
We proved horizon-independent bounds for envy and Nash
welfare for both the first-order integral greedy algorithm and
PACE under adversarial inputs with mild assumptions. Our re-
sults complete the first best-of-many-worlds result for online
fair allocation, since PACE thus achieves guarantees under
stochastic (Gao, Peysakhovich, and Kroer 2021), stochastic
but nonstationary (Liao, Gao, and Kroer 2022), and adver-
sarial inputs. Moreover, our results on greedy algorithm are
of independent interest, as they characterize assumptions
needed to achieve guarantees for that algorithm.

It remains open whether the constant in Theorem 4.5 can be
improved. A more general open question is to explore more
best-of-many-worlds online fair allocation algorithms, with
potentially different performance measures and assumptions.
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