COLOURED CORNER PROCESSES FROM ASYMPTOTICS OF LLT POLYNOMIALS
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ABSTRACT. We consider probability measures arising from the Cauchy summation identity for the LLT
(Lascoux—Leclerc-Thibon) symmetric polynomials of rank n > 1. We study the asymptotic behaviour of
these measures as one of the two sets of polynomials in the Cauchy identity stays fixed, while the other one
grows to infinity. At n = 1, this corresponds to an analogous limit of the Schur process, which is known to
be given by the Gaussian Unitary Ensemble (GUE) corners process.

Our main result states that, for n > 1, our measures asymptotically split into two parts: a continuous
one and a discrete one. The continuous part is a product of n GUE corners processes; the discrete part is
an explicit finite distribution on interlacing n-colourings of n interlacing triangles, which has weights that
are rational functions in the LLT parameter g. The latter distribution has a number of interesting (partly
conjectural) combinatorial properties, such as g-nonnegativity and enumerative phenomena underlying its
support.

Our main tools are two different representations of the LLT polynomials, one as partition functions of a
fermionic lattice model of rank n, and the other as finite-dimensional contour integrals, which were recently
obtained in arXiv:2012.02376, arXiv:2101.01605.
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1. INTRODUCTION

1.1. Preface. The Gaussian Unitary Ensemble (or GUE, for short) is one of the cornerstones of Random
Matrix Theory that goes back to Wigner [Wig65]. It consists of Hermitian matrices H distributed according
to the Gaussian measure P(dH) ~ exp(—Tr(H?))dH, which is the essentially unique! distribution on this
set that satisfies two natural conditions: (a) It is invariant under any unitary conjugation; and (b) Linearly
independent real and imaginary parts of matrix elements are statistically independent, see [Meh04, Section
2.5].

One important feature of the GUE is that it can be viewed as a universal limiting object for discrete
probabilistic systems related to representation theory. The first limiting relation of this kind goes back to
Kerov [Ker88] who studied the distribution of symmetry types of tensors in high tensor powers of a finite-
dimensional vector space. In this case the limit is described by the distribution of spectra of traceless GUE
matrices, and the condition of vanishing trace can be naturally removed by randomizing the number of tensor
factors (also known as Poissonization). The result was later rediscovered by Tracy-Widom [TWO01] in the
first wave of works related to the asymptotics of longest increasing sequences. A somewhat more conceptual
way to view this result is that of the quasi-classical limit in representation theory, see e.g. Heckman [Hec82].

1Up to shifting and scaling.



GUE:s of different sizes can be coupled by viewing them as upper-left corners of the same infinite Hermitian
matrices. Such measures on infinite Hermitian matrices naturally appear in Asymptotic Representation
Theory, see Olshanski-Vershik [OV96]. In the framework of tiling models, thus coupled GUEs were first
obtained by Johansson-Nordenstam [JN06] and Okounkov-Reshetikhin [OR06], and their universality in
such contexts was recently shown by Aggarwal-Gorin [AG22]. The terms “GUE minors process” and “GUE
corners process” have both been introduced for the resulting ensemble; we will use the latter one.

If one translates the problem of analyzing tensor symmetry types to the language of symmetric functions
(which in this case represent the characters of both general linear and symmetric groups), then one is
looking at probability measures on partitions obtained from summands in the Cauchy summation identity
for the Schur symmetric polynomials. There are two sets of Schur polynomials in the game; one of them
remains fixed, in correspondence with the fixed dimension of the vector space that is being tensored, while
the specialization of the other one is growing in the way corresponding to the growing tensor power?2.
The measures on partitions arising from specializations of this Cauchy identity have been known as Schur
measures since the work of Okounkov [Oko01].

The goal of the present work is to perform asymptotic analysis in a similar setup, but with the role of the
Schur polynomials played instead by LLT symmetric polynomials. The LLT polynomials were introduced by
Lascoux—Leclerc-Thibon in [LLT97]; an insightful and easy-to-read account of their first 25 years by Thibon
can be found at [Thi]. Cauchy-type summation identities for the LLT polynomials were later obtained by
Lam [Lam05], and the probability measures that we study have weights proportional to the summands of
such an identity.

While the origins of the LLT polynomials were representation theoretic, ¢f. [CL95], their most transparent
definition is combinatorial — they are generating functions of ribbon Young tableaux, where monomials in
the variables of the polynomials are used to track the weight of the tableaux, and powers of a new parameter
g track the so-called spin statistics introduced in [LLT97]. When ¢ = 1, the LLT polynomials reduce to
products of Schur polynomials, the number of which (also equal to the size of the ribbons) will be called the
rank; we will denote it by n throughout the paper. Thus, one can think of the LLT polynomials as a higher
rank g-analogue of (products of) Schur polynomials.

Neither the combinatorial nor the representation theoretic definitions of the LLT polynomials seem suitable
for the asymptotic problem in question. On the other hand, we recently found an integral representation for
these polynomials in [ABW21, Chapter 11]. It is the steepest descent analysis of those integral representations
that allowed us to reach our main result.

The limit that we obtained carried a couple of surprises, the main one being that it splits into a continuous
and a discrete part. The continuous part is a direct product of n GUE corners processes. The discrete part
is a probability distribution on the (finitely many) ways to colour n interlacing triangular arrays® by n colors
so that each color interlaces (an exact definition is below). The latter distribution has a few interesting
properties.

First, its weights can be represented as certain partition functions of a fermionic lattice model of rank n.
The connection is in no way immediate, and it is related to the vertex model representations for the LLT
polynomials obtained in [ABW21], see also Corteel-Gitlin—-Keating—Meza [CGKM22]. This vertex model
interpretation of the limiting distribution ends up being crucial for our proof.

Second, these weights, which are a prior: rational functions of the deformation parameter ¢, appear to
be given by polynomials in ¢ with positive integer coefficients divided by a power of the g-factorial of n.
We conjecture that this is always the case, even though we were only able to observe this phenomenon on
the few examples we tested on a computer. The combinatorial meaning of the coefficients of the resulting
polynomials also remains unclear. See Figure 2 in Appendix A below for a quick example in rank 2.

Third, the size of the support of the distributions, i.e., the number of interlacing n-colourings of n
triangular arrays appears to be combinatorially interesting. It is easy to compute for n = 1 and 2, when
it is equal to 1 and to a simple power of 2, respectively. However, for n = 3 it turns out to be equal to
the number of 4-colourings of a triangle in the triangular lattice. We originally conjectured this coincidence
on the basis of numerics, and it was later proved via an elegant bijective construction by Gaetz—Gao [GG].
For n = 4 the numerics suggest a similar relationship with 5-colourings of squares in the “king graph”, see

2More exactly, the Poissonization parameter tends to infinity.

3These arrays originate from n Gelfand—Tsetlin patterns drawn next to each other.
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Conjecture A.5, although no proof is currently available. Finally, for n > 5 we were not able to find similar
matchings.

Recalling the appearance of the GUE corners process in random tilings, it is natural to ask if the limiting
object we observed has a meaning in the world of tiling models. We believe it is indeed so, and in particular,
the limiting behaviour of the random n-tilings of Aztec diamonds introduced by Corteel-Gitlin—Keating
[CGK22] should have the same limit, as the size of the Aztec diamond tends to infinity, near the tangency
points of the “arctic curve” that bounds the frozen regions. The reason is that these n-tilings can be
described via a closely related dual Cauchy identity for the LLT polynomials. The focus on a tangency
point of the arctic curve results in one set of the LLT polynomials within the identity staying fixed, while
the specialization of the other one is growing with the size of the domain, much like in the limit that we
investigated. We will, however, leave this connection to future studies.

Let us now describe our results in more detail.

1.2. Fermionic vertex models, coloured compositions and partition functions. The vertex models
that we consider in this work assign weights to collections of paths drawn on a square grid. Each vertex that
is traversed by at least one path produces a weight that depends on the configuration of all the paths that
go through it. The total weight for a collection of paths is the product of weights of the vertices that the
paths traverse (we assume the normalization in which the weight of an empty vertex is equal to unity).

Each path carries a colour that is a number between 1 and n, where n > 1 is the rank of the model. Let
us first assume that each horizontal edge of the underlying square grid can carry no more than one path,
while vertical edges can be occupied by multiple paths of distinct colours. Thus, the states of the horizontal
edges can be encoded by an integer between 0 and n, with 0 denoting an edge that is not occupied by a
path, while the states of the vertical edges can be encoded by n-dimensional binary strings which specify
whether each colour {1,...,n} appears (or not) at that edge.

Our paths will always travel upward in the vertical direction, and in the horizontal direction a path can
travel rightward or leftward, depending on the specific type of vertices that are used; this choice will always
be explicitly stated.

Let us now specify our vertex weights more precisely. In regions of rightward horizontal travel, our vertex
weights take the following form:

(s)
z,q

(1.1) LE) (A b;Cd) = 4 5 g b,de{0,1,...,n}, A,Ce{0,1}",

A

where [NJSCS,ZJ is a rational function of three parameters x, ¢, s. Here x is the spectral parameter associated to a
row of the lattice (a different parameter may be used for each row), ¢ is the quantum deformation parameter
(a global parameter that is common to all vertices), and s is the spin parameter, which arises due to the fact
that the vertical line of the vertex is a higher-spin module for the underlying quantized affine Lie algebra
U, (;[(l\n)) For the explicit form of these weights, see equation (2.3).

In regions of leftward horizontal travel, our vertex weights are given by

C

(1.2) %)

q

(A,0:C,d) = , . x  bde{01,....n}, A,Ce{0,1}",

A

where Mﬁi} is again a rational function of the three parameters z, ¢, s defined above. The weights (1.1) and
(1.2) are related via the simple identity
(s 7(1/s
(1.3) M) (Ab;Cd) = LT (A5 Cd),
which holds for all A,C € {0,1}" and b,d € {0,1,...,n}; see equation (2.6). For full details about the
weights (1.1) and (1.2), including their Yang-Baxter equations, see Sections 2.2-2.4. We note that the
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fermionic weights (1.1) and (1.2) appeared previously in [ABW21], and bosonic counterparts of them date
even further back to [BW18].

The partition functions (and ultimately, probability measures) that we consider are all indexed by a set
of objects called coloured compositions:

Definition 1.1 (Definition 3.1 below). Let A = (A1,...,\,) be a composition of length n. We introduce
the set Sy of A-coloured compositions as follows:

(1.4) Si={n=(0<u? < <uDo<p® <<y

One may think of the elements of Sy as n-tuples (u(l), e ,,u(")) of strict compositions. For each 1 <7 < n,
the superscript of u(?) is its colour, and its length is ;.

Our first partition function of interest is denoted f,(A;z1,...,Zm;s). This is a (nonsymmetric) rational
function in an alphabet (z1,...,2y,,), indexed by a composition A = (Aq,...,\,) satisfying > 1 | A\; = m, as
well as a coloured composition € Sx. Up to an overall multiplicative factor, f,(A;z1,...,Zm;s) is defined
as a partition function using the vertex weights (1.1):

A(0) A(1) A(2) ...
T — n
n
(1.5) (—s)IM fu Nz, Ty s) = 0
0
1 0
T — 1 0

€0 €0 €0

where e( denotes the n-dimensional zero vector and A(k) = >0 | 1;¢ u(n€i is a binary string that encodes
whether k is present (or not) as a part in u(i), foralll1 <7< nandk>0. A convenient visualization aid
is that for each 1 < i < m, a collection of \; paths of colour i enter the partition (1.5) via its left boundary
and travel through the lattice, ultimately exiting via the top of the columns ugl) < < /,LE\?.

In a similar vein, one may define multivariate (nonsymmetric) rational functions as partition functions
constructed from the weights (1.2). We denote these by g¢,(X;x1,...,2m;s), where the specification of
(1,...,Zm), A and pu € Sy is exactly as above. Up to an overall multiplicative factor, g,(A\;21,...,&m; ) is
defined as follows:

€ €0 €g

" 0 < Tm
n 0
(1.6) (—s)~lu cgu( Nz, T s) = 0:
0:
1 0
1 0 < o1

A(0)A(1) A(2) "~



where (as above) A(k) = 71" 1, me; forall 1 <i<nandk > 0.

The functions f,(A\;z1,...,2m;s) and g, (A;2z1,...,%m;s) are also not new; they were introduced in
[ABW21]. They have a number of key properties, including exchange relations under the action of Hecke
algebra (Section 3.5) and antisymmetrization identities (Section 3.6). They also have meaningful s = 0
degenerations, when they both reduce to (certain antisymmetrizations of) nonsymmetric Hall-Littlewood
polynomials. Moreover, the s = 0 degenerations of f,(A;21,...,%m;s) and g, (A; @1, ..., %y s) pair together
to provide an integral formula for the LLT polynomials; it is the latter fact that shall be of most interest to
us in the current text.

1.3. Two formulas for LLT polynomials. In this section we recall two formulas for the LLT polynomials.
The first is as partition functions in a fermionic U, (E[(1|n)) vertex model, following [CGKM22, ABW21].
The second is as a contour integral, following [ABW21].

We begin with the partition function representation of the LLT polynomials. To state it, we extend
our previous notion of vertex models to the situation where both horizontal and vertical edges may admit
multiple paths of distinct colours; as such, every edge of the underlying square grid is now labelled by an
n-dimensional binary string which specifies whether each colour {1,...,n} appears (or not) at that edge.
For arbitrary binary strings A = (44,...,4,), B=(B1,...,B,), C =(C1,...,C,), D = (Ds,...,D,) we
then introduce the vertex weights

C

(1.7) z— B p =lcipejoayn - 2PlgpPOTeD:D) g B C,D e {0,1}",

A

where |D| = 37" | D; and o(X,Y) = 30, ¢; <, XY for any two vectors X, Y € Z"™.
Fix a composition A = (A1,..., A,) and two coloured compositions i, v € Sy. The skew LLT (symmetric)
polynomial G/, (\; z1,...,2;) is given by the following partition function in the model (1.7):

A(0) A(1) A®2) ...

Tp —reg €o
(1.8) Gup(Nw1,y...mp) =

T2 —€g €q

xr1 —e€p €o

B(0) B(1) B(2) "~

where A(k) = Y7 1yc,wei, B(k) = Y7 1yc,me; for all 1 <4 < nand k > 0. As with our previous
partition functions, there is a simple lattice path interpretation of (1.8): for each 1 < ¢ < n, a collection
of \; paths of colour ¢ enter the partition function (1.8) via the base of columns uy) <. < ng)
at the top of columns ugz) < e < u&?. As such, (1.8) provides a realization of the LLT polynomials in
terms of n overlapping ensembles of non-intersecting lattice paths. It is important to note that the partition
function (1.8) depends on g, although we keep this dependence implicit in our notation (as with all partition

functions throughout the text).

and exit

i

Theorem 1.2 (Theorem 5.3 below). Fiz a composition X = (A1,...,\,) such that > -, X\; = m, and
choose two coloured compositions p,v € Sx. The LLT polynomials (1.8) are given by the following integral
5



eTpression:

m(m+l)/2 1 m d d

q Y1 Ym
1.9) Gy hizy,. . ay) = 7{7f{ Y
( ) u/( 1 p) (q—l)m (27“) o . Ym

X H (y]_ )flt( 7y117,,,,y;11;0)gl,()\;y1,---7ym7 HHl—IL’

I<icjom \Yi T 4Yi i=1j=1 Y5

where the contours {C1,...,Cn} are certain q-nested contours that all surround the origin; see the discussion
at the start of Section 3.7. We have also used the notation 1™ = (1,...,1) (where 1 appears with multiplicity
m) and have defined [i to be the unique element of Sym obtained by ordering the parts of p in increasing
order; see Definition 3.13.

Throughout most of the text, we consider LLT polynomials (1.8) in which A = N for some N > 1; that
is, each colour is represented exactly N times within the partition function (1.8). Whenever we make this
choice, we write

Gu/(N"; 21,00, 1) = Gy (21,000, 1)
We also assign a special notation to the coloured composition in Sy» whose parts are as small as they can
be, by writing

(1.10) A=(0,1,...,N—1[0,1,...,N —1]---]0,1,...,N — 1) € Syn.

1.4. LLT Cauchy identity and Markov kernels. The Markov kernels that we study in this work are
built from the (skew) Cauchy identity for the LLT polynomials [Lam05, CGKM22, ABW21]:

Theorem 1.3 (Theorem 5.5 below). Fiz two positive integers p and N, and two alphabets (x1,...,zp)
and (y1,...,yn). Let v € Syn be a coloured composition. The LLT polynomials (1.8) satisfy the Cauchy
summation identity

p N
(111) Z q72¢(#)Gu/V('r17"'7xl))GM(y17--~7yN) :HH *2?/} D)G (yla'”ayN)v

x
HWESNn Y554

where (z3q)n = [[h—,(1 — ¢"712) denotes the standard q-Pochhammer function, the exponents on the left

and right hand side are defined as
> X D Lo

1<i<j<n agp® beud

and G, (y1,-..,yn) = Gyu/a(y1, ..., yn). This holds either as a formal power series, or as a numeric equality
as long as |q| <1 and |z;y;| <1 for all i,j.

If one divides equation (1.11) by the expression appearing on the right hand side, the resulting summands
comprise a probability measure on coloured compositions p € Sy, assuming that they are nonnegative. One
simple choice of the alphabets (z1,...,2;,) and (y1,. .., y~) which respects this nonnegativity requirement is
to set the former all equal to 1 and the latter to a Plancherel specialization Pl;, where ¢t € R (see Section
5.4). This choice will be our sole focus in the current work; we denote the resulting Markov kernels as follows:

_ _ 1—¢™) G, (PL)
1.12 P s 1) = g~ 2@ —¢(¥)) _u 1Py 24~ )
( ) t7p(V :U/) q eXp 1 _ q t Gu/l/( )Gy(Plt) ’

for any pair of coloured compositions p,v € Syn». In particular, will be interested in strings of random
coloured compositions generated by the repeated action of P, ; on the initial state (1.10):

(1.13) PN o RN NN () ISR S RSN iy

It is worth noting that any individual coloured composition within (1.13) is distributed according to a
non-skew version of (1.12); see, in particular, Proposition 5.7 of the text.
Our main result is a complete description of the asymptotic behaviour of the coloured compositions Al
1< i< N,ast— oo (with the number of steps in the chain (1.13) remaining finite).
6



1.5. Asymptotic analysis of Markov kernels. Before proceeding with the asymptotics, we introduce a
convenient way to encode the coloured compositions appearing in the chain (1.13); we focus our attention
on two neighbours in this sequence, namely A and A[™*11. We shall begin with the assumption that these
coloured compositions have pairwise distinct parts.*

Considering firstly A" € S,,», we see that it may be expressed uniquely in terms of its coordinates

oml = {E[lm] << Eml,]l} C Z, which are simply the parts of A Jisted in increasing order, and its colour
sequence cl™ = (c[lm],. c%) € {1,...,n}™, which is a vector that records the colour cgm] attributed to

the part ng] as it occurs within A™; the reader is referred to Definition 6.1 for a precise formulation of
these objects. After performing a similar identification for A +1 S(m+1)n, we have the correspondences

m m m m m m m—+1 m+1 m—+1 m—+1
(114) )‘[ ] AR (é[l ]77£'E’LTY]L‘C[1 ]7"'7C£L77]L) ’ )‘[ 1 < (é[l ] gL(m+1) C[ ]7"~aC£7,(m+]1)> )
and work directly with the right hand sides of these expressions in our calculations.
Our next assumption concerning the coordinates /™ and ¢+ is that, in the limit ¢ — oo, they arrange
into n interlacing bundles as follows:

m+1

< E m+1)+z+l’

(1.15) <

GomaD+i < Limei Vie{l,...,m}, j€{0,...,n—1}.

A schematic illustration of such an arrangement, for n = 3 and varying m, is provided below (see also Figure
1 in the main body of the text):

- : . L
6[13] 5[23] 55[33] €£13] 5[53] g([SS] 5[73] 433] 4}3}
- L d
5[12] 5[22] E[SQ] EE] 452] 432]
-1 1 1
1.16 H &y &) 5]

More precisely, we will assume that the coordinates £ and £+ scale as

(1.17) A s TR (TR e 1 i<k, ke {mom + 1),
as t — oo. Here z[™ = {x[lm] << x%} and zlmHU = {x[f”H] << x%;i]l)} are sets of reals that
obey the relations (1.15) (with ¢ replaced by z), while [i/k] denotes the ceiling function.

Let G[j I<. H[j I denote the eigenvalues of the top-left j x j corner of a random N x N matrix in the
Gaussian Unitary Ensemble. The joint law of the eigenvalues 6; ] ,1<i<j,j€][l,N]is known as the GUE

corners process of rank N. We let
pPGUE (a:[” < x““) - (0“ = 1<i<i< N)

denote the associated joint probability density, and write
PGUE (:c[m] - x[mH]) =p (91[m+1] =x

for the conditional probability density for the eigenvalues of top-left (m + 1) x (m + 1) corner, given those
of the m x m one. See [Gor21] and Section 6.3 of the current text for more information on these definitions.
We are now able to state the main result of this paper.

xEm],l gigm)

4This is the first of several assumptions that we make prior to performing our asymptotic analysis. The justification for
these assumptions is an a posteori one: any sequence of coloured compositions (1.13) which violates our assumptions will be
shown to take up a vanishingly small part of the measure, in the limit ¢ — co.
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Theorem 1.4 (Theorem 6.4 below). In the asymptotic regime described by (1.17), the Markov kernel Py 1
weakly converges to a product of n independent probability measures with densities in the GUE corners
process, multiplied by a factor that depends only on the colour sequences (1.14):

(1.18) Py, (0 Ul /\[m“])

n
[m] [m] [m+1] [m+1] m+1 m m+1
- HpGUE ('/E('i—l)m-&-l’ s Ty, x(i_l)(m+1)+17 s "ri(m—i-l)) dl‘[ +. Peo (C[ ] — C[ + ])
=1

as t — oo, where 0 U N™ denotes prepending a part of size 0 in each of the n blocks that comprise A\,
and dz!™ 1 denotes the n(m + 1)-dimensional Lebesque measure. The final multiplicative factor in (1.18) is
given explicitly by equation (1.22) below, and defines a discrete transition probability in a process on colour
sequences:

(1.19) Z Peol (C[m] N C[m+1]) =1,

clm+1]
where the sum is taken over all ™+ € {1,... n}rm+1)

Our proof of Theorem 1.4 is by explicit analysis of (1.12) at p = 1, employing the lattice model formula
(1.8) for the factor G,,,(1) and (a Plancherel-specialized version of) the integral formula (1.9) for the
functions G,(Pl;) and G,(Pl;). The study of the latter integrals proceeds by steepest descent analysis,
combined with certain crucial algebraic properties of the functions (1.5) and (1.6) which appear in their
integrands. As t — oo one observes a remarkable factorization of these integrals into purely coordinate
dependent and colour sequence dependent parts; the former can then be matched directly with transition
densities for the GUE corners process. At the end of this procedure we have a leftover factor valued on
colour sequences (see the second line of equation (6.34), below) and a priori it is by no means obvious that
this quantity defines a valid discrete probability measure. Resolution of this particular issue is the topic of
Section 7 (see also Section 1.6, below).

As a direct consequence of Theorem 1.4 we obtain the following corollary, completely describing the
behaviour of the chain of coloured compositions (1.13) as ¢t — oo:

Corollary 1.5 (Corollary 6.5 below). Let Py (A — N — ... — AIVI) denote the joint distribution of
coloured compositions N, ... NN generated by N applications of the kernel P, 1 to the trivial state A. In
the asymptotic regime described by (1.17), we have the following weak convergence of measures:

(1.20) Py (A A ,\[N])

- [ rcue ((xm)i < (@) << (x[N])Z) dzN . P, (C[u <4< C[N])
=1

as t — oo, with dzN = Hf\il dzl!l denoting the nN (N + 1)/2-dimensional Lebesque measure. Here we
have introduced the shorthand

(x[k}) _ (xg';l_l)k+1,...,mg*;]), Vi<i<n, 1<k<N,
K3

and IP’COl(cm <l << c[N]) is a joint distribution on colour sequences given explicitly by (1.23) below.

1.6. Distribution on interlacing triangles. While Theorem 1.4 and Corollary 1.5 provide a complete
description of the asymptotic behaviour of coordinates of the coloured compositions (1.13) as t — oo, we
are left with the task of understanding the factors Pgq; (c[m] — c[m“]) and P (0[1] <l << c[N]) that
occur therein. These factors provide information about how colours distribute themselves within interlacing
diagrams of the form (1.5), as t — oo.

Let i™ € {1,...,n}™" and j"+1 € {1,...,n}*("*+D) be two sequences such that each colour {1,...,n}
is represented exactly m times in '™ and m+1 times in j/" ). We say that these colour sequences interlace,

8



and write i[™ < j[™*1 provided they can be stacked to form an admissible diagram:

(1.21)

jl . jm+1 . - . j(n—l)(m+1)+1 . jn(m+l)
0 [1,n]

7;1 .. Zm e .. Z(n_l)m_l,_l e an

In the above diagram the incoming/outgoing vertical arrows are grouped into a total of n bundles, each of
width m or m+1, respectively. The colours il™ = (i1, ... ,inm) enter sequentially via the arrows at the base,
while colours ™+ = (j5;,. .. s Jn(m+1)) exit sequentially via the arrows at the top. A copy of all colours
[1,n] ={1,...,n} enters via the right, and no colours exit via the left. The diagram is admissible provided
that, after one draws the trajectories of all coloured paths, each colour {1,...,n} never occurs more than
once at any point along the thick horizontal line.

Given two colour sequences ™ < j"+1] we define a statistic & (i[m] ; j[m“]) which enumerates the number
of events of the form

)
in a path of colour ¢ passes over a colour i, with ¢ > ¢, within the diagram (1.21).

Theorem 1.6. The factor P (c[m} — c[m+1]) appearing in (1.18) is given by
(1.22) Peoy (c[m] = c[m“])

clm+1] n. Alm+1
(rmnt) _ (nm1) _g(oml olmet1]) (1—q)™™ ga ((m +1) ,Q[ ])

= Lomi<etm+n (—=1)"¢

(‘I§Q)%m+1 gCA[m] (m”;@[“ﬂ)
where g‘A[m] (m”; @[m]) denotes a partition function of the form (1.6), withm — nm, A=m", u=A, s =0,
(T1,. s Tpm) = ("1, U U(q,...,q)U,...,1) = QM.
—_——— —_———— ———
m times m times m times
[m]

and in which colour ¢; " exits via the left edge of row i within (1.6) (rather than in totally ordered fashion).
e ((m+ 1)";@“’””). The expression (1.22) constitutes a valid

discrete transition probability; namely, it satisfies the sum-to-unity property (1.19).

7

An analogous definition applies to gCA[

The sum-to-unity property in Theorem 1.6 is not immediate and plays a substantial role in the proof
of Theorem 1.4 and Corollary 1.5. In particular, as briefly mentioned in the beginning of Section 1.5, we
only compute the asymptotics of the Markov kernel (1.12) under a certain ansatz for the behaviour of the
coordinates ¢ ¢[m+1] and colour sequences ¢I™, ™1, To show that this ansatz asymptotically exhausts
the full measure induced by the kernel (1.12) requires the above sum-to-unity property, whose proof hinges
upon a rather unusual expansion property of the partition functions in question; see, in particular, Theorem
7.3. The main tool behind this proof are commutation relations between the row operators used to build
our partition functions, which in turn are a consequence of the underlying Yang-Baxter integrability.

More generally, one may consider collections of colour sequences § < ¢l < ... < ¢[™ such that for all
1<k<N,cHe{l,. ... n}" and each colour {1,...,n} is represented exactly k times in cl*l. We refer to
such a collection of positive integers as an interlacing triangular array of rank n and height N, and let Tn(n)
denote the set of all such objects; see Definition 7.5 for a more precise formulation.

As a direct consequence of Theorem 1.6 we obtain the following result:

9



Corollary 1.7 (Corollary 7.9 below). Let () < <o < N be an interlacing triangular array generated
by N successive applications of the Markov kernel (1.22) on the empty sequence §. This array has joint
distribution

n 1— n(N) N N i—1]. 4
(1.23) Poy (0[1] DR C[N]) _ 10[1]<.,.<C[N](—1)”Nq( 1\;+1)(((1§N2296A[N] (Nn;Q[N]) qug(cl Tiel).
@ a)n paley

1.7. Positivity and enumeration conjectures. A number of interesting observations arise concerning
the measure (1.23), as well as the set Ty (n) of interlacing triangular arrays on which it is supported. The

first is a positivity property that we noticed from explicit implementation of the Markov kernel (1.22) on a
computer:

Conjecture 1.8 (Conjecture 7.11 below). Fiz integers m,n = 1 and a colour sequence cml e {1,...,n}"m.
Let ]P’COl(c[m]) denote the probability of arriving at the colour sequence ™ after m applications of the Markov
kernel (1.22) to the trivial sequence cl®) = (. Then one has that

2

(1.24) Peol (c[m]) =P (c[m]) . (ﬁ ;:;)m where P (c[m]) € N[q|.

i=1

In fact, one sees that (1.24) expresses Peo(c™) as a ratio of two positive polynomials in ¢; the denominator
is nothing but the Poincaré polynomial associated to &, raised to the power m?. An explicit illustration
of this conjecture, for n = 2, is given in Figure 2. At this stage we do not know of any combinatorial
interpretation of P (c[™), although it would be very interesting to find one.

There is also the purely combinatorial problem of enumerating the number of elements in the set Ty (n).
It a trivial fact that [T (1)| = 1,% and one can easily show that | Tx(2)| = 2; see Proposition A.1. While for
n > 3 we have no direct enumeration of |7y (n)|, we do present two conjectures relating to (n + 1)-colourings
of certain graphs:

Conjecture 1.9 (Conjecture A.3 below). Let Gﬁ denote the triangular graph

where the number of vertices along one side of the triangle is equal to N + 1. Let gf,(él) denote the number
of 4-colourings of Gﬁ (adjacent vertices must have different colours). We conjecture that

4-1Tn(B3) =ay@4), VY N=1.

Conjecture 1.10 (Conjecture A.5 below). Let G;{? denote the graph

where two vertices share an edge if they are connected via a king move on the chessboard (that is, they a

connected via a unit horizontal, vertical, or diagonal step), and the number of vertices along one side of the

square is equal to N + 1. Let gﬁ(S) denote the number of 5-colourings of G?\; (adjacent vertices must have

different colours). We conjecture that
5-1Tv(@)] = g4(5), VN1

5In the case n = 1, LLT measures degenerate to their Schur counterparts. In that situation, the asymptotic analysis carried
through in this text leads to a single GUE corners process, which has a trivial interlacing 1-colouring.
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Conjecture 1.9 has recently been proved bijectively [GG], but Conjecture 1.10 remains open. Based
on these conjectures, it is tempting to speculate about the possibility of assigning meaningful probability
measures to graph colourings, but this lies outside the scope of the current work.

Acknowledgments. Amol Aggarwal was partially supported by a Clay Research Fellowship, a Packard
Fellowship, and the TAS School of Mathematics. Alexei Borodin was partially supported by the NSF grants
DMS-1664619, DMS-1853981, and the Simons Investigator program. Michael Wheeler was supported by an
Australian Research Council Future Fellowship, grant FT200100981.

2. FERMIONIC VERTEX MODELS

In this section we review the basic vertex models that will be used throughout the text; these are fermionic
vertex models, as introduced in [ABW21]. We give the explicit form of our vertex weights in Sections 2.2—
2.3, as well as the Yang—Baxter equations that they satisfy, in Section 2.4. We conclude by introducing row
operators and studying algebraic relations between them, in Sections 2.5-2.6; these results will be needed in
the subsequent material on partition functions in Section 3.

2.1. Notation. For all pairs of positive integers ¢,j such that ¢ < j let [i,j] C N denote the interval
{i,4 +1,...,7}. Similarly, we define (7,5] = [¢ + 1,j] when ¢ < j, and (¢,7] = 0 when ¢ = j. For all
1 <i < n,let e; € R® denote the i-th Euclidean unit vector. Let eg € R™ denote the zero vector. Define
e = Zigk@ e; more generally, for any non-empty set I C N we write e; = )., e;. For any vector
A= (A1,...,A,) € (Z>p)" and indices 4, j € {1,...,n} we define

J n
Af =A+te, Aj=A-e, Al =A+ei—e;, Aij=> A [Al=Apn=>_ A,
k=i k=1

where in the second last case it is assumed that 7 < j. By agreement, we choose Aj; j = 0 for i > j.
Let &,, denote the symmetric group of degree m. For any set I C N we define G; to be the set of all
permutations of the elements in [; in particular, we then have &y ) = G-

2.2. L-weights. Our partition functions will be expressed in terms of two families of vertex weights. The
first of these were introduced in [ABW21, Example 8.1.2 and Figure 8.2] and we call them L-weights; they
are denoted by®

(2.1)  LEN(Ab;Cd) = L(Ab;Cd)= Z 7 ° ¢ b def{0,1,...,n}, ACe{0,1}"

A

(s)

Labels assigned to the left and right horizontal edges take values in {0, 1,...,n}, while labels assigned to
the bottom and top vertical edges are n-dimensional binary strings. We define

(2.2) ngg(A, b;C,d) =0, unless A+e,=C+ey.

The property (2.2) expresses conservation of particles as one traverses through the vertex in the SW — NE
direction. For the cases where the constraint A + e, = C + eq is obeyed, we have the following table of

SWe use a tilde when writing our weights for consistency with the work of [BW18]. In that earlier work, which dealt with

models based on Uy (si(n + 1)) rather than Uq (si(1|n)) of the current text, the notation igf()l(A, b; C, d) was reserved for vertex
weights in the stochastic gauge (that is, with a sum-to-unity property). While the weights (2.3) no longer satisfy a sum-to-unity
property, it is easily seen that they have a completely analogous structure to their tilde analogues in [BW18, Chapter 2].
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weights:

A A AT
0 0 i i 0 i
A A A
L= qhumss | (DA (s—ghiz)ghoms | (g — 1)ghenss
1—sz 1— sz 1— sz
2.3
(2:3) Af Al Al”
i 0 i J J i
A A A
1— SQqA[l,n] (qu _ 1)qA(j,n]SZ (in _ 1)qA(i,n] s2
1—sz 1— sz 1— sz

where it is assumed that 1 <7 < j < n.

The weights (2.3) take a very similar form to the weights L. (A, b; C,d) defined in [BW18, Sections 2.2
and 2.5]; in fact, the two sets of weights differ only with respect to two details. The first is that the weights
(2.1) are defined only for A,C € {0,1}" (that is, for fermionic states), whereas in [BW18, Section 2.2] one
has A,C € (Zxo)™ (bosonic states). The second is that the specific weight L, (A,i; A, 1) is different across
the two works’, when i € [1,n] and A; > 0.

In certain partition functions that we subsequently define, the boundary conditions inject into the lattice
exactly one particle of each colour {1,...,n}. In such partition functions, each colour {1,...,n} flows at
most once through a vertex of the lattice; in this setting, both of the differences between the weights (2.1)
and those of [BW18, Sections 2.2 and 2.5], pointed out above, are no longer apparent. This fact will allow
us to deduce matchings between certain functions that we define in the present work and those of [BW18],
in spite of the fact that the model used in the current text is a priori different.

2.3. M-weights. The second family of vertex weights we call M -weights; they are denoted by
c

(24) ME)(A,b;C.d) = M.(A,b;C,d) = * bz b,de{0,1,...,n}, A,Ce{0,1}"
A

(s)

As in the case of L-weights, labels assigned to the left and right horizontal edges take values in {0,1,...,n},
while labels assigned to the bottom and top vertical edges are n-dimensional binary strings. In contrast to
L-weights, particle conservation for M-type vertices happens in the SE — NW direction, namely:

(2.5) Mz(sq) (A,b;C,d) =0, unless A+e,=C +ey.

"Indeed, in [BW18, Sections 2.2 and 2.5], one has

- A _ A(i,n)
Lo(AiAq= B9 D s
1—sz
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For all A,C € {0,1}" and b,d € {0,1,...,n}, we define
(2.6) ME)(A,b;C,d) = L/ (A, 5;Cd),

expressing every M-weight in terms of a corresponding L-weight, under reflection about the thick vertical
line of the vertex, and reciprocation of the parameters z, ¢, s.

2.4. Yang—Baxter equations. We introduce one further set of vertex weights which arise from the funda-
mental R-matrix for the quantum affine superalgebra U, (s[(1|n)) [BS88]; these we call fundamental weights.
They are denoted by the crossing of two thin lines:

(2.7) R, 4(a,b;c,d) = R,(a,byc,d) = as abe,de{0,1,...,n}.

These vertices have the conservation property
R, 4(a,b;c,d) =0, unless e,+e,=e.+ ey

For the cases where the constraint e, + e, = e. + ey is obeyed, we have the following table of weights:

0 b a
0 0 a a a b
0 b b
) q(1 - =) l1—¢
1—gqz 1—gqz
(2.8) . . .
b b b b b a
b a a
z—q 1-=2 (1—-q)z
1—gqz 1—gqz 1—gqz

where we assume that 0 < a <b < n.

The L-weights, M-weights and fundamental weights satisfy a collection of Yang—Baxter equations, that
we record as a single theorem below. These Yang—Baxter equations underpin the algebraic relations between
the row operators that we define in Section 2.5.

Theorem 2.1. For any fized integers ay,as,as,b1,ba,b3 € {0,1,...,n} and vectors A, B € {0,1}", the
vertex weights (2.1), (2.4), (2.7) satisfy the relations

(2.9) > > Rypulas,ar;ca,¢1)La(A, c15C,b1) Ly (C, c2; B, by)

0<cy,c2€<n Ce{0,1}m
= Z Z i/y(A,G/Q;C,Cg)im(cyal;Bacl)Ry/z(CQacl;b27b1)a
0<ec1,c2€<n Ce{0,1}"
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(2.10) Z Z (A, 01;C, 1) Ry (gaz) (a3, c1; ¢3,01) M= (C, c3; B, bs)

0<er,es<n Ce{0,1}

= > > M.(A, a3;C,c3)Rij(gaz)(cs, ar; b3, ¢1) L (C, 15 B, by),
0<ci,e3<n Ce{0,1}"

(2.11) Z Z A ag,C Cz) ~Z(C,CL3;B,Cg)Ry/z(Cg,CQ;bg,bz)
0<ca,c3<n Ce{0,1}n

= > > Ryj.las, az;cs,ca) M= (A, c3; C,b3) M, (C, co; B, by).

0<c2,c3<n Ce{0,1}m

Proof. All three equations may be recovered from the master Yang—Baxter equation (4.6); we will comment
briefly on this in Section 4.3. The equations (2.9)—(2.11) are the fermionic cousins of equations (2.3.1)—(2.3.3)
in [BW18, Section 2.3]; the latter being valid for the bosonic counterparts of the models (2.1) and (2.4). O

2.5. Row operators. Let V be the vector space obtained by taking the formal linear span of all n-
dimensional binary strings:
v= (P cl4),

Ac{0,1}"
and for any N > 0 consider the (N + 1)-fold tensor product of this space:
VIN)=V®---QV.
—_————

N+1 times
For each 0 < i,j < n we introduce a linear operator 7 (z; N) € End(V(NV)) with the action
(2.12)
B(0) ... ... B(N)
N N
T, (2 N) - Q) |B(k)) = > T i | QIA®)
k=0 A(0),...,A(N)e{0,1}n k=0
A(0) AW
The quantity
B(0) B(N)
xr— 4 J
A(0) A(N)

is a one-row partition function in the model (2.1), and can be calculated by multiplying the weights of each
vertex from left to right, noting that the integer values prescribed to all internal vertical edges are fixed by
the local conservation property (2.2).

In a similar vein, for each 0 < 4,j < n we introduce a linear operator T} (z; N) € End(V(IV)) with the
action

(2.13)
B(O) ... ... B(N)

k=0 A(0),...,A(N)e{0,1}" k=0
A(0) T AWY)
14



where the quantity

is a one-row partition function in the model (2.4).

2.6. Commutation relations. We introduce a lift of V(V) to an infinite tensor product:

V(sc) = Spang {® |A<k>>}
k=0

where the binary strings A(k) € {0,1}", k > 0 have the stability property
IMeN : A(k)=ep, ¥ k= M.

Let T;5(z;00) = Ci(x) and T;(z;00) = B;(z) denote the corresponding lifts of the operators (2.12) and
(2.13), in the case where the right index j is set to 0. We shall only ever consider the case where C;(z) and
B;(x) act on stable states in the infinite tensor product, i.e., on the elements of V(co).

Theorem 2.2. Fiz two nonnegative integers i,j such that 1 < i < j < n, and two arbitrary complex
parameters x,y. The following exchange relations hold:

(2.14) e 416 (0) = S D01 ) + G )i,
Yot vy LT, s (B,
(215) KB, )8 () = LB (2)B,0) + BB, ).

Proof. The proof of (2.14) makes use of the first Yang—Baxter equation (2.9), applied successively to the
two-row partition function that arises by joining the operators C;(y) and C;j(x); the proof of (2.15) employs
the third Yang-Baxter equation (2.11), applied to the two-row partition function that arises by joining
operators B;(y) and B;(x). For full details, we refer the reader to [BW18, Section 3.2, Theorems 3.2.1 and
3.2.5]. O

Theorem 2.3. Fiz two nonnegative integers i,j such that 0 < i < j < n, and complex parameters x,y such
that

rT—s y—s

2.16 .

( ) l—sx 1—sy

The row operators C;(x) and B;(y) obey the following commutation relation:
1 — gy

(217) ()8 ) = T—2LB; (o).

Proof. The proof makes use of the second Yang—Baxter equation (2.10), applied successively to the two-row
partition function that arises by joining the operators C;(z) and B;(y). For the full details, we refer the
reader to [BW18, Section 3.2, Theorem 3.2.3]. O

3. PARTITION FUNCTIONS

This section brings together a number of partition function definitions, as well as fundamental results
related to them, for use throughout the remainder of the text. Most of the facts summarized here were first
obtained in [BW18, Chapters 3-5 and Chapter 8], and where a theorem is directly transcribed from there,
we refer the reader to that earlier text for a full proof. We begin by defining coloured compositions in Section
3.1; these are used to index many of the quantities that we subsequently define. Sections 3.2-3.4 introduce
the partition functions required; we then state a number of properties of these partition functions in Sections
3.5-3.9.
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3.1. Coloured compositions.

Definition 3.1. Let A = (A1,...,\,) be a composition of length n such that [A\| = Y7 | A\; = m; m is called
its weight. We introduce the set Sy of (strict, nonnegative) A-coloured compositions as follows:

D

2

(3.1) sz{uz(0<u(11)<---<u§11)0<u§

o < <)),

The elements of Sy are vectors of length n whose i-th component (¥ is a strict®, nonnegative signature of
length A;, for all 1 < i < n. These components, or blocks, demarcate the colouring of u; the colour of each
block is indicated by the superscript attached to it. We refer to A as the colour profile of p.

Definition 3.2. With the same assumptions as in Definition 3.1, we also define the set S;\r C S, as follows:
(3.2) Sif={pes ) >1,vi<ji<n}

This is the restriction to coloured compositions that have positive parts only. For any coloured composition
ue Sj\' we define its padding 0 U i € Sx;1» by prepending a part of size 0 in each of the n blocks of pu.

Let o € Sy be a A-coloured composition. We associate to p a vector |u), € V(00), defined as follows:

o0 n 1, kEu(j),

(3.3) iy =Q)IAK),  Ak)=>_A;j(ke;,  Aj(k) =

k=0 j=1 0, otherwise.

In other words, the component A;(k) is equal to 1 if the integer k is present in the strict signature p9) and
equal to 0 if not. We shall also make use of dual vectors (u|, € V(co0)*, defined to act linearly on elements
of the form (3.3) via the relation (u|, - |v), = d,,, for all u,v € S.

Definition 3.3 (Rainbow compositions). The elements of Si» are called rainbow compositions; we have

Sin = {M = (ulluzl---\un)}-

That is, a rainbow composition consists of n blocks, each of unit length; no constraint is imposed on the
relative ordering of the parts.

3.2. Functions G, /,. Fix a A-coloured composition v € Sy with component signatures v@ 1<i<n,and
define, similarly to (3.3), a vector |v), € V(oc0):

(3.4) )y =QIB(k),  B(k)=> Bjkle;,  Bj(k)=
k=0 j=1 0, otherwise.
Definition 3.4. Let A = (A1,..., ;) be a composition, and fix two A-coloured compositions p € Sy and

v € Sy. Let the corresponding vectors in V(oo), |u), and |v),, be given by (3.3) and (3.4) respectively. For
any integer p > 1 we define the following family of symmetric rational functions:

p

(3.5) (=) G i, y) = (], T Cola) )y -
i=1

In the case A = (1,...,1) = 1", we drop the notational dependence on A, and write

Gup(1™21,.00,2p) = Gy, Tp).

The symmetry in (z1,...,x,) follows from the commutativity of the Co(z;) operators; for a proof of the
latter fact, see [BW18, Theorem 3.2.1].

8That is, with strict inequalities in (3.1); this corresponds to the fermionicity of our model.
16



Translating the row operators in (3.5) into their graphical form, we obtain the following partition function

representation of G/,

A(0) A1) AQ2) ...

Tp — () 0
(3.6) (—s)lel=Iv] “GupNx, ., mp) =

T2 = 0 0

1 — 0 0

B(0) B(1) B(2) “*"

The factor of (—s)*=I"I incorporated into the definition (3.5) is due to the fact that, in the partition function
representation (3.6), each right edge of the lattice that is occupied by a nonzero colour produces a residual
factor of —s; this can be seen by analysing the final two columns of the table (2.3). Since we ultimately
intend to take the limit s — 0, it is important to excise this overall factor from our partition function?; we
do this by multiplying the left hand side of (3.5) by (—s)I=I", since the total number of occupied right
edges in the lattice (3.6) is equal to |u| — |v|.

3.3. Functions f, and g,.

Definition 3.5. Let A = (A1,...,\,) be a composition of weight m, and fix a A-coloured composition
u € Sx. Write ¢}, = Zle A; for the k-th partial sum of A. We define the following family of non-symmetric
rational functions:

7 oM e e =0 ] @) T Clan [T Calw)lis,

JE[1,44] JE(£1,£2] JEMUn—1,0x]

where |p), € V(00) is given by (3.3) and (0] € V(c0)* denotes the (dual) vacuum state

(3.8) 0 =

oo
<€0| ,
k=0

which is completely devoid of particles.

9More precisely, the left hand side of (3.6) is the unique renormalization of GH/V()\; x1,...,%p) by a power of s such that
the limit s — 0 exists and is non-vanishing.
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Translating the row operators in (3.7) into their graphical form, we obtain the following partition function
representation of f,:

A(0) A(1) A®2) ...

Ty — n 0
n 0
_g)lel . _ 0
(3.9) (=)™ fuXz, . om) =
0
1 0
T — 1 : 0

€0 €0 €0

The factor of (—s)*l introduced into the definition (3.7) has analogous origins to the factor (—s)!*/=I*I in
(3.6); see the explanation in the paragraph immediately following (3.6).

Remark 3.6. In the case A = (1,...,1) = 1", we drop the notational dependence on A, and write
™z, zn) = fulzr, .. 2n).

The function f,,(z1,...,2,) then matches identically with the family of non-symmetric spin Hall-Littlewood
functions defined in [BW18, Section 3.4]; see Definition 3.4.3 therein. The reason for the match is the fact
that when A = 1", each colour {1,...,n} enters the partition function (3.9) exactly once, which is precisely
the regime when the weights (2.3) and those of [BW18, Sections 2.2 and 2.5] agree (see the discussion below
equation (2.3)).

Remark 3.7. In the case A = (1,...,1) = 1", and assuming a weakly increasing rainbow composition
= (1 < -+ < pp), one has the factorization

H>0 $0)#; () z; —s \"
3.10 1y, xy) = =22 A !
(3.10) Jull"50, - 7) [T, (1 = szy) n(l—sxz) ’

where #,(u) denotes the number of parts in p which are equal to j. This is proved by a simple freezing
argument applied to the partition function (3.9); we refer the reader to [BW18, Section 5.1].

Definition 3.8. Let A = (A1,...,\,) be a composition of weight m, and fix a A-coloured composition
€ Sy. Write ¢} = Ele A; for the k-th partial sum of . Define a further family of non-symmetric rational
functions:

(3.11) (=) M guNan, ) = (uly [ Biey) [T Be(ws)-- T Balay)10),

JE[L,41] JE(£1,£2] JEMUn—1,n]

where (u|, € V(oc0)* is the dual of the vector (3.3), and |() € V(oco) denotes the vacuum state

(3.12) 10) = ) leo) -
k=0
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Translating the row operators in (3.11) into their graphical form, we obtain the following partition function
representation of g,

€0 €0 €0

n 0 < Tm
n 0
0 :
(3.13) (=)Wl g, s,y = -
0:
1 0
1 0 <1
A(0) A(1) A(2) ~-
Remark 3.9. In the case A = (1,...,1) = 1™, we drop the notational dependence on A, and write
g (121, ) = gul(Tr, ., 20).
The function g, (21, ..., 2,) matches identically with the family of dual non-symmetric spin Hall-Littlewood

functions defined in [BW18, Section 3.4]; see Definition 3.4.6 therein. This match may be deduced by the
same reasoning as in Remark 3.6, above.

3.4. Permuted boundary conditions.

Definition 3.10. Let A = (A1,...,A,) be a composition of weight m, and fix a A-coloured composition
w € Syx. Fix also a vector 0 = (01,...,04,) such that [{k : o, = i}| = A; for all 1 < ¢ < n. We define the
following families of non-symmetric rational functions:

(3.14) (=)W fE s, mm) = (01 T] Co, () )y
(3.15) (75)7\/1\ “gn (N, ) = (uly | Bo, () 10) .

1

J

The first family (3.14) matches with that of Definition 3.5, and the second family (3.15) matches with that
of Definition 3.8, when o = (1*,2%2, ... n'n).

3.5. Hecke generators and recursion relations. Recall the definition of the Hecke algebra'® of type
A, _1. It is the algebra generated by a family T1,...,T,_1, modulo the relations

(3.16) (T, —¢)(T; +1) =0, 1<i<n—1, T, 1T, =T 1 LT, 1<i<n—2

as well as the commutativity property

(3.17) [T;,7;]=0, V4,5 suchthat |i—j| > 1.

Introduce the simple transpositions s;, acting on arbitrary functions h of the alphabet (x1,...,x,):
s;-h(zy,...,xn) = h(X1, .o g1, Xy oy Ty), 1 <i<n—1

Making use of these, we define the Demazure—Lusztig operators

LiZ 9%l _g), 1<i<n—1,

Ty — Ti41

10For more comprehensive surveys of the Hecke algebra of type A,,—1 and its action on the ring of polynomials in n variables,
we refer the reader to [DL06, Las06].
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which provide a faithful representation of the Hecke algebra on the field of rational functions Q(z1, . .., z,).!!

From the quadratic identity (T3 — ¢)(T; + 1) = 0, multiplied by T[l, one gets an explicit formula for inverse

Hecke generators:
]’i_l:q_l(Ti_q+1):q—l<1_xi_qxi+1(1_5i))’ 1<i<n—1.
T — Tj41

In what follows, we will need another version of the Demazure—Lusztig operators (3.18) in which the variables
(z4,%;11) get reciprocated. We reserve a special notation for this:

(3.19) Ti=q- 25 7T gy, Tl=g? (1—w(1—5i)>, 1<i<n—1,
Tit1 — &4 Tit1l — T4
Clearly, the generators T} also satisfy the basic relations (3.16)—(3.17) of the Hecke algebra.

Theorem 3.11. Fiz an integer 1 < i < n and a composition p = (p1|pal| ... |un) € Sin such that p; < fit1.

The functions f,(1";21,...,2n) = fu(z1,...,2n) and g, (121, ..., 20) = gu(T1,...,2,) transform under
the action of (3.18)—(3.19) in the following way:

(3.20) T fu(zi, .. xn) = fopu(®r, .. 20),

(321) Tl : g,u(zla ... ,In) =q- gs;;u(l'l» .o axn)a

where §; - (4 denotes the composition obtained by switching p; and piy1.

Proof. Both statements (3.20) and (3.21) are proved in [BW18]; see equations (5.3.1) and (8.2.24) therein,

respectively. O
Theorem 3.12. Fiz a coloured composition v € Sx, where A = (A1,...,\,) is a composition such that
|A| =m, as well as a vector o = (01,...,0m) such that |{k : o = i}| = \; for all 1 < i< n. Assuming that
0j < 0j41 for some 1 < j <m —1, there holds

(3.22) Tj- [ (Nza, o sxm) =q - fo Nz, .., Zm),

(3.23) Tj cge (N x1, e Tm) = 7N T, ),

where s; - 0 denotes the vector obtained by switching o; and 0j11.

Proof. The proof of (3.22) is by isolating the action of Tj_1 on the pair of operators Cy, (2;)Co,, (Tj41),
which is the only place that fJ(A;z1,...,%m) depends on (z;,x;41). Using the explicit form of Tj_l, we
have

— D T — QT
(324) g T Cop(@))Co,r (@ya1) = LT e ()0, | () + A it

Tj— Tjy1 Tj— i1 oj (‘TJ"Fl) 0;+1(x])

In view of the fact that o; < ¢j41, we may use the commutation relation (2.14) to combine the right hand
side of (3.24) into a single term:
q-T; " Coy(2)Co,, (z541) = Copy (25)Co, (T541).
Substitution of this identity into (3.14) immediately proves (3.22).
In a similar vein, one proves (3.23) by isolating the action of Tj_l on the pair By, ,, (2j)Bs, (7;41), which
is the only place that g,’ 7 (\;z1,. .., o) depends on (2j,2j41). Using the explicit form of Tfl, we have

- — 1z, Tjq1 — qT;
25) Tl By (e)By (einy) = LT p L T g (e By ().
(3 ) j B j+1 (x])B j ($]+1) Q(xj-{-l — Ij) 1 (LL']) g ('TJ+1) + Q(xj+1 — xj) 1 (xJJrl) g (xj)

Since 0; < 041, we use the commutation relation (2.15) to combine the right hand side of (3.25) into a
single term:

Tj_l ’ Bﬂj+1 (xj)ij (xj-"-l) = ij (xj)BUj+1 (mj+1)'
Substitution of this identity into (3.15) proves (3.23).

11Nomladly7 one takes the operators T; to act on polynomials in the alphabet (z1, ..., xy), since they preserve polynomiality.
In this work our partition functions are a priori rational, which poses no problem, since the action (3.18) is still faithful on
Q(z1,...,Tn).
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3.6. Antisymmetrization. A key property of the vertex models (2.1) and (2.4) is that of colour-merging;
this is the combinatorial statement that partition functions in the models (2.1) and (2.4), with n colours,
become equal to partition functions with m < n colours under a certain antisymmetrization procedure
applied to the boundary conditions. The most general colour-merging statement is given and proved as
[ABW21, Theorem 5.2.2]; here we will reproduce this statement only at the level that we need, namely, for
two of the families of rational functions that we have defined.

To state our antisymmetrization results, we require some definitions.

Definition 3.13 (Rainbow recolouring). Let A = (A1,...,A,) be a composition such that |A| = m, and fix
a coloured composition p € Sy. Denoting

1 1 2 2
pm () <o < O <<

) <),
we associate to this a rainbow composition ji = (1|2 - - |fim) € S1m such that for each 1 < i < m we have

v k
/J'Z:/J'§ )’

where 1 < k < n, 1 < j < A\; are the unique integers such that

k—1
i:j—|—2)\a.
a=1

In simpler terms, ji is the composition obtained from recolouring the parts of u sequentially from 1 to m
into pairwise distinct colours, while keeping the magnitude of all parts fixed.

Definition 3.14. Fix a positive integer m and let A = (A1,...,\,) be a composition such that |A] = m,

with partial sums ¢ = Zle Xi. We say that o € 65 C &, provided that o fixes (¢5_1,¢] for each integer
1 < k < n, that is,

o€ 6[1,51] X 6(@1,22] X oo X 6(%-1,%]'

Proposition 3.15. Fiz a coloured composition v € Sy and let U denote its rainbow recolouring, as in
Definition 3.13. We then have the following result, relating the functions (3.11) for rainbow colour profiles
with those of non-rainbow type:

Z (71)inv(a)go(ﬁ)(1m; L1y ,Zm) = gu(>\; T1y.-- 7xm)7

[ ASISIN
where the sum is taken over all elements in Sy. Here we have defined inv(c) = card{(4,j) : i < j, 0; > 0;}
and 0'(17) = (1\/10(1)|D[,(2)| e |170(m)) .
Proposition 3.16. Fiz two coloured compositions u,v € Sy and let i,V denote their respective rainbow
recolouring, as in Definition 3.13. The functions (3.5) have the following sum property:

S FD)™OG o) (A2, xp) = G (N2, 1)
[ ASISIN

where the sum is taken over all elements in Gy.

A similar antisymmetrization result can be stated for the functions (3.7), but we omit it from this section
since we shall not require it in what follows.

Remark 3.17. Propositions 3.15 and 3.16 are both statements about partition functions constructed from
M-weights, as defined in Section 2.3. In order to recover them as corollaries of [ABW21, Theorem 5.2.2] one
should first apply the symmetry (2.6), which converts them to statements about partition functions built
from L-weights, and the matching with [ABW21] then goes through in a straightforward way.
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3.7. Orthogonality. In this section we directly transcribe an orthogonality result for non-symmetric spin
Hall-Littlewood functions, from [BW18, Chapter 8]. Throughout, we denote the imaginary unit by i = v/—1.
Let {C4,...,C,} be a collection of contours in the complex plane, and fix two complex parameters ¢, s € C.
We say that the set {C4,...,C,} is admissible with respect to (g, s) if the following conditions are met:

e The contours {C1,...,C,} are closed, positively oriented and pairwise non-intersecting;

e The contours C; and ¢ - C; are both contained within contour C;4; for all 1 <7 < n — 1, where ¢q-C}

denotes the image of C; under multiplication by g;
e All contours surround the point s.

Theorem 3.18. Fiz two rainbow compositions p,v € Sin, and let {C1,...,Cp} be contours admissible with
respect to (q,s). We then have

1 " dyl j{ dyn ( Yj — ) —1 1u:V ) (q — 1>n
3.26 — f —_— fulyr 7"'ayn G\¥Y1,-- 3 Yn) = ——— .
a2 (57) f Lof P I (=) o Ja. )=

Proof. This is Theorem 8.2.1 of [BW18, Chapter 8]. O

Closely related to the orthogonality statement (3.26), and in fact instrumental in its proof, is the following
property of the Hecke generators (3.18), (3.19) with respect to such integrals:

Proposition 3.19. Fiz an integer 1 < k < n — 1, and three functions a(y1,...,yn), b(y1,...,yn) and
c(y1,---,Yn), the last of which is symmetric in its alphabet (y1,...,yn). We have the following equality of
integrals:

d dyn, — _
(3.27) ]fﬂy{ ] (ZJ])(Tk @)y oy - yn) ey - Yn)
Cl Cn 1<z<j<n

A Yn Yj — aqy;

dy dy Yj — Yi - 1y
:74 1?{ = 11 < = Jaly Y (T 0) (s yn) s ),
¢, W C, Yn 1<i<j<n Yi — qYi

with Ty, Ty, given by (3.18), (3.19), respectively.
Proof. The proof of this result, for ¢(y1,...,yn) = 1, is given in Proposition 8.1.3 in [BW18, Chapter 8]. The

extension of the result to generic symmetric functions ¢(y1, ..., y,) follows immediately, in view of the fact
that acting with Hecke generators Ty, T} commutes with multiplication by functions which are symmetric
0 (Yks Yrt1)- u

3.8. Cauchy identity. It is possible to derive a number of summation identities of Cauchy-type for the
non-symmetric spin Hall-Littlewood functions; see [BW18, Chapter 4]. In this section we state a Cauchy
identity that did not previously appear in that text, although it is similar in flavour to [BW18, Proposition
4.5.1], and proved in precisely the same fashion.

Theorem 3.20. Let A = (Ay,..., \y) be a composition such that |\| = m. Fizx a coloured composition v € Sy
and two alphabets (x1,...,2p), (Y1,.-.,Ym) of complex parameters satisfying the constraint
(3.28) LTS YT g vi1ki<p 1<j<m
1—sz; 1-—sy;
The following summation identity holds:
(3.29) Z Gn/u@\;xh-~-756p)9n(/\;’y17~--,ym HH ——dhY G (N Y1, Ym)-
KES i=1j=1 1—a iYj
A

Proof. The left hand side of (3.29) may be represented algebraically as

Z Gn/u(A;xla s 7xp)gn(>\§ylv s 7ym)

KESK
p
—) b IIeE) I1 Bie) IT Bae) J] - Bala)).
i=1 JE[1,01] FE(1,2] GE(ln—1,En]
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We use the commutation relation (2.17) in the case i = 0, j > 1 to transfer all B-operators to the left of the
product; this results in the equation

(3.30) Z Gyt 2p) gk (A Y155 Yrm)

KESH
T
ST oo I1 8 I1 B T1 Bataon
i=1j=1 ? JG [1,64] JE(L1,£2] GELn—1,0n]
where we have used the fact that

P

[T ot 10) = 10).

i=1

The expression obtained, (3.30), matches with the right hand side of (3.29).
O

3.9. Integral formula for G, /,.
formula'? for the rational symmetric functions (3.6):

Combining the results of Sections 3.7-3.8, we now obtain an integral

Theorem 3.21. We have the following integral formula for the function G, (X; 21, ..., 2p):

m(m-+1)/2 1 m d d

q Y1 Ym
331) Gz, .a) = [ ?{*f dYm
( ) Uf/ ( 1 ]7) (q—l)m <27T1) o U1 . Y

y - - —qry;
x 1 <J )fu( ;y11,-~-,ym1)gu(>\;y1,-~-,ymHH —=

1<i<j<m Yi — qYi 1ot 1—:61:(/]
where {C1,...,Cpn} are contours admissible with respect to (g, s).

Proof. This result is essentially given by [ABW21, Corollary 11.3.2], though we reproduce its proof here for
the reader’s convenience.

We begin by proving (3.31) in the case where u,v are rainbow compositions. Start from the Cauchy
identity (3.29) with A = 1", multiply it by f.(y;',...,y;}), prior to integrating as in the left hand side of
(3.26).13 In view of the orthogonality property (3.26), this filters the x = u term from the sum and we read
off the identity

m(m+1)/2 1 m d d y
q Y1 Ym
332) Go(1™iay, . ay) = 7{ 77{ Y
( ) wn/ ( 1 p) (q—l)m (27“) o . Um

Yj - qxriy
< 1] ( i~ )ﬂxﬁg ,”qwﬁwAﬁﬁmw“ymIIIll_méj

1<icj<m i T i i=1j=1

This proves (3.31) in the case p, v € Sym.
The general case (3.31) then follows by antisymmetrization of (3.32); the left hand side antisymmetrization
is obtained using Proposition 3.15, while that of the right hand side is carried out using Proposition 3.16. [

4. FuUsiON

In this section we briefly recall some of the basics regarding the fusion procedure, when applied to the
model (2.1). For full details, we refer the reader to [ABW21, Chapter 3] and [BW18, Appendices B and CJ.

12A more general version of this integral formula appears in [ABW21, Proposition 11.3.1].
13The summation convergence in (3.29) is uniform on compact sets as long as the inequalities (3.28) are satisfied.
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4.1. Definition of fused vertices. To define fused vertices we require some additional notation; introduce
column vertices by taking towers of height N of the L-weights (2.1). In particular, for all A,C € {0,1}"
and by,...,by,d1,...,dy € [0,n] we define

C
qN—lz — by dn
(4.1) L (A, (br,....by); C, (dl,...,dN)) _
qz — bo do
zZ —r b1 dy
A

where the spectral parameters associated to horizontal lines, read from bottom to top, form the geometric
progression (z,qz,...,qV " 1z).

Definition 4.1. Fix four binary strings A = (Ai,...,4,), B = (B1,...,B,), C = (Cy,...,C,) and
D = (Dy,...,D,) in {0,1}". Choose an integer N > 1 and introduce the notation r = ¢=¥/2. We define
fused vertex weights as follows:

~ 1 X -
(4.2) L§T»S>(A,B;C,D):m 3 qmv(bl’“"bN)Lgs)<A,(bl,...,bN);C,(dl,...,dN)),
AN (b1,..,bn)
(dl""adN)

where the sum is taken over vectors (by,...,by) and (dy, . ..,dy) such that Zil ey, = B and Zil eq, =D,

we recall that inv(by,...,by) = card{(4,7) : 4 < j, b; > b;}, and where the normalization takes the form
(@ a)n -
Z,(N:B) = . By=N-Y B
B = o n @D, @was, ;

We represent the fused vertices (4.2) graphically as follows:

c
LA, B;C, D)= (%7) B D A B,C,Dc{01)"

A

(s)

At this stage r is understood to take only the discrete values r = ¢~ N/2, N € N, but we shall shortly extend
its domain to all complex values (see Remark 4.3, below). Note that the weights (4.2) vanish trivially when
|B| > N or |D| > N; in such situations it is impossible for the sums Zf\il €, vazl eq, to total B, D.

Proposition 4.2. For all integers b,d € [0,n] and binary strings A,C € {0,1}™, one has
LU (A, ey; C,eq) = LI¥(A,b;C,d).

r=q-1/2
Proof. Setting r = ¢~1/? is equivalent to taking N = 1. For N = 1 the sum on the right hand side of (4.2)
trivializes and Z,(1;ep) = 1 for all b € [0, n]; the claimed equality is then manifest. O
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4.2. Fused vertex weights. The fused vertex weights (4.2) were explicitly evaluated as [ABW21, Theorem
4.3.2]; we recall this explicit formula here. For any pair of vectors A, B € Z", define the function

(4.3) ¢(A,B)= Y AB.
1<i<j<n
Fix binary strings A = (Ay,...,A,), B= (By,...,By), C = (C1,...,Cy,), D = (D4,...,D,). Construct

another vector V' = (V1,...,V,,), where V; = min{4,, B;,C;, D;} for i € [1, n] The fused Welghts (4.2) are
then given by!*

(4.4) iﬁ’;’s)(A B;C,D)=1ayB=c+D
q_‘vl+1

« (—1)V1,IPI-1Bl,214] 2Dl ~e(av)-v SVl ) (A B - V.C.D V)
(s2r=2¢=Vlz; q)v|

with r = ¢~ N/2, N € N, and where we have defined
(4.5) W) (A,B-V;C,D—-V)=

Z o(C-P,C+D-V —P; s2r2g IV, s22)®(P, B — V;r2q‘V|z*1,7"2q‘V|),
with the sum over all P = (P,..., P,) such that P; < min{C;, B; — V;} for all ¢ € [1,n]. The functions

(1,
appearing in the summand of (4.5) are defined for any two vectors S = (S1,...,S,), T = (T1,...,T,) such
that S; < T; for all ¢ € [1,n]:

B(S. T, v) = (U§Q)S|((;fi;;§j)|T|S( Ju)IS1g#(T=5.5) ﬁ( )

where we have used the standard g-binomial coefficient

(b):@q(% esb

Remark 4.3. The weights (4.4) provide an explicit evaluation of the right hand side of (4.2), under the
identification 7 = ¢~V/2; however, the formula (4.4) makes sense for arbitrary values of r € C (that is, as a
rational function in ), and we tacitly assume such complex values in what follows.

The fact that (4.4) is equal to (4.2) at r = ¢~ /2 is highly non-trivial, and its proof requires demonstrating
certain recursions on (4.4) that uniquely determine the original object (4.2) [ABW21]. Even Proposition 4.2,
concerning the r = ¢~1/2 case (whose proof above is a trivial consequence of the definition of fused vertices),
is non-obvious when transcribed to the explicit formula (4.4).

4.3. Master Yang—Baxter equation. The fused vertex weights satisfy a master Yang-Baxter equation,
that contains the previous three Yang—Baxter relations (2.9)—(2.11) as special cases.

Theorem 4.4. Fix a collection of binary strings A(1), A(2), A(3),B(1),B(2), B(3) € {0,1}"™ and arbitrary
parameters x,y,r, s,t € C. The weights (4.4) satisfy the equation
(4.6)
> LU (A, A0 C@2),C) L8 (AB),C(1);CE), B)) LI (C(3),C(2); BG), B(2))
C(1),C(2),C(3)
= > L89(AB),A@:C6).C2) LT (CE), A1) B(),C)) LT (C(2),C1); BE), B()),
C(1),C(2),C(3)
where C(1),C(2),C(3) are summed over all binary strings in {0,1}™.

Proof. See [ABW21, Proposition 5.1.4] for full details. |

LyWe state this formula for spectral parameter sz, rather than z, in order to match with [ABW21, Theorem 4.3.2].
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The master Yang—Baxter equation (4.6) reduces to the three given earlier, namely (2.9)—(2.11), by choosing
any two of r, s, ¢t to be equal to ¢~ 1/2, keeping the remaining parameter arbitrary (and up to further relabelling
of the spectral parameters = and y). Details of these reductions, for the bosonic counterpart of the models
discussed in the current text, may be found in [BW18, Appendix C]. In what follows, we will make use of
yet another reduction:

Corollary 4.5. Fiz two integers a,b € [0,n] and binary strings A(2), A(3), B(2),B(3) € {0,1}". The
weights (2.3) and (4.4) satisfy the equation

C’C(%;C(S) L7, (A2),0:C@2),c) L (AB),6 C3),0) 15 (C(3),C(2); B(3), B(2))

= 3 I (A(s), A(2):C(3), c<2))£§;’> (0(3), a: B(3), c) L (0(2), ¢ B(2), b) :
¢,C(2),C(3) '

where ¢ is summed over all integers in [0,n] and C(2),C(3) are summed over all binary strings in {0,1}™.
This equation has the following graphical version:

B(3) B(3)
a C(2) ¢ B(2)
T — B(2) r— a
) )
(47) Z (y;7r) — b Z (y;7) =4
¢C(2),C(3) 7’ A@2) ¢ ¢,C(2),C(3) 7’ c@) b
A(3) A(3)

(s)

(s)

Proof. This is the reduction r = ¢~/2, A(1) = e,, B(1) = e, of equation (4.6), followed by the relabelling

s—=r,t—s.

O

4.4. Fused row operators. For any integer N > 0 and non-empty set I C [0,n], define the following

analogue of the row operators (2.12):

N
(4.8) Dr(a;r) : Q) B(k))
k=0

B(0) B(N)
N
= Z (z;7) — eo er ® |A(K)),
A(0),...,A(N)e{0,1}» k=0
A(0) A(N)
where the quantity
B(0) B(N)
(z;7) — eo er
A(0) A(N)

is a one-row partition function using the vertex weights (4.4).15
When r is specialized to 7 = ¢~?/2, with p € [1,n], we refer to D;(z;r) as a row operator of width p;
this is in reference to the fact that the horizontal line of the row operator can now carry at most p paths.

I5Note that unless I = {0}, it is now essential for N to be finite, unlike in the definitions of C;(x) and B;(x) where N is

taken to oco.
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The case r = ¢~ /2 has a particular significance in what follows; in this case the capacity constraint of the
horizontal line imposes that |I| = 1, and we have

(4.9) Dy (wsq™ /%) = Dy(w) = T (w; N),
for all ¢ € [0,n], where the operator on the right hand side is given by (2.12).

4.5. Commutation relations. This subsection documents several types of commutation relations between
the fused row operators (4.8) of varying widths. The majority of these results will not be needed until
Section 7 of the text, where they are used to compute a certain class of partition functions that play a role
in our subsequent probability distributions. The reader may prefer to skip this subsection and return to it,
as needed, in Section 7.

Proposition 4.6. Fiz an integer i € [1,n] and a set J C [1,n] such that i € J. We have the following
exchange relation between fused row operators (4.8) and their unfused counterparts (4.9):

(4.10) Dy(@)Dy(yir) = L) (esises,) - Dyly:r)Dila),
where the coefficient appearing on the right hand side is given by the top-middle entry of the table (2.3).

Proof. We give the proof in the case of row operators of unit length, namely, for N = 0; however, for generic
N the proof follows in exactly the same way. Starting from the relation (4.7), we set a = 0, A(2) = e, b = 1,
B(2) = ey, keeping A(3) and B(3) arbitrary. The diagonally-oriented vertex on the left hand side freezes;
it is given by Ef;)/y(eo, 0;ep,0) = 1. Due to the fact that 7 € J, the diagonally-oriented vertex on the right
hand side also freezes; colour 7 is present in both of the outgoing edges of this vertex, meaning that it must
be present in both of the incoming edges (since C(2) is a binary string). The weight of this frozen vertex is

f)fn;)/y(ej, i;eyz,i), completing the proof. O
Proposition 4.7. Fiz an integer i € [1,n] and a set J C [1,n] such that i € J. We have the following

exchange relation between fused row operators (4.8) and their unfused counterparts (4.9):

(4.11) Di(@)Ds(yir) = Y. LU, (es+ei—ejjiesi) Diyungyuir)D;(x),

je{0,iyus
where the coefficients appearing in the sum are given by the bottom-middle and bottom-right entries of the
table (2.3).

Proof. Similarly to the proof of Proposition 4.7, one starts from the relation (4.7) and sets a = 0, A(2) = ey,
b =i, B(2) = ey, keeping A(3) and B(3) arbitrary. The diagonally-oriented vertex on the left hand side
again freezes with weight 1. This time, however, the diagonally-oriented vertex on the right hand side is not
frozen; this is due to the fact that ¢ € J, meaning that colour 7 is only present in one of the outgoing edges
of this vertex. The weight of the diagonally-oriented vertex is seen to be " (es+e; —ej jes,1), and

ra/y
the result follows by summing over all possible values of ¢ = j. O

Combining Propositions 4.6 and 4.7 we obtain the following important result:
Proposition 4.8. Fiz two integers p,i € [1,n] and a set J C [1,n] of cardinality |J| = p. We then have the
commutation relation
¢* Dy (x;q7P*)Di(x), i€ J,
l—q
1—gr qu(m‘)pﬁ,(m; ¢ P)D;(x), i,
jed ’

(4.12) Di(x)Dy(x;q 7?) =

between row operators of width 1 and width p respectively. Here we have defined Ji‘;_ = {i} UJ\{j} and
a;(K) denotes the number of elements in the set K C N which exceed i; namely, o;(K) = |{k € K : k > i}|.

Proof. We analyse the cases i € J and i ¢ J separately. For i € J we use (4.10) with z = y, » = ¢~ ?/2;
under this choice of parameters the coefficient on the right hand side reads
B r2(qx )y — 1)qai(J)

r=q=7/2 1—r2z/y

_ 174w
=gz 1= P ’

(eri;eJai)

T=y T=y
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and we recover the first line of (4.12).

For i ¢ J we use (4.11) with 2 = g, 7 = ¢~P/2; this allows two of the terms on the right hand of (4.11) to
be eliminated. First, we may eliminate the j = 0 term from the summation; this follows from the fact that
Dijyus(y;r) =0 at r = q~P/?, since les +e;| = p+ 1. Second, we may eliminate the j = i term from the
summation, since for ¢ ¢ J one has

r2(1 —J;/y)qai(‘])

(eJ,Z ey, i) S 1—r2z/y

r=q—P/2

The remaining terms in the summation are those for which j € J; for those we obtain

7o

17q o (JH~
re/y -q 1<J” )

r=q-»/2 1 —¢qP

(6J+ei 7ej7j;e.]a7:)

)

a=y
and the second line of (4.12) holds.
]

Proposition 4.9. Fiz an integer p € [1,n] and a set I = {i1,...,i,} C [1,n] of cardinality |I| = p. We have
the following “peeling” property between the fused row operators (4.8) and their unfused counterparts (4.9):

(4.13) Di(z:q7"%) =) Dnyy (qx? q_<p—1)/2) Dj(x),
jel
allowing us to extract a row operator of width 1 from a row operator of width p.

Proof. Extending the definition (4.2) of fused vertex weights to row operators, one finds that!®

(414) DI p/2 Z D; U(l) a(z) (ql’) e Dia(p) (qpilx)a
oeS,

where the objects appearing on the right hand side are unfused row operators (4.9). In particular, for row
operators of unit length (namely, for N = 0), the relation (4.14) matches precisely with the definition (4.2)
for r = ¢ ?/2, B = ey and D = e;. Converting the sum over &, into summation over &,_; subgroups, and
re-fusing the final p — 1 operators in the resulting summand, we may rewrite (4.14) as

(4.15) Di(w:q7"%) = 3 Di(@)Dn sy (azia@7D72).
iel

Now from (4.11) with J = I'\{i} and r = ¢~ ®=1/2 one has that

(4.16)

D;(x)Dn\ 14} (q;z:; q’(”’l)/2> = Z (I:S;)—l(ef —ej,j;er — e;,i)
Jjel

T_q@m) Dn gy (ew:0~77/2) Dj(a);

the 7 = 0 term was dropped from the above sum because Dy (qx; q_(p_l)/Q) =0, in view of the fact that this
row operator has width p — 1 while I has cardinality p. Summing both sides of (4.16) over i € I yields

(4.17) > Di(x)Dn gy (qw q (p_1>/2) => Dnyy (qx;q‘(”_l)/Q) Dj(z),
icl jel

in view of the stochasticity property Zlel )_1(61 —ej,j;er —e;, i) =1 (see [BW18, Proposition 2.5.1]).
Combining (4.15) and (4.17), we have completed the proof. O

L6The fact that a row of width-p vertices is equivalent to fusing p fundamental rows follows from a standard g-exchangeability
property of the fused weights (4.2). For more information on this procedure, we refer the reader to [BW17, Theorem 4.1] and
to [ABW21, Lemma 3.1.4] for the g-exchangeability property of the fermionic vertex models studied in the current text.
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5. LLT MEASURES AND PLANCHEREL SPECIALIZATION

In this section we introduce the probability measures that will be central to this text; they are based on
the Lascoux—Leclerc—Thibon polynomials [LLT97, ABW21] and their associated Cauchy identity [LamO05,
ABW21], and accordingly we refer to them as LLT measures. In analogy with the Schur and Macdonald
processes [OR03, BC14], one may introduce a class of Markov kernels that preserve the form of the LLT
measure when they act upon it. Acting consecutively with these Markov kernels, we obtain n-tuples of
random Gelfand—Tsetlin patterns; one Gelfand—Tsetlin pattern is produced for each of the n colours in our
partition functions. The main result of this paper is a complete description of the behaviour of these patterns
under a certain asymptotic regime of the underlying measure; this is carried out in Section 6.

The layout of this section is as follows. In Sections 5.1-5.3 we recall a partition function representation
for the LLT polynomials, recently obtained in [CGKM22, ABW21], and use it to present an integral formula
for the latter. In Section 5.4 we apply the Plancherel specialization of the ring of symmetric functions to the
integral obtained in Section 5.3, yielding an integral formula for the Plancherel-specialized LLT polynomials.
In Sections 5.5-5.6 we recall the (skew) Cauchy identity for LLT polynomials, and use it to define our LLT
measures and associated Markov kernels.

5.1. Functions G,/, and reduction to LLT polynomials. In Section 3.9 we introduced the symmetric
rational functions G/, as matrix elements of products of the row operators (2.12); we now generalize these,
by replacing the row operators in the algebraic construction with their fused analogues (4.8).

Definition 5.1. Let A = (A1,...,\;) be a composition of weight m, and fix two A-coloured compositions
i € Sy and v € Sy. Let the corresponding vectors in V(oo), |u), and |v),, be given by (3.3) and (3.4),
respectively. For any integer p > 1 we define the following family of symmetric rational functions:

P
(5.1) (—s)lul*l”‘ ‘G (N, mps T, ) = (V] HD{O}(HH; i) 1)y s
i=1
where the operators Dyoy (4 7;) are given by (4.8).
In graphical notation, the definition (5.1) reads

A(0) A(1) A(2)

(Tp57p) — €0 €0
(52) (=) G (N, i, y) =

(z2;72) — €0 e

(z1;71) — €0 €o

B(0) B(1) B(2)

where the vectors A(k), B(k), k > 0 are given by (3.3)—(3.4).
Two reductions of (5.1) are of interest. The first is obtained by setting 7; = ¢~/ for all 1 < i < p; in

this case, each fused row operator reduces to its unfused analogue, as described in equation (4.9), and we
find that

Gup(Nz1, .., xp; V2 7q_1/2) =GunNzr, ... mp).
The second we record as a theorem, below.

Theorem 5.2. The function G/, (\;x1,...,%p;71,...,7p) has well-defined s — 0 and ry,...,7, — 00
limits. Under these limits, it becomes a polynomial in (z1,...,x,) with monomial coefficients living in N[q|.
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Proof. To compute the limit s — 0, we divide both sides of (5.1) by (—s)#I=I"l; on the right hand side, we
may distribute the resulting (—s)/”/=I*I factor within the partition function by assigning a factor of (—s)~!
to each horizontal unit step by a path. By [ABW21, Corollary 8.3.6],

(5.3)
lim lim(—s)~"PILI™*) (A, B;C, D) = 1¢, pejoayn - 1Plg#P-OteD:D) v A B C,D e {0,1}".

r—oo s—0
Since this limit exists at the level of the individual vertices, it follows that the s — 0 and r1, ..., 7, — oo limits
exist when applied to the whole partition function. The fact that the resulting function is a polynomial in
(x1,...,xp), with nonnegative polynomial coefficients in ¢, is manifest from the right hand side of (5.3). O

Throughout the remainder of the text, we refer to

(5.4) Gujw(A w1, .., p500,...,00) =Gp(wr,.. ., 1p)

s—0

as a Lascoux-Leclerc-Thibon (LLT) polynomial'”, and tacitly assume that the s — 0 and r1,... ,Tp —> 00
limits have been taken, unless it is specifically stated otherwise.

5.2. Padding and shifting LLT polynomials. To this point, LLT polynomials were indexed by coloured
compositions, as given by Definiton 3.1. There is a natural way to extend their definition to allow indexing
by coloured signatures (the extension of the set (3.1) that allows parts to take any integer values, including
negative ones) which will be convenient when we come to stating the Cauchy identity for LLT polynomials
(see Section 5.5).

One may consider the effect of appending an extra column to the left of the partition function (5.2), with
the boundary conditions at the top and bottom of this column prescribed as A(—1) = 1™ and B(—1) = 1",
respectively. One sees that the appended column freezes with weight 1 (assuming the limit where the weights
(5.3) are used), and therefore does not contribute to the overall evaluation of the partition function. This
invariance property may be expressed as

(5.5) G_yup/—1uv (@1, 1) = Gy (1,00, 2p),

for any p,v € Sy, where —1 U p and —1 U v mean prepending a part of size —1 in each of the n blocks of
and v, respectively (similarly to Definition 3.2). The procedure (5.5) may clearly be iterated, allowing us to
prepend arbitrarily many negative parts to the coloured compositions in question. One also notes that, on
the resulting coloured signatures, there holds

(5.6) G(#—l)/(u—l)(l’ly N 7:L‘p) = GH/U(ZL‘l, ce ,CL'p)7
where (u— 1) and (v — 1) mean subtracting 1 from every part of u and v, respectively. It is then easy to see
that (5.5) and (5.6) completely determine the value of G/, (x1,...,,) for any coloured signatures p and v

(possibly containing infinitely many negative parts'®).

5.3. Integral formula for LLT polynomials. Applying the fusion procedure to the integral formula
obtained in Section 3.9, one may obtain an integral formula for the LLT polynomials; we reproduce that
result here, in essentially the same form as it appeared in [ABW21, Corollary 11.5.3].

Theorem 5.3. Fiz a composition A = (A1,...,A\,) such that |A\| = m, and choose two coloured compositions
w,v € Sx. The LLT polynomials (5.4) are given by the following integral expression:

q Y1 Ym
5.7 Golans.. .z = — [ j{*]{ dym
(5.7) w/ (21 p) (q—1)m (27”_) o 1 C. Um

P m
Yi —Yi - - 1
X H <J) fﬁ(1m7y1 17"'aym1)gl/()‘;y1a"'7y’m)HHma

1<icj<m \Yi T 4Yi i=1j=1

7The LLT polynomials have two combinatorial definitions; either in terms of ribbon tilings of a Young diagram, or in terms
of n-tuples of semi-standard Young tableaux. For both of these definitions, we refer to [ABW21, Sections 9.1 and 9.2]; for the

matching of G/, (A\;z1, ..., Tp;00,.. ., oo)‘ o with the resulting polynomials we refer to [ABW21, Theorem 9.3.2 (1)].
s—

181y situations where infinitely many negative parts occur, only finitely many negative integers will be omitted from our
coloured signatures; for more information, see equation (5.13) and the sentence that follows.
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where the contours {C1,...,Cp} are admissible with respect to (¢,0). It is implicit that s = 0 in the functions
fi and g,.

Proof. We focus on the proof for p = 1, as this captures the essence of the proof for generic p. Fix an integer
P > 1. Using (5.1), the one-variable function G/, (\;2;¢~F/?) is given by
(=) Gy (N 2507 7/%) = (W] Dyoy (57 772) 1)

= (UIy Do(@)Do(gz) ... Do(q" @) ), = (=) "Gy (N2, g2, . g7 )

where we have replaced the fused row operator D) (z; q~7/?) by the bundle of unfused row operators (2.12)
which comprise it. From the integral formula (3.31), we then have that

m(m+1)/2 1 m d d
- - q Y1 Ym

Gy Niwiq P%) = Gy (N2 gz, " 1x)_w'(2m> %c If'éc y
1 m  JM
m

) 1— P.T .
X H (y] )fll( Y ’_“7ym1)gy()\;y1,.--7ym)HM'

— 1 — 2.
1<i<j<m Yi — a4 j=1 Yj

This yields an expression for G/, (A;x;7) by performing the analytic continuation g =wr 2 thep=1
case of (5.7) then follows by sending r — co. The generic p version of (5.7) may be proved along similar
lines; namely, we split each of the p fused operators Dyoy(z;;¢~F/?) in (5.1) into a bundle of P unfused row
operators, and carry out the analysis above on each of the bundles. |

5.4. Plancherel specialization. Let A denote the ring of symmetric functions in the (infinite) alphabet
x = (x1,Z2,...). As described in [Mac95, Chapter I, the power sum basis of A is the set of functions

)= 1), pila)=) af, VE=0

i>1 i>1

where A ranges over all partitions. Any function in A is expressed as a unique linear combination of the
functions py ().

Fix an indeterminate ¢ € C. The Plancherel specialization of A is the map Pl; : A — C under which the
power sums transform as follows:

pr(z) =

Following standard notational practice for specializations of the ring of symmetric functions, we denote the
image of a function f € A under Pl; by f(Pl;).

The LLT polynomials (5.4) admit a natural lift to A, obtained by replacing the finite alphabet (z1, ..., ;)
by the infinite one & = (x1, z2,...). Making this replacement in (5.7), we have

m(m+1)/2 1 m d d

q Y1 Ym
5.8) Gp(ar,ae,.. )= — (L % 7% dym
(5.8) G, 22,...) TENE (2771) - o

X H (yJ )f:“*( Y 7"‘7ym )gl/()‘ y17"‘7ym

1<i<j<m Yj — qy;

u:js
S
ol
=5
&

where we have used the fact that (as a formal power series) there holds

1 o 2fy* pr(2)y*
H T = exp Zlog (1—zy) | =exp ‘ A = exp A
i>1 i>1 i>1 k=1 k=1
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We then read off the Plancherel specialization of G/, :

m(m-+1)/2 1 m d dyum
(5.9) Gp(Pl) =L () ]§ ﬂf LW
(q—l) 2mi o, N Cm Ym

vi Y - - e
X H ( : )fﬂf( ;yl17-~-7ym1)g’/()\;y1"”7ym>Hety].
j=1

1<icj<m Y3 T i
In what follows, we shall further restrict to t € R, where ¢ could be viewed as playing the role of continuous
time.

5.5. Skew Cauchy identity for LLT polynomials. Up until now we dealt with coloured compositions

of arbitrary colour profile A = (A1, ..., A,). Throughout the rest of the paper we shall restrict our attention

to the case A\; = N for all 1 < i < n, where N is some given positive integer; this means that each colour

within a coloured composition p is represented exactly N times. We denote the corresponding set of coloured
W,@

compositions as follows:
1 n n
San{MZ(uﬁ) C< N | ‘u( )< --<u§v))}-
One element of Sy» plays a special role; this is the element in which all parts of a coloured composition are
as small as they can be. We assign this element the notation A:
(5.10) A=(0,1,...,N—-1/0,1,...,N —1]|---|0,1,...,N — 1) € Syn.

Whenever the lower coloured composition v in an LLT polynomial G/, is set equal to A, we employ the
lighter notation

<MN

GH/A(LL'M...,,TP) = Gu(xl,...,xp).

Definition 5.4. For any coloured composition pu = (,u(ll) - < ug\l,)

define the statistic
Z Z Z 1a>b~

1<i<j<n acp® beu®

‘ugn) - < us\?)) € Syn we

Theorem 5.5. Fix two positive integers p and N, and two alphabets (x1,...,zp) and (y1,...,yn). Let
v € Syn be a coloured composition. The LLT polynomials (5.4) satisfy the Cauchy summation identity

(511) Z q72¢(#)Gu/V(‘r17"'7xp)Gl‘(y17"'7yN HH 727# V)G (yla“-ayN)v

HESNn i=1j=1 Zy]’

where Gy (y1,...,yn) = Gu/ays, ... yn) and G, (y1,...,yn) = (GV/A(yl, ...»yN). This holds either as a
formal power series, or as a numeric equality as long as |q| < 1 and |z;y;| <1 for all i, 5.

Proof. This was originally obtained in [Lam05, Theorem 35]. For a formulation in terms of the vertex model
setup of the current text, we refer to [ABW21, Corollary 9.4.1] and [CGKM22, Proposition 6.12]. O

We make a small but important adjustment to the Cauchy identity (5.11). For any N > 1, introduce the
set of coloured signatures

(5.12) S(N) = {M: (M(l)m@)‘...m(n))},
where for all 1 < ¢ < n the components
(5.13) p = (o< n® <) < << )

are left-infinite strict signatures such that ,u,(f) # k — 1 for only finitely many k € Z. We continue to denote
by A the unique element in S(NN) in which all signature parts are minimal. For any fixed v € S(N), one
then has that

(514) Z q_Q(w(#)_d)(u))Gu/V(xl,'"axp)GM(yhyQa"' HH (y17y27"')7

RES(N) =151 (ziy;34
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in which the size of the alphabet (y1,ya,...) is now infinite.'? Here G, (y1,92,...) = Gu/a(y1,y2,...) and
Gy (y1,92,---) =Gy /a(y1,¥2,. .. ) as previously, and

(5.15) Y(p) —P(v) :% Z Z Z laspsm — Z Z Z lostsm,

1<i<i<n acu® beu® 1<i<j<n acv® bep@

[N

with m chosen to be any integer such that ,u,(;) = l/](j) =k—1forall k<m and 1 <i < n. Equation (5.14)
holds as an identity of formal power series, which converges if |¢| < 1 and |z;y;| < 1 for all ¢, .

The claim (5.14) is established by taking (5.11) with N becoming arbitrarily large, and applying (5.5) and
(5.6) appropriately to convert the indices of all functions to members of the set (5.12). It is easily verified
that the quantity ¢ (u) — ¥ (v) is invariant under such paddings and shifts, and may be written in the form
(5.15).

5.6. Markov kernels. We proceed to introduce probability measures from the skew Cauchy identity (5.11).
Normalizing so that the right hand side of (5.11) is equal to 1, we have

p
_ (v G JY2,y e
(5.16) S T[] Growss @) - a2 >>GM/U(9317.__,%)G:L((%W§1.
HES(N)i=1j>1 v Y1, Y2, - .-

In view of this sum-to-unity property, the summands in (5.16) may be viewed as probabilities of transitioning
from an initial coloured signature v € S(N) to a final one u € S(N). Many choices of the parameters
(z1,...,2p) and (y1,y2,...) are possible, leading to a variety of interesting distributions, but in this work we
focus on one particular choice; namely, we let (x1,...,2,) = (1,...,1) = 17 and take the Pl; specialization
of the alphabet (y1,ya2,...). Under this choice, (5.16) becomes

o _pl-q"), Gu/y(lp)qa(w(u)w(u))w:1.
1—gq GV(Plt)
HES(N)

From this we introduce the Markov kernel P; , : V(S(N)) — V(S(NNV)) with matrix elements given by

_ _ 1—4q") G, (Ply)

5.17 P _ 200 o (—PEZ9) N o gy CulPle)

( ) t,p(y - ,LL) q €xXp 1 —q M/V( )Gy(Plt) ’

where V(S(IV)) denotes the complex linear span of the elements of S(N). Abusing notation slightly, whenever
we write P, ,(v) for some v € S(N), this means a random coloured signature y € S(NV) sampled from the
distribution (5.17).

Remark 5.6. Throughout the rest of the text, we shall only be concerned with evaluating the kernel (5.17)

on coloured signatures p,v such that ,ug) = V](Ci) =k—1forall k <0and 1 < i < n. When coloured
signatures have such a property, by slight abuse of notation we continue to write p,v € Sy» C S(N) and
shall still refer to these objects as coloured compositions.

Below we collect some elementary facts about the Markov kernel (5.17).

Proposition 5.7. For any integer p > 1, real parameter t € Ry and coloured composition 1 € Syn, we

have
n 1—qg"
(5.18) Py (A — p) = ¢ 2 0+E) () exp <—p(1;1>t> G,L(17)G . (PL,).
Proof. This is just the v = A case of (5.17), noting that Ga =1 and ¥(A) = 3(3) (g) O

Proposition 5.8. For any two integers pi,p2 = 1 and real parameter t € Ryg, the maps Py, and Py,
compose according to the rule

(5.19) Ptpy 0 Pripy = Ptpitps-

1 particular, this will allow us to Plancherel-specialize this alphabet.
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Proof. For fixed \,v € Sy» one computes

7 P (v )Py (1 — N)

HESNT

(V) -20()) ~(p1+p2)A—g") )\ GA(PL) . .
—1 exp( t G, (Ply) Z Gupp (1) G/ (172)

1= q HESNT

200200 gy, (- P1HP)A =) N CaPl) (b iy _p \
q exp (- 11220 S = Py = ),
where we have used the branching rule for LLT polynomials (see [ABW21, Remark 9.1.1]) to produce the
second equality. O

In view of the property (5.19), we may view the Markov kernel P; ,, as the composition of p kernels P; ;.
Starting from the trivial state A € Syn», we may either act directly with P;, to obtain a random coloured
composition AP = P, »,(A), distributed according to (5.18), or we may act p times with P, 1, producing a
chain of p random coloured compositions

APl

(5.20) A P10 A Py1 2] Py 1

Our goal in the following section is to study the asymptotic behaviour of the distribution of the whole
sequence (A, ... AP as t — oo, with p kept finite.

6. ASYMPTOTICS

In this section we carry out an asymptotic analysis of the Markov kernel (5.17) with p = 1, as t — oo;
this analysis proceeds in several steps. We begin by rewriting coloured compositions in terms of a pair of
vectors ¢ and € in Section 6.1; 7 encodes the coordinates of the parts in a coloured composition, while ¢
encodes the colour sequencing of its parts. In Section 6.2, we specify a particular time-dependent scaling of
the coordinates associated to p and v within the function P, ;. We also impose certain interlacing constraints
on the coordinates of u and v; for finite ¢, these constraints prohibit certain coloured compositions on which
the measure is non-zero, but it later transpires that as ¢ — oo these forbidden compositions naturally occur
with vanishingly small probability, allowing us to omit them from our considerations.

Having fixed our choice of scaling and our interlacing assumptions, we proceed to the analysis of the
individual factors in the measure (5.17). Section 6.5 deals with the factor G/, (1), whose analysis can be
accessed by direct combinatorial means, while Section 6.6 deals with the factors G, (Pl;) and G, (Pl;), which
are analysed by steepest descent method applied to the integral formula (5.9). Our final formula is presented
in Section 6.7; we show that in the ¢ — oo limit being studied, the measure (5.17) degenerates into the
product of transition densities for n independent GUE corners processes, multiplied by a discrete measure
that is valued on colour sequences.

6.1. Coordinate and colour sequence notation.

Definition 6.1. To every coloured composition p = (ugl) << ug\l,)| e |p§”> <l < ,ug\?;)) € Sy we

associate three vectors £ = ({1,...,lyy) € NN &= (c1,... . can) € [1,n]™N, b= (by,...,bun) € [L, N]"Y
satisfying the relation

and satisfying the properties (a) ¢; < ¢;41 for all 1 <i < nN; (b) ¢; < ¢iy1 if ¢; = £;44, for all 1 < i < nN;
(C) b; #bj if ¢; = Cj, for all 1 <1< j<nN.

More informally, 7'is the unique vector obtained by sorting the parts of u in increasing order; we refer to
it as the coordinate vector of u. The vector € records the colours of the parts of p once it has been sorted in
increasing order, with an increasing criterion imposed on these colours in the case of ties; we refer to it as the
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colour sequence of u. The vector b has been introduced only for the purpose of the making our definitions
unambiguous, and plays no role in the rest of the paper.

6.2. Starting assumptions and scaling. Throughout the rest of this section we will be concerned with
the analysis of the Markov kernel P; 1 (v — ) as given by (5.17), with v = 0U A" and g = A1 where
we have chosen A" e S,Tln and Mt ¢ S(tn +1)n (we remind the reader that the meaning of these notations
is given by Definition 3.2). Under such choices, the kernel (5.17) becomes

_ [m+1])_ [m] 1—q"
Py (OU Al )\[mH]) =q 2(p () = (ouat™)) exp (— 1 g t) Gxim+11 jourim (1)

G)\[m+1] (Plt)
Gouaimi (P1;)

Noting that
Gouatm (Pl) = Gouaim ya (Ple) = Gaimi_1 (Ply),
where A") — 1 means subtraction of 1 from every part of A, we have that

m m 1_ n G m Pl
(61) Pra (DU A1) — 200N ey (L2 D) 6 () G2 T

Gmi—1(Ply)

1—

+
(m+1)"
appearing within this formula. Following Definition 6.1 we represent them in terms of their corresponding

coordinate vectors and colour sequences:

m m m m m m m—+1
(6.2) AP (Al ) A (A e

We shall make some assumptions concerning the coloured compositions A" € SF.. and A\t ¢ S

and we work directly with these vectors in what follows. Our first assumption is that the coordinates
{ggm]}lgignm and {ﬁgmﬂ]}lgjgn(mH) are strictly increasing and obey the interlacing constraints

< (] Vie[l,m], jel[o,n—1].

[m+1] [m]
(6.3) ¢ </t J(mA1)4i+1

j(m+1)+i Jgm—+i
Informally, this means that the coordinates {£™V; <;cpm and {£MFI 1) are each grouped into n
Y, 2 A 7 <g<n(m+ ) g p
bundles of equal size, and coordinates within those bundles interlace; see Figure 1.
We will subsequently see that (6.1) depends on the coordinates {ggm]}lgignm and {Zg-mﬂ]}lgjgn(mﬂ)
analytically. Our second assumption will be that these coordinates are analytically continued to real values,
by setting

(6.4) A s TR (TR 3B 1 <i<nk, ke {mym + 1),
with [i/k] denoting the ceiling function, and where
(6.5) zlml = (as[lm] <o < xm) e R™™, g+l — (x[lmH] << x[:(l,:ﬂlo e R+

are sequences of reals that obey the interlacing constraints

m—+1 m m+1 . .
(6.6) xg(m+]1)+i < xgm]ﬂ < xg(m+]1)+i+1, Viell,m], je0,n—1].

Note that (6.6) is simply the translation of the earlier interlacing constraint (6.3) to the real variables that
now parametrize our coordinates. When two sequences of reals (6.5) satisfy the collection of inequalities
(6.6), we denote this by writing 2™ < zlm+1,

We note that there exist choices of the coordinates {ELmH] }1<j<n(m+1) Which violate the constraints (6.3)
and yet have non-zero weight in the measure (6.1). We refer to such choices as unfavourable coordinates.
Our main result will be to show that under the scaling (6.4), unfavourable coordinates do not occur with
probability converging to 1 as ¢ — co. We do this by showing that as ¢ — oo the quantity (6.1) weakly
converges to the product of a continuous transition density pgug (x[m] — :L‘[m+1]) valued on interlacing real
sequences (6.5) and a discrete transition probability Per (c™ — ¢[™*1]) valued on colour sequences (6.2).
In demonstrating that the resulting quantity integrates to unity, we prove that (6.4) captures the correct
law of large numbers of the coordinates, with pgug (x[m] — x[m“}) providing the fluctuations.
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FIGURE 1. A schematic representation of successive application of the Markov kernel PPy ;
to the empty state A, in the case n = 3; each vertical unit step corresponds to such an
application. As t — oo, the paths drift into bundles located a distance ¢"~*t from the
origin, for 1 < i < n. The i-th bundle tends to a GUE corners process centred at ¢" ¢,
with fluctuations on the order of (¢"~*t)/2.

6.3. Main result.

Definition 6.2 (GUE corners process). The Gaussian Unitary Ensemble (GUE) of rank m is the collection
of m x m Hermitian matrices M = (M;;)";_;, where M = (X +X*)/2 and X = (X;;){";_, denotes an m xm
matrix of i.i.d. complex Gaussian random variables X;; ~ N(0,1) + iN(0,1). For all 1 < k < m, write the
eigenvalues of the k x k top-left sub-matrix of M as 9[1k] <o K 9,[5]
1<4<j,j€[l,m]is called the GUE corners process of rank m.

. The joint law of the eigenvalues Qz[j ],

Following [Gor21, Theorem 20.1], one has the following explicit formula for the density of the GUE corners
process:

Proposition 6.3. The array Hl[j], 1<i<j,j€l,m] has joint density
b _ ) < i 1\"* ) _ gy T 3 (o)’
(6.7) p(@i :xi,1<l<]<m>:1 W<<atml {50 H x- He
1<i<jsm
with respect to the m(m + 1)/2-dimensional Lebesgue measure.
Proposition 6.3 implies (see also [Gor2l, Equation (20.2)]) the conditional probability density for the
eigenvalues 91[ U 1<i<m+1of the (m+1) x (m+1) top-left sub-matrix, given those of the m x m one:

p(eZ[erl]:$£m+1]71<l<m+19£] [m]1<z<m>

m 2
(x[m+1} m£m+1]) ! e—é(a@ !

=1

- a:[»m]> O e )T

1<i<j<m ( J i=1¢

1 H1<z<]<m+1
= 1$[m+1]>$[m] (271_)1/2

and for notational compactness, we shall write
paue (2 <o <al™) = p (68 =2l 1 < < <m),
paun (2" = 2 0) = p (01 =2l < <ol = o1 < <)

Theorem 6.4. In the asymptotic regime described by (6.4), the Markov kernel (6.1) weakly converges to
a product of n independent probability measures with densities in the GUE corners process, multiplied by a
factor that depends only on the colour sequences (6.2):

(6.8) Py, (0 A A[m“])

2™

[m+1] [m+1 m+1 m m+1
—)HpGUE< TG 1ymg1s - Tim —>1‘(Z D(mA1)417 z(m+1)) dpm+1 . P, (C[ 1 .l +])
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ast — oo, where dz!™ 1 denotes the n(m+1)-dimensional Lebesgue measure. The final multiplicative factor
in (6.8) is given explicitly by equation (7.25) below, and defines a discrete transition probability in a process
on colour sequences:

(6.9) > ]Pcol( [’”“]) =1,

clm+1]

where the sum is taken over all ¢t = (c:[lmﬂ], cey c%ﬂtﬂl)) € [1,n]n0m+1),

Corollary 6.5. Let Py v(A — A= )\[N]) denote the joint distribution of coloured compositions
MU NN generated by N applications of the kernel (6.1) to the trivial state A. In the asymptotic regime
described by (6.4), we have the following weak convergence of measures:

P,y (A_>)\[1]_>..._>)\[N])
—>HPGUE( my, < @), <+ < (z [N]))dx[ NP, (0[1]<c[2]<~--<c[N])

as t — oo, with dz"N! = Hi:l dzl denoting the nN(N + 1)/2-dimensional Lebesgue measure. Here we
have introduced the shorthand

(x[k}>i:(xEI;]_l)k+1,...,m£i]), Vi<i<n, 1<k<N,
and Pcol(cm < << c[N]) is a joint distribution on colour sequences given explicitly by (7.26) below.

The remainder of the paper is devoted to the proof of this theorem. Throughout the rest of Section 6, we
exhibit the splitting of the Markov kernel (6.1) as shown on the right hand side of (6.8); the proof of the
sum-to-unity property (6.9) is deferred to Section 7.

6.4. Functions (A1) and (0 U Al™). We begin by studying the exponents 1(A[™*1) and (0 U
A that appear within (6.1). Under the set of assumptions (6.4)—(6.5), the coordinates {Egm]}lgignm
and {égmﬂ]}lgjgn(mﬂ) are strictly increasing. This makes the computation of (A+1) and (0 U A™))
particularly simple; one easily sees that

(6.10) zw( m+1) — inv (c[m+”) 2 (ou A[ml) — inv ((1, ) UC[m]) — inv <c[m]) —|—m<g>,

where (1, ...,n) U cl™ means concatenation of the two participating vectors.

6.5. Factor Gym+1 /guaimi (1). Next, we analyse the quantity Gm+1 guami (1) within (6.1). It is given by
the one-row partition function

A[mA+1]

€0

(611) G)\[7”+1]/0U)\[m] (1) = eo €Q

€[1,n]

Alml

where within the area marked A*| k € {m,m + 1}, the vector e o is present at coordinate 4’“] (in other

words, a path of colour cgk] is present at position E[ ]) for all 1 < ¢ < kn. Following (5.3), we have assumed
the vertex weights

C
(612) B D — 1C+DE{071}" : qtp(D,D)+<p(D,C)7 Aa 37 07 De {07 1}?1’

A
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where the function ¢ is as defined in (4.3). Let us study each of the factors appearing in (6.12) individually.
First, we note that the indicator function 1¢y peyo,1)» prevents two paths of the same colour from traversing
a vertex. Second, the factor ¢#(P-P) assigns one power of ¢ for every pair of colours which pass through edge
D of a vertex; there are (I? ‘) such pairs. Finally, the factor ¢#(P-C) assigns one power of ¢ to each pair of
colours (i, j) passing through edges (D, C), respectively, with i < j.

Now we examine the contribution of each of the factors in the weights (6.12), when they are multiplied
together to form the one-row partition function (6.11). Multiplying all indicator functions 1¢4 pego,13» yields
the the property that paths of the same colour do not intersect; at the level of the coloured compositions
A™and Alm+1 | this translates into the condition that

ALPHHE A QIO 5y <ign, 1< <m,

which we denote simply by writing ¢l™ < cm+11,

Multiplying all factors ¢#(P>P) requires us to compute the total number of paths d; going through the
i-th horizontal edge of the partition function (6.11), for all ¢ > 1. The total contribution from these factors
is then

where p; counts the number of horizontal edges in (6.11) that are occupied by j paths. It is clear that
the set {p; }1<j<n depends only on the values of the coordinates {égm]}lgignm and {Egmﬂ}}lgign(mﬂ), and
not on the colour sequences {Cgm]}lgignm and {c£m+1]}1<i<n(m+1). In view of the interlacing (6.3) of the
coordinates {Egm]}lgignm, {€£m+1
that, c¢f. Figure 1,

]}1<i<n(m+1), we may routinely compute p; for all 1 < j < n. We find

m—+1
m-+1] m

D = Z KL +1] Zé[ ]
k=1 k=1
(S fr-+1) [ lm] ]

_ m+1 m—+1 m m .
Pn—j = Z (gj(erl)Jr =G me +k> Z (éjm-‘rk £G 1)m+k) viell,n—1].

k=1 k=1

We then have

A (G I [T e (e ) SV

:Z”_] ZKETT)]mH k—Z”—J Zé] Dmtk
Jj=1 Jj=1 =

as the total exponent of ¢ coming from factors of the form ¢¥(P-DP).

Finally we need to examine the contribution from all factors ¢#(P:€), when multiplying the weights of
all vertices in the row (6.11). In direct contrast to the factors ¢?P-P)  this contribution only depends on
the colour sequences {Cgm]}lgignm and {cEmH]}l@gn(mH), and not on the coordinates {Kgm}}lgignm and
{Egmﬂ]}lgign(mﬂ). Rather than attempting to write down an explicit formula for this contribution, we
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express it in terms of the following diagram?°:

(6.13) T (c[m];c[mu]) _

m m [m+1] [m+1]
[m+1] - Ln_:_ll] - C(n—l)(m+1)+1 - Cn(m-‘rl)
[1,7] 0
C[lm] e e CEZL] Dm+1 chd

In this diagram, one of each of the colours {1,...,n} enters via the leftmost horizontal edge; there is also

[m]

a single colour ¢, - entering via the ¢-th vertical edge along the base. No colours exit via the rightmost

horizontal edge; a single colour cEmH] exits via the i-th vertical edge along the top. Note that the diagram
is also arranged to denote n individual bundles of interlacing colours, with flow of colours possible along the
horizontal line that connects bundles.

The function Y (c™l; clm+1) is a pure power of g. We compute it by tracing all colours in the diagram

(6.13) from their starting to finishing location, and assigning a power of ¢ to each of the following events:
c
i

which denotes a path of colour ¢ passing underneath a colour ¢, with i < c.
Bringing all contributions together, we have

n—j
AL e
H G =D+
k=1
(6.14) G)\[nl+1]/0u)\[7n] (1) = 1 pmigetmen - X (cm m+1]) H .
j=1 quu—nmm
k=1

We draw attention to the fact that dependence on the colour sequences {cgm] H<i<nms {cgmH] H<i<n(m+1) and

coordinates {ng]}lgignm, {ngﬂ]}l@gn(mﬂ) is completely separated in (6.14); further, Gyim+1) Ui (1)
is an analytic function of the coordinates.

6.6. Factors Gym_1(Pl;) and Gypm+1(Ply). We now proceed to the analysis of the factors Gy _; (Pl;) and
Gytm+1(Pl), in the denominator and numerator of (6.1), under the replacements (6.4). This computation
is essentially the same for each of these factors, up to some straightforward relabelling of parameters, so we
will focus on the analysis of Gymj_; (Pl;) first.

6.6.1. Recasting the integrand. Our starting point is (5.9) with v = A € S, and p = Al —1e8n:

nm(nm+1)/2 1 nm d Qm
(6.15) G (Pl) = L —— . () j'{ dy | }{ v
(q - 1) 2mi c, Y1 Cpm Ynm

nm

y - .

X H < J )f)\ (].nm,yl 77ym}1)9A(m”,y17’ynm) Hetyj.
j=1

1<i<j<nm Yi —aYi

20This diagram is not a partition function in the traditional sense, however it turns out to be quite expedient for our
subsequent needs.
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In the first step, we use the action (3.20) of the Hecke generators to express the function fy.; , in terms of

fomi_1, noting that 0™l is just obtained by sorting the parts of Ml in increasing order. We have

qnm(nm+1)/2 1 nm d QYo
(6.16) Gy 1 (Pl) = —— [ — @i Ynm
(q - 1) 27 c, W1 Crm Ynm

nm
< 1 (‘%y> (To - from—) ™00 Y )9 (M5 91, ynm) [ [ €7,
j=1

1<i<j<nm Yi = i

where we have denoted T, = Ty, ...T,, with T, given by (3.18), and where (ai,...,a,) € [I,nm)? is a
minimal-length word such that

(6.17) Sa, " Sa, gl — \[Iml

Using the property (3.27) of Hecke generators, and the fact that the product H;‘;nl et is symmetric with
respect to (Y1, .- ., Ynm), We may recast this as

nm(nm+1)/2 1 nm d QYo
(6.18) Gy (Pl) =L — . () 7{ dyr ]{ dYnim
(q - 1) 27i c, W1 Crm Ynm

nm
X H (yj Yi ) fg[m]_l(lnm;yfl,~--,y;}z)(Ta gA)(mnayla7ynm) Hetyja
j=1

1<i<j<nm \Ji T Vi

where we have denoted T, = Tap ... T,, with T, given by (3.19), and where the word (a1, ... ,a,) is specified
as in (6.17).

Finally, we note that if the coordinates £[™ may be reordered to yield MMl as in (6.17), it also follows
that the corresponding colour sequence ¢/™ reorders according to the rule

Say " Say clml = am,2m ... ,n™),
or equivalently, sq, - - -84, - (1",2™,...,n™) = cl™. Using this relation in (6.18), together with the action
(3.23) of Hecke generators on the function ga(m™;y1, ..., Ynm), we recover the formula
nm(nm+1)/2 1 nm d d
(619) Gy (Ply) = L2 () 7{ dyr 7{ dYnm
(g—1)mm 2mi c, Y1 Cpm Ynm
y y nm A ) nm
i — Yi —omy m .
< 1 (’) v T oi™ ™y ymm) [ e
1<i<j<nm Yi =¥/ ;5 j=1
where gcA[m] (m™;y1,...,Ynm) denotes a permuted-boundary function of the form (3.15), and where we have
also used the fact that fom_y (1" 97", ..., ymL) factorizes as in (3.10) with s = 0, since ¢I™ is increasing.

The formula (6.19) explicitly separates the coordinates (™ and the colour sequence c[™; in view of the
analytic dependence on the former, we now use it to carry out steepest descent asymptotics.

6.6.2. t — oo asymptotics via steepest descent. In this section we compute the ¢ — oo asymptotics of the
quantities

~ n m eyl
(6.20) Hy (8) = [T [T ¢ 0mer - Gy (PLy),
j=1k=1
nomtl o plmt1]
(6.21) Hymra (1) = ] T ¢ @ nemener - Gypmsn (PLy),
j=1 k=1
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under the assumption that the coordinates {Egm]}lgignm and {Kgmﬂ}}lgign(mﬂ) scale as (6.4). Note that,
by virtue of (6.10) and the expression (6.14), the Markov kernel (6.1) may be expressed as

(6.22) Py, (0 UAM A[m+1])

= Letmigclm+ - qinv(c{m})_inv(c[erl])J"m(g)T (C[m]'c[m+1]) 7H~)\[m+11 (t) €x <_ S t)

7 Hy\m (1) l—¢q

where the colour sequences ¢l™, ¢l™+1 are independent of ¢; this means that the t — co asymptotics of our
Markov kernel is indeed recovered by analysis of (6.20) and (6.21).
We lighten our notation by writing €£m] = ¢; and xgm} = x; for all 1 < i < nm. Distributing the

g-dependent prefactor in (6.20) within the integral (6.19), we have

(6.23) f{)\[m] (t) = M . <1)"7n% . 74 i
(g —1)nm 2mi feh Com

nm Q £; y—y -
XH<y> evi 1 (J Z)QZ (M™; 91, -+ Ynm)
i=1 v

1<i<j<nm \Yi T Vi

where we have defined the vector Q e C™ by

—

(6.24) Q=(Q1,-,Qum) = (""" ...,d" HU---U(g,...,q)U(1,...,1).
| S — —_——— ——\—
m times m times m times

Using the formula (6.4) and the notation (6.24), the coordinates ¢; are written as ¢; = Q;t + (Qit)%xi for all
1 <4 < nm. Making use of this, the univariate factors in the integrand of (6.23) read

(6.25)

é.
Qi\ " w,
(y et = exp [ty; — {;logy; + lilog Qi) = exp [t(yi — Qilogy; + Qilog Q;) + O(tm)} , as t—oo.
K3

The t — oo behaviour of (6.23) may now be recovered from steepest descent analysis applied to each of the
nm integrals. Neglecting for the moment the O(¢'/2) term above (which gives a sub-leading contribution to
the t — oo behaviour), we evaluate the critical point?! of the function y; — Q;logy; + Q;log Q;, which is
found to be y; = @;. Computing the corresponding Taylor series about this point, we have that

A\ G _0,)2

(QZ) etyi = exp |:t (Q’L + (y’b QZ) + O(yz o Q2)3> +O(t1/2):| , as t — 00,

Yi 2Q;

in a neighbourhood of the point y; = @Q;. Following standard steepest descent analysis, the dominant

contribution to the t — oo asymptotics of the integral (6.23) is obtained by deforming each contour C; to

pass through @Q;%2, and reducing the resulting contour integrals to line integrals over small segments D; C C;
(¥:i—Q4)*

travelling through @Q; and traversed in the direction where the function o has zero imaginary part.

Accordingly??, we may write

(6«26) ﬁ)\[m] (t) ~ M . i nm /Q1+16 dyl o /‘anz"l‘ie dynm
(¢ — 1) 2mi

Q1—ie Qnm—ie
nm Q £ T ]
(%) e T (228 )i s, s .
i—1 \Yi 1<i<j<nm Yj —aYi

21The critical point is the value where the first derivative with respect to y; vanishes.

22We require that each integration contour C; may be freely deformed to a contour passing through the corresponding
critical point @);, along which the real part of the exponent decreases as one travels away from ;. One choice that meets this
requirement is to take the C; to be concentric circles of radii Q;, for all 1 <7 < nm.

23We will be slightly informal here, omitting the proofs of the tail estimates justifying the below approximations. The latter
are fairly standard, and have already been applied numerous times in the literature.
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where € is a small positive real number. Now switching to the local variables y; = Q; + zit_%, the univariate
factors in (6.26) become

I
(Qi ) etyi
Yi

= exp [t(Qz’ + 2t T2) = (Qit + (Qit) *x:) log(Qi + 2t~ %) + (Qit + (Qit) Fx;) log Qz} :
yi:QiJrZif%
and using the fact that

§y 16

10{%(@-1—(5)zlog(Q)-f-é—5@—1—0((53)7 as 6 — 0,

we have

£;
(QZ> etyz‘
Yi

1
Yi=Qi+zit” 2

42 2¢—1 3 1
= exp [t(Qi + 2t F) — (Qit + (Qit)Fz;) <1°g Qi+ 22 - ézgg +0<t2>> +(Qit + (Qat) 2a) log Qs
= exp [Qit Z;’ + 2251 +O(t§)] , as t— oo.

Turning to other terms in the integral (6.26), we have

Qj — Qi+ zt™Y2 — z;t71/2
j=G4zt3 - Q) — qQi + zit1/? — qzt =/
Using the fact that Q; = ¢" /™1, we see that Q; — ¢Q; in the denominator of (6.27) is always nonzero;

on the other hand, @; — Q; in the numerator vanishes whenever [i/m] = [j/m] (and is nonzero otherwise).
The t — oo behaviour of (6.27) then splits into two cases:

1 712 (25 — 1), [i/m] = [j/m],

~ - - X
sGand @M g TimT

(6.27) Yi~Y
Yi — qYi

1<i<j <nm.

Yj — Yi

Yi — qY;

g1/l —gr=timl, [i/m] # [j/m],

and multiplying these factors over all indices 1 < i < j < nm, we have

(=2 ~ e H ) (1 = ) [T )

> Yj — qYi . -
1<i<j<nm G=0+zt"3% Jj=1

n—1 qn_J _ qn_,L m2
<IT 1T Gimsr —zime) ]I <qm_qn+1) :

i=0 1<j<k<m 1<i<j<n
After accounting for telescopic cancellations in the final product of this expression, it may be written as
() [
=i — gn—it+l T aa)
Lisjen N =g (¢ @)n

and accordingly we have that

m?2 n—1

I (yy) 153 (1—g) (D)~ ()(3) [M} I I Gimerzimes),

1<i<j<nm \Yi T dYi (@ @)n i=0 1<j<k<m

G=Gtzt%
as t — oco. Under the change to local variables, the remaining piece of the integral (6.26) (which is polynomial
in the variables y1, ..., Ynm) becomes

[m]
gCA (mn; Yiy--- 7ynm)

lm] -

~gih (m"™Q), as t— oo.

=

J=Q+7t~
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Combining everything (including a factor of t~™"/2 for the change of integration variables), we read off the
t — oo asymptotic behaviour of Hym (t):

n

(6.28)  Hypmi(t) ~ t~ "™/ 2 exp {11_ q mt] t_%(";)(l — q)_”(?)q_(;)(?)

ga (m";Q)

nm(nm-+1)/2 1 nm ico ico nm .
q T;z; z
X(q—l)”m<27r1) / dzl.../. dzanexpl 1/2+2Qi

—100 —100

|:(1 — q)":| m olml -
2
3

H H (Zim+k - Zim+j)-

This simplifies to yield

(6.29)  Hyiuo () ~ (1)t 3 () () =3 () ()4 (3) exp[l_qnmt] =0 o)

1 nm ioco ico 2;2 n—1
X (27“> / dzl.../ dzanexp { iz + 2} H H (Zim+k — Zim+7),

—ioo —ioo i=0 1< j<k<m

where we have rescaled the integration variables z; — Qg/ 2,zi to obtain the final formula.

Repeating these steps, one easily finds that
(6.30) Hypmin (t) = (q—m(?)ﬁw (t)) ,

m—m+1

which is to be interpreted as taking the right hand side of (6.29), modulo division by qm(g), and replacing
all instances of m by m + 1 in the obvious way.

The removal of the factor qm(g) requires the following justification. From (6.20) and (6.21), we see that
Hy i (t) depends on the function Gypmi_;(Ply) rather than Gy (Ply), the latter being the desired quantity
that leads to Hymm+1 (t) after the m +— m+1 relabelling. Consulting the integral formula (6.19), we see that

the only difference between Gy m_1(Pl;) and Gymi(Pl;) is that the integrand used for the former contains
an extra factor of [["] y; compared with that of the latter. Carrying through steepest descent analysis of

G 1 (Pl;) therefore results in an overall factor [/} Q; = qm(g) less compared with the calculations above,
which is the reason that we divide out this factor in (6.30).

6.6.3. Factorization into GUE corners. Up to the multiplicative terms in the first line, equation (6.29) reveals
the factorization of our starting integral (6.23) into n identical m-dimensional integrals of the form

. —xizi+122
(6.31) I(xy,...,2m) = <27r1> / dzy - / dzm (zj_zi)He it
1<i<js<m i=1
H 7% <27T1) / le / dZm j - Zz) H 6%(21‘7&“) .
=1 1<7,<]<m i=1

It is possible to explicitly evaluate the integral (6.31), as we now show. Replacing the Vandermonde factor
in (6.31) by its determinant form and using the multilinearity of the determinant, we recover

m m

%I " e % zl_a'l)
(6.32) I(zy,...,x H e (271'1) /i'R dz /i.]R dzm 1<(ii,?t<m 2 H

=1 =1

" 1
He*% det — Zilea(z=2)’ gy )
1<i,j<m 2ri iR

=1

.

Making the change of integration variables iu = z — z; within the second line of (6.32), we have that

m oco+ix;

_ 1.2
R | e S |
1 XS

= —oo+ixz;

(iu + xi)jleélﬂdu) .
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Expanding the factor (iu + x;)?~! as a polynomial in x;, this becomes

1o Tt pootime j—2
I(xl,...,xm):He_EIi det 5—/ e 2" du+0(z] %) |,
7T
i=1

1<i,5<m —oo+4ix;

and the polynomial term of the form O(xf _2) can be removed by elementary column transformations. The

final result is thus
1
I(z1,...,2m) = <27r>

6.7. Final formula. We are now in a position to write the full asymptotic behaviour of the Markov kernel
P; 1 (0 U™ — AmH1]) as ¢ — oo. Using (6.22) with Hypny_(t) given by

.1_167%9“2 H (x; — x;).

=1 1<i<jsm

Hymy 1 (t) ~ (=1)mm= 5 (73 ) (") =3 (") (5)+m(3)

1—qn 10— 3) g o m
i { 1—gq mt] ( (q~q§m2 ga" (m"; Q™) H I (xgm]“"“’xg(w]wl))
»4n i=0

and Hym11(t) given by (6.30), we obtain
(633) Pt 1(0 U )\[m] N )\[m-‘rl]) ~ 1c[""]<c[""+1]T (c[m];c[m"'l]) qinv(c[m])—iIlV(C["'L+1]) . (_1)nt—%(m+1) %

nm clm+1 n. _‘[erl]) n < [m+1] [m+1] )
n7n-;n+1)7(nn;+1)7%(m+1)(g) (1 — (2]2”+1 . N ((m + 1) ;Q I x(iil)(m+1)+1; . ’xi(erl) |
(¢ 9)n gCA[m] (m"; Q[m]> =1 I (xET_]l)m_i_l, .. ,afgn,;])
as t — oo. Recall from (6.4) that there is a factor of (¢"~[#/(m+D1¢)1/2 present in the change of variables
from EEmH] €Zto xEmH] € R, for all 1 <4 < n(m+1). In order to obtain transition densities valid on the

g

scale of the z£m+1] variables, we must multiply the above formula by the product of all such factors; namely,
by
n(m+1)
+5(m+1) H (qn—w(m+1ﬂ)1/2 _ t%(m—&-l)q%(m—i-l)(g)_
i=1
We then read off the result
m m m m m—+1 m+1 m
(634) Pt11(0 U )\[ ] — )\[ +1]) — HPGUE (mEijl)m+17 e (pgm] — infl)](erl)Jrl’ . 7£L'£(m+]1)> dx[ +1]
i=1
clm+1] n. Alm+1]
n ml. Im inv (el iny(elm 1]y (nman+1y_(nm+1y (1 —q)"™ N ((m +1)"Q )
ch[nz]<c[nz+l](_1) ‘T (C[ ];C[ +1]) q (™) (e )q( 2 ) ( 2 ) ( 31)n+1

(¢:9)n gi! (mn; Q[m})

as t — 0o. The convergence in (6.34) is uniform provided that the z[™ and 2™+ parameters are chosen
to vary over compact subsets of R. This completes the first part of the proof of Theorem 6.4; it remains to
show that the factors present in the second line of (6.34) constitute a valid probability distribution on colour
sequences.

7. DISTRIBUTION ON COLOUR SEQUENCES

In the previous section we showed (see (6.34) above) that the Plancherel-specialized LLT Markov kernel
(6.1) splits, under the t — oo asymptotic regime studied, into a product of n independent GUE corners
processes multiplied by a further factor valued on colour sequences. Our aim in this section is to show
that this extra factor constitutes a discrete probability measure on colour sequences; in showing this, we
demonstrate that the right hand side of (6.34) integrates to unity, validating the fact that the set of coloured
compositions to which we have restricted our attention captures the full asymptotic behaviour as t — oc.
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All calculations in this section pertain to the vertex model (2.3). For convenience, we directly replicate
these weights here:

A A A7
0 0 i i 0 i
A A A
1— qA[l,n] sz (_1)141'(3 _ inz)qA(i.n]s (qA'i _ l)qA(i,n] sz
1—sz 1— sz 1— sz
(7.1) - .
Af Al Af;
i 0 i J J 2
A A A
1— SQqA[1,n] (qu — 1)qA(j,nlsz (in — l)qAU'm] 52
1—sz 1— sz 1— sz

where it is assumed that 1 < i < j < n. We also recall the partition function (3.13) in this model:

€0 €0 €0

n 0 < Tm
n 0
(7.2) (=s)7 Ml g (m™ 1, ) = 0
0:
1 0
1 i 0 <21

A(0) A(1) A(2) "+

where A(k) is given by (3.3), and where gﬁ[m] (m™; 21, ...,2.m,) is obtained from (7.2) by replacing the ordered
colour sequence (1™,2™, ..., n™) at the left edge of the lattice by the arbitrary one clml,

Our primary task will be to better understand the ratio gCA[mH] / gcA[m] appearing in (6.34). To that end,
we begin by defining a family of partition functions that are related to the functions gCA[m] via an explicit
symietry.
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7.1. Partition function Z. Fix two integers n,m > 1 and a vector i'™ = (i1,...,in,) € [1,n]"™ such that
for all 1 < k < n we have [{a : i, = k}| = m. We define the following partition function in the model (7.1):

€p €
Tnm — 0 Tnm
(7.3) Z(xl,...,xnm;i[m]) =
T2 — 0 12
1 — 0 11
€l1,n] €[1,n]

where each vertex in the a-th row of the lattice is assigned rapidity parameter z = x,, for 1 < a < nm. We
may represent the partition function (7.3) algebraically, as follows:

.Im ®m m
Z (xh <oy Lpms il ]) = <e[1,n]| D, (‘Tl) - Di,a (:Enm) \€o>® >

where we recall the row operator definition D;(z) = Tg; (;m — 1) from Section 4.4. The partition functions
thus defined may be related to those of (3.15), via the following symmetry:

Proposition 7.1. Recall the definition (5.10) of the trivial element A € Syn. For all vectors i™ € [1,n]"™
we have that

(7.4 ga" s, s) = ()" 2 (a7 i) |
qg—q—1,s—>s—1

where the variables q, s are replaced by their reciprocals in the final partition function.

Proof. This is an immediate consequence of the symmetry (2.6) between the vertex weights used to define

(3.15) and (7.3). O
Corollary 7.2. The s =0 and
(7.5) (21, m) = ("YU U(g,...,Q)U(,...,1) = Q"
— —_—
m times m times m times

specializations of (7.4) are given by

(7.6) ga" (m @) = lim (—s) 7). 7 (@it |
S—00 q>_>q*1
7.2. Expansion formula.
Theorem 7.3. Fiz a vector il™ = (i1,... ipm) € [1,n]"™ such that |{a : i, = k}| = m for all 1 < k < n.

Then there exist explicit rational functions in q, denoted © (i[m];j[mﬂ]), such that the following expansion
formula holds:

1[771] n. Alm .Im .Im, J[m+1] n Rim
(7.7) ga" (mm @) = 37 e (it ) g (m 1) @),
jlm+1]
where the sum is over vectors jm+1 = (jl, . ,jn(m+1)) € [1,n]"™ D) such that |{a : j, = k}| = m+ 1 for

all1 <k < n.

The proof of this theorem is split over the subsequent three subsections. In view of the relation (7.6),
o ((m + 1) Q[m+1]) may be deduced from those
of Z (@[m];i[m]) = Z (i) and Z (Q'[mﬂ};j[mH]) = Z (jm+1); we adopt this approach in our proof of
(7.7).

-[m = i[m
all properties of the functions gi : (m"; Q[m]) and g
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7.3. Partition function Z. Our strategy for proving (7.7) is to define another type of partition function,
similar to (7.3), and calculate it in two different ways; the two different evaluations effectively yield the left

and right hand sides of (7.7). To that end, for all vectors il™ = (i1, ... inm) € [1,n]" we introduce
€o €o cen €g
(su;r) — €o €[1,n]
Tnm — 0 an

(7.8) Z (u; T, T i[m]) =

XTo —> 0 19

T = 0 i1

€n]  €n)  tt €n]

which is effectively obtained by appending an extra fused row and column to the original partition function
(7.3). We represent this partition function algebraically as

nd .m m+1
(7.9) Z (u;xl,...,xnm;z[ ]) = <e[1)n]|® *

Di, (1) .. Dy, (Trim) Dy (515 7) ) "

7.4. First evaluation of Z. Let us begin by analysing the dependence of the partition function (7.8) on
the parameter u. To do so, we need only study the vertices in the top row of (7.8). All of these vertices have
weight given by (4.4)—(4.5) in which C = V = ey; in that special case the weights simplify as follows:

L9(A, B;ey, D) = 1o p—p - ulPI71Bly =21 4I2DIw(r) (A B:eg, D),
with

(r%:9) D) (u; 9) 1B
(s%u;¢)1p| (7% 9)1B)

Wy’s)(A,B; ey, D) = ®(eg, D; s°r2u, s*u)®(eg, B;r?u~1,r?) =

From these expressions we see that ulBI=IPl. (s2u;q), - ﬂgzs)(A, B; ey, D) is a polynomial in u of degree

n —|D| + |B|. Tt follows that u™" - (s®u; q)™t! - Z (w21, ..., Tpm; ™) is a polynomial in u of degree nm;
this can be seen by telescoping the degrees of the individual vertices in the top row of the partition function.

It turns out to be possible to determine all of the zeros of this polynomial explicitly, using the commutation
relation (4.10) with J = [1,n] and i = i}, for each 1 < k < nm; indeed, using this relation in (7.9), we find
that

~ = qrE — Su
. —1 k

Z (U,l’l,axnm,l[m]) = T’2nm I | qn e 5

1 SU —T°Tk

‘®m+1 >®m+1

X <e[1,n] Dpy ) (5u;7) Dy (21) - .. D (T ) €0

which allows us to determine that
nm
(7.10) (s2u; q)mHL . Z (u;xl, e T i[m]) =a-u"- H(su — qxy)
k=1
where « is independent of u but may depend on all other parameters. To determine «, we seek an appropriate
choice for the parameter w in (7.10). Our choice is motivated by studying the vertex in the top-left corner
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of the partition function (7.8); this vertex is of the form
=)

(su; ) —eo a =LA eg e, A) = ulAlr—21AI2IAD (e, A; 212w, s%u)D(eg, eg; r2u"t, r?)

2.
—214] 2| Al (r*:4) 4|

_ Al
=Uu T .
(5%u;q)) |

From the explicit form of this vertex weight we find that

lim  (su;q)n - L") (A, e05€0, A) = Lazey, - a~ """ (125 q);
u—s—2g—ntl ’

it follows that if we set u = s~2¢~"*! in the left hand side of (7.10), this produces a freezing of the top row
and leftmost column in the partition function (7.8):

(7.11) lim  (sfu;q)" - Z (u; T1yee s Trm; i[m])
u—s—2q—nt1
€o €o cen €q
(su;r) — €o €[1,n]

_ : 2 . m+1

= uﬁsll'zrg—nﬂ (s“u; @) x
T2 = ia
T — 0 i1

L €l €tn] T €[n]

where coloured lines flowing through the leftmost column and top row represent the vector e . The
quantity (7.11) splits into several pieces; apart from the partition function Z(z, ..., Znm; il™) which emerges
in the bottom-right corner, there is a contribution from the vertex in the top-left corner, the remaining
vertices in the top row, and the remaining vertices in the leftmost column. This leads us to the expression

€0

: 2. +1 7 . . _ : 2.
lim  (s*wu;q) - Z (u,xl, . ,xnm,z[m]) = lim (8"u; @)n X (su;7) —>eo e1,n]
u—s—2q—nt1 u—»s—2g—ntl
€[1,n]
m
eq €[1,n]
nm
: 2. .
X th (s7u; @)n X (su;r) —en.n e[1,n] T — 0 ol| Z (1'17 cee axnmaz[m]) .
u—s—2q—ntl ’
k=1
eq €[1,n]
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Explicitly computing the weight of each bracketed expression above, we arrive at the following evaluation of
the left hand side of (7.10):

lim  (s*u;q)™*tt. Z<u;$1,-~ Ty " ])

u—s—2g—nt1

nm
—(n—=1)n_.—2n n(.,—2, —n m l—Sqnl‘k .Im
=q (n—=1)n;.—2 (T2;Q)n|:$2 (s 2(] +1§Q)n} kl_[ll_sxk'z(xlr--axnm;z[ ])-

Equating this with the corresponding limit of the right hand side of (7.10), we determine the constant « to
be

l)m

o = s (§)2n q) Hk 1(5 qn ! _q

r (1 — sz 4 (xl’ +r e Enmid [m]>

Substituting this into (7.10), we obtain our first evaluation of the partition function:

(7.12) Z(u;xl,...,xnm;i[m])
s\27 (12q)n T4 [ SU—qr\ 1o — g\ .
=u"s"™m (= ’ _— Z( yee s mm; [m]>.
ws (r) (s2u; q)n H 1 — sxp H 1 -5 q’“ Lo o Tnm b
k=1 k=1

Since our ultimate aim is to prove Theorem 7.3, we shall be most interested in setting u = s~ !, r = ¢—"/2

and choosing (z1,...,Znm) as in (7.5). Making these specializations in (7.12), we have

r=q-n/2 (S q)2m+1

~ o n —n. M (2. ,\m .
(713) VA (871; Q[m],l[m]> _ (_l)nmsn(m+1)qn2+(2)m (q ,Q)n(% Q) ( aq)n A (Q[m]7z[m]) )

7.5. Second evaluation of Z. For the second evaluation of Z (u;:rl, . ,xnm;i[m]), we take from the
outset u = s, 7 = ¢~"/? and specialize (x1,...,Zn,) as in (7.5). We then compute (7.9) via a sequence of
manipulations of the row operators; the relations that we need are (4.12) and (4.13). Commutation relation
(4.12) allows us to reverse the order of a pair of operators D;(z)D(z;q ?/?), where J has cardinality p;
(4.13) allows us to split off an unfused row operator from the row operator D;(z; ¢~ ?/?) of width p, reducing
it to a row operator of width p — 1, and ¢-shifting its spectral parameter x.

For any integer k € [1,n], let J(k) be a subset of [1,n] with |J(k)| = k; this means that, in particular,
J(n) =[1,n]. Using (4.12) repeatedly, we may start from a product of row operators of the form

Dipiyin (@ 7F) - Di (@)D (67 F507H%)

and drag the width k operator DJ(k)(q”’k;q’kﬂ) towards the left of the product. After that, we apply
(4.13) and reduce the leftward-emerging row operator to one of width k — 1 (at the expense of splitting off a
single unfused row operator, to its right); this changes its argument from ¢"~* to ¢"~**! and we denote the
resulting operator by DJ(k,l)(qn_k“; q~*=1/2). Repeating this process for all k € [1,7n], beginning with
k = n and reducing k£ by 1 at each step, it is straightforward to derive the following expansion:

m m ®m+1 n— n— m
X Z \II(Z[ ]J[ +l]) H[ J(Ic—l)(m+1)+1(q k)"'Djk<m+1)(q k) ‘60>® +

jlm+1] k=1

(T.14) 7 (s Qi)
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where the sum is taken over all vectors j"t1 = (J1s+ -5 Jnim+1)) € [1,n)™*! and with the coefficients
v (i[m]; j[m+1]) given by the following one-row partition function:

N (i[m];j[m+1]) -

j1 R jm+1 . . . j(nfl)(m+1)+1 . jn(m+1)

Z'l PN zm - PN Z’(nfl)erl .. an

where colours are conserved in the direction of arrow flow, and with a weight of ¢ assigned to each of the
events

)
which denotes a path of colour ¢ passing above a colour 4, with ¢ > 4. Recasting (7.14) in terms of the family
of partition functions (7.3), we recover the expansion

r=q-n/2 [(2 0 } Z Litm < jtm+) ('[m];j[m+1 ) (Q m+1], m+1]) )

jlm+1]

(7.15) Z(s_l;é[m];i[m])

7.6. Comparing evaluations of Z. Comparing equations (7.13) and (7.15), we have shown that

A (Q’[m]7 Z[m]) _ (_1)n(m+1)8—n(m+1)q—(g)(m-‘rl)

n\ "™ . 2m+1
. <((12_q)) <(S7q)n> Z liIM]<j[m+1]\I/ (i[m];j[m+1]) 7 (Q"[m+1];j[m+1]) .

5% Q)n (¢ Dn ot

Inverting ¢ in the previous equation and multiplying both sides by (—8)7”(?), we obtain

(o) Dz (@) | = gEom (W) <<q(s’1q)n)2m+1
("2

% Z L im] <jtmt1 (~[m];j[m+1]) —n(m51) Z(Q’m+1] m+1])
jlm+1] g—q! q—q—1
and we now take the limit s — oo using (7.6):
(7.16)
g (s G = U S < P (gt | A" (mr @)
(q_1 q_1)27n+1 ot J q—q—1
Finally, rearranging the factors in (7.16), one recovers
;Im] n. Am]) _ " (nrn+n+1)_(nw1+1) (1 — q)"m
ga" (m Q) = (—1yrg(TET )
° (g:q)" "
X Z 1;im ) <jlm+1] ( [m ] [m+1]> ‘ gi[m+1] ((m—|—1) Q’m+1)
— q—q~1
J
This completes the proof of Theorem 7.3, with the coefficients in (7.7) identified as
nm+4n nm 1—qg)"m
(717) ) (l[m] ][7n+1]) _ 11[m <5 m+1]( 1)nq( 2 +1)_( 2+1)(7(2]7)n+1\11 (i[m];j[m+1]>
(¢ @) arq!
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7.7. Completing the proof of Theorem 6.4. Rearrangement of (7.7), using (7.17), yields the fact that
(7.18)

[m1]

A" ((m 4 )@l
q—q1 gg’"] (mN; Q[m])

This is precisely the result that we need to complete the proof of Theorem 6.4; all that remains is to match
the summand of (7.18) with the second line of equation (6.34). We observe that all factors match perfectly,
modulo the following proposition that takes care of the factors that are not yet manifestly equal:

nm

nm+n nm 1-—
Z 17;["”]<j[7"+1](_1)nq( t’ +1)_( 2+1)(7§’2ﬂﬂ\1] (Z[m]7j[7"‘+1])
jlme+1] (4:q)n

=1.

Proposition 7.4. Fiz two colour sequences cI™ € [1,n]"™ and ™+t ¢ [1,n]"" D) which satisfy the
constraints |[{a : cml = kY = m and |{a : chm il = kY =m+41 forall 1 < k < n. Assuming also that
el < et the following relation holds:

(719) ] (C[m];c[m-i-l]) T (C[m]; C[m—i—l]) qinv(c[""])—inV(C[""+1]) —1

Proof. This statement is equivalent to [ABW21, Lemma 10.1.2], but rather than making a detailed match
with that result, we give a standalone proof. As in [ABW21], we shall proceed by induction on n.
The n = 1 case of (7.19) is trivial; in that case we must have ¢[™ = 1" and ¢[™*t1 = 1"+ which yields

@@wwmm>zy@wmmm):wwwwmwwwzl

We shall take as our inductive assumption that (7.19) is valid for n = p — 1, for given p > 2. Then for any
™ e [1,p— 1]®=D™ and ™+l € [1,p — 1]P=D+D) | we also have

(7.20) @ (c[m] U p™; clmtl Upm+1> T (C[m] Up™; clmtl UpmH) g (e up™) —inv (e U™ g

Indeed, one can verify that appending a bundle of (maximal) colours p to both c™ and ¢[™*t1 does not
affect either of the partition functions ¥ and Y, neither does it affect the value of the statistic inv. Equation
(7.20) then constitutes a solution of (7.19) at n = p; to prove that (7.19) holds generally at n = p, we seek
“local moves” that can be applied to ¢[™ U p™ and ¢!+ U p™+1! to bring them to generic colour sequences
in [1,p]P™ and [1,pP(™*D respectively. These local moves will have the property that they preserve the
interlacing property of the colour sequences, and applying them to a solution of (7.19) will yield a new
solution.
The first two local moves that one requires are jumps across bundles:

. a p N e N N p a
(7.21) =

(7.22) N

a p e cen p a

where arrows at the bottom of the diagram indicate colours in cl™l while those at the top indicate colours

in ¢[™+1 All marked colours a, b, ¢, p are assumed to be distinct (were they not distinct in the second case,
the interlacing property of colours would be violated in at least one of the pictures shown), with p being the
largest. All colours remain fixed under these moves, apart from a and p, which switch places. Let ¥ g and
T\ /r denote the contributions to the functions ¥ and T coming only from the indicated colours and marked
regions of the diagrams, on the left/right hand side of both (7.21) and (7.22).

In the case of (7.21), one finds that

U T =1, Ugr-Tr =g,
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but since inv(cl™*+1) also increases by 1 under the move (7.21), we find that (7.19) is preserved. In a similar
vein, in the case of (7.22) one obtains

_ Tysetlosatlesa — Tisatlesa ., lose
U - YT =q-qgr>t> >, Ur-Tr=¢q" Ze gl

and since inv(cl™) also increases by 1 under the move (7.22), we again find that (7.19) is preserved.
The remaining two local moves needed are jumps within bundles:

a p e e P a

(7.23)

(7.24)

a p e v p a

where all marked colours a, b, p are assumed to be distinct, with p being the largest. As previously, all colours
remain fixed under these moves apart from a and p, which exchange their places. We again let ¥ g and
T\ /r denote the contributions to the functions ¥ and T coming only from the indicated colours and marked
regions of the diagrams, on the left/right hand side of both (7.23) and (7.24).

In the case of (7.23), we get

U-Te=g'>-q,  Ur-Tr=g-¢ o,

with the discrepancy between left and right hand sides cured by the fact that inv(c["”‘l]) increases by 1
under the move in question; hence (7.23) preserves solutions of (7.19). Finally, in the case of (7.24) one finds
that

UYL =q- g, Vg Tr=qlo< - 1;

left and right hand sides match after accounting for the fact that inv(cl™) is increased by 1 under this move.
Therefore, (7.24) also preserves solutions of (7.19).

This suffices to prove (7.19) generally at n = p, since we have already exhibited one solution (7.20), and it
is clear that successive application of the four local moves generates all possible colour sequences. The proof
of (7.19) is completed, and with it, the proof of Theorem 6.4. Having shown that the right hand side of (6.8)
integrates to unity, the assumptions made in Section 6.2, namely (6.4) and (6.6), are seen to be valid. O

7.8. Probability distribution on interlacing triangular arrays. The results of this section allow us to
conclude that the quantity

(7.25) Peoy (C[m] %C[erl])

clm+1l n. Alm+1]
nm+n nm — nm g ((m+1) 7Q[ + )
= 1C[m]<c[m+1] (—1)nq( J; +1)_( 2+1)((1)g7)n+1\11 (0[771];C[m+1]) A
a;49)n

S et

defines a transition probability on colour sequences; this allows one to construct a discrete-time Markov
process living on interlacing triangular arrays, as we define below.

Definition 7.5 (Interlacing triangular array). Fix integersn > 1, N > 1. Forall1<i<n,1 <j<k <N

fix positive integers T’ j-(f,z € [1,n] subject to two constraints:
(a) For each k € [1, N], the collection {T]‘(,Zg}l<i<n,1<j<k is equal to {1*} U {2*} U --- U {n*}, with the
equality being at the level of sets; 4
(b) Let the horizontal coordinate of the integer T;l,z be defined as c(i,5,k) = iN +j — (N + k)/2. If
Tj(f) = Tj(,z,,z =a € [1,n], c(i,j, k) < c(i,j', k) for some 4, 7,7, and 1 < k < N, then we assume that there
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exists i/, 7" such that Tj(,i/,:,z_l =aand c(i,5,k) < c(i’, 7", k—1) < c(i, j', k); this is the interlacing property
of our array.

We refer to such a collection of positive integers as an interlacing triangular array of rank n and height
N. Let Ty (n) denote the set of all interlacing triangular arrays of rank n and height N.

Remark 7.6. Every interlacing triangular array in 7x(n) is in one-to-one correspondence with a string
<l < ..o < ¢V of interlacing colour sequences cl*! € [1,n]"*. The colour sequence ¥l is obtained
simply by reading off the k-th row of the interlacing triangular array.

Example 7.7 (n =2, N = 3). A permissible interlacing triangular array of rank 2 and height 3:

i=1 i=2
k=3 2 1 2 2 1
k=2 9. 1 2 1
. . 2 L
j=1 j=2 j=3 3’:1 j=2 71=3

Recall that the integers in the array are written collectively in the form T( ). In this picture, the index
1 < i < 2 increases from left to right and labels individual triangular arrays; the index 1 < k < 3 labels the
row in question, and the index 1 < j < k is used to label diagonals in each triangular array.
Reading the numbers in the k-th row we recover the elements of the set {1*} U {2¥}, which is constraint
(a); also, the interlacing constraint (b) holds separately both for the coordinates of the numbers 1 and 2.
In this example one has ¢ = (2,1), @ = (2,1,2,1), ¥ = (2,1,1,2,2,1).

) ) )

Example 7.8 (n = 3, N = 3). Under the translation red=1, green=2 and blue=3, Figure 1 corresponds
with the following interlacing triangular array:

i=1 =2 =3
3 A v, v, v, 3 3 v v,
—3 9 o 9 o 0 1 2 9 o,
prs i o ar i 3 z L
— %) 1 Q > 9 1
= 2z T o o Z 1
_ ) o 1
= 4 Q T
j=1 j=2 j=3 j=1 7j=2 j=3 j=1 j=2 j=3

In this example one has ¢! = (2,3,1), ¢ = (2,1,3,3,2,1), BBl = (2,1,2,3,3,1,3,2,1).

Corollary 7.9. Let T € T,(N) be an interlacing trzangular array generated by N successive applications of
the Markov kernel (7.25). Then the array Tj(l,z, 1<i<n,1<j<k<N, has joint distribution

(7.26) IP’C()l( T =c |, 1<i<n, 1<j<k<N)

N N
n ant1y (1 — q ’ﬂ( ) Nl n. A i— 4
= Lo (=) (" )((qq;NQQA (N ;Q[N]>H\IJ(C[ 1];0[])
’ =1

7.9. Explicit calculations. In this subsection we document some explicit calculations in the case n = 2,
based on direct application of the formula (7.25). All factors appearing in (7.25) are straightforwardly
computed, with the exception of the functions gCA[m] and gcA[mH]. To evaluate the latter, we make use of the
following factorization result, which follows from [ABW21, Proposition 11.6.1]:

q>q~1!

Proposition 7.10. Choosing cI™ to be the increasing colour sequence 1™ U ---Un™ € [1,n]™, one has the
following formula:

(7.27) glAmU”'U"m (m™ 1, Tm) = (5 ) 1—gq 1 nm H H (¢ 1a:m;€+j — Tomkti)-

k=0 1<i<j<m
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The initial condition (7.27), used in conjunction with the exchange relation (3.23), allows gCA[m] and gCA[m“]

to be efficiently implemented on a computer. We are then in a position to explicitly evaluate the transition
probabilities (7.25); see Figure 2.

7.10. A positivity conjecture. Studying the probabilities that appear in Figure 2, one notices that they
are always positive polynomials in ¢ over a common denominator that is easily predicted. Analysis of
examples for n > 3 reveals that this structure appears to hold generally. This leads us to formulate the
following positivity conjecture:

Conjecture 7.11. Fiz integers m,n > 1 and a colour sequence c™ € [1,n]"™. Let Peoi(c™) denote the
probability of arriving at the colour sequence c™ after m applications of the Markov kernel (7.25) to the
trivial sequence ¢ = (. Then one has that

2

Peot (C[m]> =P (c[m]) : (ﬁ 11:;>m where P (c[m]> € NJg].

=1

APPENDIX A. INTERLACING TRIANGLES AND GRAPH COLOURINGS

In this appendix we turn to the problem of enumerating the number of elements in the set Tx(n) from
Definition 7.5 (that is, computing the size of the support of Pc,). This turns out to be a triviality for n =1
and n = 2; for n = 3 and n = 4 we are able to conjecture a relation between the cardinality of Ty (n) and
certain graph colourings. An elegant bijective proof of the n = 3 conjecture was already given in [GG]. The
n = 4 case remains open.

For n = 1, an interlacing triangular array consists of a single triangle filled with the number 1; as there
is only one such arrangement, it follows that |7x(1)] =1 for all N > 1.

For n = 2, we have the following elementary result:
Proposition A.1. For all N > 1, [Tn(2)| = 2V.

Proof. The only triangular arrays in rank 2 which respect the interlacing constraint (b) are those in which
numbers remain constant along diagonals in the left triangle, and along anti-diagonals in the right; further,
once we choose the numbers assigned to diagonals in the left triangle, this completely determines the right
one, in view of constraint (a) (and the fact that numbers remain constant along its anti-diagonals). Hence
there are exactly 2V possibilities. (Il

For n = 3 and n = 4 we have no direct results around enumeration. We do, however, make two conjectures
relating the cardinality of the set Tx(n) to colourings of certain families of graphs.

Definition A.2. Given a graph G and an integer m > 1, an m-colouring of G is an assignment of a label
l € [1,m] to each vertex v € G such that [ # I’ if v and v’ are connected by an edge.

Conjecture A.3. Let Gﬁ denote the triangular graph

where the number of vertices along one side of the triangle is equal to N + 1. Let gﬁ(él) denote the number
of 4-colourings of Gﬁ.“ We conjecture that

4-1Tn(3) = o5(4), VYN>=1

24The sequence g§(4) appears as A153467 in the Online Encyclopaedia of Integer Sequences; https://oeis.org/A153467.
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FIGURE 2. The result of calculations in the case n = 2. Each node at level m corresponds to
a colour sequence c[™; the function written below it is the probability ]P’ml(c[m]) of arriving
at the colour sequence c[™ after m applications of the Markov kernel (7.25) to the trivial
sequence ¢l = (. Connected nodes indicate colour sequences that interlace; the resulting
graph is a complete binary tree, meaning that each colour sequence ¢l has unique ancestry
back to the root (). This uniqueness property ceases to hold for n > 3.
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Example A.4 (n =3, N =1). For n =3 and N = 1, triangular tuples just correspond with arrangements
of {1,2,3} along a line; hence |7;(3)] = |&3] = 6. On the other hand, the possible 4-colourings of the graph

GlA = i i (in which we fix the top vertex to have label 1, which means an undercounting by an overall

factor of 4) are
1 1 1 1 1 1
2 3 2 4 3 4 3 2 4 2 4 3
and indeed 4 - |7;(3)| = g (4).

Conjecture A.5. Let G;’; denote the graph

where two vertices share an edge if they are connected via a king move on the chessboard (that is, they a

connected via a unit horizontal, vertical, or diagonal step), and the number of vertices along one side of the

square is equal to N + 1. Let 97\;(5) denote the number of 5-colourings of G;’;.% We conjecture that

5-1Tn(4) = g5(5), VN>
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