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ABSTRACT
LuminAI is an interactive art installation that allows participants
to collaborate with an AI dance partner by improvising movements.
During the interaction, the participant dances with an AI dance
partner who learns from the participant’s movements in real-time
and remixes them into new, unexpected forms of motion. LuminAI
blurs the lines between the participant and AI agent, inviting the
participant to improvise and engage with AI in a dance of creativity.
Recently, we’ve redesigned LuminAI with the educational purpose
of enhancing the public’s AI literacy. We separated LuminAI into
three panels with AI-related educational goals for each panel and
redesigned the user interaction. In this paper, we present the re-
design of LuminAI and educational goals centering on enhancing
the public’s AI literacy.

CCS CONCEPTS
• Human-centered computing→ Interaction design; • Com-
puting methodologies → Artificial intelligence.
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1 INTRODUCTION
LuminAI (previously called Viewpoints AI [5]) is an interactive
installation in which participants can improvise movements with
an AI dance partner. Due to the rich interaction it supports, we have
explored multiple research directions with LuminAI [10], including
exploring how to design socially interactive creative systems involv-
ing multiple humans and AI agents [8], investigating proper ways
of turn-taking while improvising with LuminAI dance agent[25],
etc. We varied the design trajectory due to the varying research
questions we asked. This includes changing from five-module agent
design [21] to three panels design presented in this paper; varying
the number of participants in the interaction processes from multi-
ple participants [8] to single participant [25]; varying the scale of
the installation, etc. Besides co-improvisation interaction design,
we also have a corresponding data visualization panel named Moviz
for presenting its learned movements in different colored clusters
[7].

With AI becoming more prevalent in our lives, the need to en-
hance the public’s AI literacy becomes essential. Thus, we are ap-
plying Duri and Magerko’s work in defining AI literacy–in terms of
critical learning objectives and design principles – as a framework
for redesigning this embodied, creative AI experience for informal
learning environments [11]. The AI literacy metrics listed in this
paper have served as guidelines for many projects promoting AI
literacy [6, 22].

2 RELATEDWORK
2.1 Embodied interaction for promoting AI

literacy
Interacting with LuminAI greatly emphasizes embodied interac-
tion as it requires a full-body interaction. Embodied and tangible
interaction has proven to be efficient in STEM education, including
Computer Science [3], Mathematics [1], etc. Recent research further
demonstrated the advantage of utilizing embodied interaction for
promoting AI literacy [26]. Asmuseums are important public spaces
for informal learning and the site for deploying our installation,
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Panel Previous Learning Objectives Revised Learning Objectives

1. Representation 1. Understand that a body can be tracked
by a computer.

1. Understand movement data can
be represented by AI.
2. Understand movement data can
be categorized by AI.

2. Co-creation

1. Computers generate concepts based on
the data set it is given.
2. Understand AI can co-create with humans
in novel ways using movement.
3. Critically reflect what it means to co-create
with AI.

1. Understand AI can learn movement
from a person.
2. Understand AI can make a decision
based on learned data.

3. Grouping

1. Understand the importance of grouping data
and why it is useful in ML.
2. Computers reason about data sets through
clustering (to determine similarity).
3. Computers can learn data with or without
supervision & the benefit therein.

1. Understand AI can group similar
motion data.

Table 1: Learning objectives for LuminAI: each panel breakdown.

Hornecker’s book on HCI in the museum has informed our design
and evaluation [4]. Furthermore, seventeen design principles for
co-creating with AI in public spaces [9] have greatly informed our
design practice.

2.2 Projects for promoting AI literacy in
informal learning setting

Projects, activities, and exhibits with the goal of promoting AI lit-
eracy in the informal learning setting have increasingly emerged.
Project-wise, Creature Features is a project in which the user can
use the training dataset for a feature-based ML bird classification
algorithm [14]. Knowledge Net is a tangible interface of tiles and
arrows to collaboratively build semantic networks [14]. Doodlebot
is a mobile social robot that promotes grade school (K-12) students’
understanding of AI concepts [24]. Projects that require minimal
technical requirements like AI education unplugged [13] were de-
signed to suit various learning contexts. Activity-wise, Druga et al
designed 11 AI literacy activities [2] engaging parent-child partners.
Exhibit-wise, the Museum of Science, Boston presented a special
exhibit featuring AI [15]. Further, the Misalignment Museum in
San Francisco specifically features AI education and learners’ criti-
cal reflection upon AI [16]. These projects, activities and exhibits
directly informed our design and helped us navigate our learning
goal selection.

3 LUMINAI REDESIGN
In the redesign of LuminAI, we have divided the holistic interactive
experience into three-panel designs. The division helps us better
specify the learning objectives in detail, which directs the interac-
tion design that follows. It also helps us modularize the installation
of the project and evaluate learning outcomes after participants’
interaction. Among the three panels, Panel 2 serves as the place
where most dancing and improvising activities happen, and it is
physically located in the middle of the exhibit. Panels 1 and 3 help
explain the AI’s thinking and reasoning processes behind the scene.

3.1 Learning objectives, revised
While discussing the learning objectives together with our museum
partnerMuseum of Science and Industry (MSI), Chicago, we realized
our learning objectives were overladen with scientific language and
jargon, which museum designers suggested are not suitable for
middle school-aged learners or other learners who do not have
any AI-related background. To solve this, we revised our learning
objectives by reducing reading levels. For instance, to replace the
word "cluster" (which is a Machine Learning term for unsupervised
learning) in Panel 3’s learning goal, we used "group" instead. We
iterated through the learning objectives and decided on the revised
learning objectives as listed in table 1. After that, we started the
interaction design processes.

3.2 User population aim
The redesign is intended for middle school-aged children (9-14 years
old), informed by work indicating the difficulties that younger chil-
dren have in understanding AI due to their still-developing theory
of mind [23]. We choose the middle school age for AI introduction
as it is a critical period when students start to consider their future
paths [19]. With the broader goal of enhancing AI literacy across
the public, special attention is given to groups less represented
in AI and computer science–specifically aiming to include middle
schoolers with no computer science background, girls in this age
range, and students from Title 1 schools 1. Our project seeks to
broaden AI understanding among museum visitors, not requiring
or asking about their past AI interactions.

3.3 LuminAI panel redesign
3.3.1 Panel 1. The finalized learning objective of panel 1 is to un-
derstand how raw movement data can be represented by AI (See table

1Title I schools are schools that receive federal funding to help low-income students
achieve academically.
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Figure 1: LuminAI Panel 1 design(from left to right, top to bottom): Step 1-Interaction: Participants are greeted by a question
(Screen 1). A countdown with a dance prompt appears (Screen 2-4). Step 2-Classification (Screen 5): Feedback on system status
appears, informing participants their movement is being categorized. Step 3-Feedback: The classification results appear with
the first category of Space (Screen 6). The second category of spine (Screen 7). The third category of limb expression (Screen 8).
The final category of floor support (Screen 9). All the categories have a text-based output and visual feedback on the avatar.

1). The foundational underpinning resides in helping learners 2 un-
derstand how we can use computer vision to track their movements
and how we can use AI, specifically supervised machine learning,
to classify participants’ movements. The user experience of this
panel as shown in Fig. 1, begins with step 1- the interaction mode.
Learners are met with a question (Screen 1) to entice middle school-
ers - "How does AI categorize your movements? Step up to find
out." We specifically chose to use the terminology of "categorize"
rather than "classify" to eliminate the use of jargon for the com-
prehension level of middle schoolers. After the learner steps closer
to the screen, the next screen appears that details a short dance
prompt, e.g., "Move like the wind" (Screen 2-4). A series of back-end
prompts will give structured guidance on how to move rather than
relying on open-ended improvisation [21]. Learner will dance for
three seconds which subsequently will greet them with feedback of
system status indicating that their movements are being categorized
(Step 2, Screen 5). The system will categorize learners’ movements
according to the Body Action Taxonomy (BAT) that we designed
internally [21]. This taxonomy provides a structured vocabulary
designed to more objectively describe observable body actions by
using a standardized language. BAT has four overarching categories
used to describe movements: 1. Space - representing which vertical

2We used the term "learners" to encompass museum-goers, participants, and users.

level a movement lies; 2. Location of Spine - representing the posi-
tion and alignment of the spine; 3. Limb Expression - representing
the intentional movements created by upper and lower limbs; and
4. Floor Support - representing the primary segment responsible
for bearing weight. Generally, what body part is touching the floor.
Each category has different levels (description of these is outside
the scope of the paper). The learner will see their three-second
movement broken down into these four categories. The final step
is feedback. The next screens (6-9) will present the feedback as-
sociated with each category and code in the taxonomy. Feedback
will be represented both in texts and also visually embodied on
the human. By using multimodal feedback we can ensure greater
apprendability as well as accessibility [20]. Space will be visually
represented by a dotted box around three levels of the body. Spine
visual feedback will be focused on the spine itself, demonstrating
the curve. Limb expression is visually highlighted by the body parts
used. Finally, the last category of floor support will show a visual
highlight of the body parts touching the floor. The prototype can
be viewed here.

3.3.2 Panel 2. The latest version of LuminAI is an immersive holo-
graphic public art installation (inspired by the concept of a Pepper’s
ghost) that allows audience members and dancers to engage in this
co-creative AI dance experience [21]. However, an initial evaluation
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Figure 2: LuminAI Panel 2 design (from left to right, top to bottom): Step 1 - Detection: the user is prompted to step forward
into the interaction zone to be detected by the Kinect sensor (Screen 1-2). Step 2 - Onboarding: the user goes through two rounds
of a ’turn-taking’ dance experience to learn how to collaborate with LuminAI (Screen 3-5). Step 3 - Co-creation : the user is free
to collaboratively and concurrently freestyle and co-create with LuminAI through improvisational dance (Screen 6)

of the installation indicated a lack of affordance to cue public audi-
ence participation, and the audience typically incorrectly perceives
the AI agent’s capabilities [21].

Based on those empirical findings, the goal of the Panel 2 redesign
is to 1. solve existing usability pitfalls and 2. serve the learning
objectives outlined in Table 1 based on the co-creative AI for public
spaces design principles, outlined by Long et al. [9]— especially the
goals of apprehandability, learnability, creativity, and engagement.

In the latest version of the installation [21], the high-level two-
step user flow is: having the user enters a curtained-off makeshift
black box room, which serves as a stage/interaction zone, and im-
mediately upon entrance, the user begins interacting with LuminAI-
the AI agent, in concurrent collaborative freestyle dance. While
this design aimed to achieve an intuitive interaction to start the
experience, it inadvertently discouraged public participation. The
makeshift spotlighted black-box stage deterred novice users from
publicly engaging in dance-based, embodied interactions and sepa-
rated the interacting participant from the wider public audience,
causing a lack of social engagement around the experience [21].
Furthermore, upon beginning the collaborative dance interaction,
the user needed help understanding how the AI agent responded

to or reacted to them. Many users wrongly thought the agent was
responding with pre-authored movements. In fact, they were in-
teracting with an AI agent that actively improvises dance moves
onstage live [21].

The redesign of Panel 2 utilizes a ’turn-taking’ tutorial-like expe-
rience in the middle of the user flow before launching the user into
the co-creative AI dance collaboration experience. This serves as
an ’on-boarding’ phase. (see Fig. 2) Adding this step to the overall
experience helps intuitively onboard the participants into the expe-
rience of interacting with LuminAI. By first interactively educating
them on how LuminAI learns dance moves from them, responds to
them with new dance moves, and collaborates with them, we are
creating more intuitive interaction as suggested in Design Principle
11[9].

The new user flow includes: A panel screen installed in a pub-
lic setting has an ambient visual of LuminAI, the AI agent, idly
swaying and marking movements with a prompt "step forward" on
the opposite side to attract participants. Once a participant steps
into the dedicated interaction zone—a zone in an open space rather
than an enclosed room, monitored by a Kinect sensor—their ab-
stract skeletal representation appears on the opposite side of the

479



Fostering AI literacy with LuminAI C&C ’24, June 23–26, 2024, Chicago, IL, USA

Figure 3: LuminAI Panel 3 design (from left to right, top to bottom): Step 1-Introduction: the agent introduces three clusters by
highlighting each cluster and its name (Screen 1-3). Step 2-Categorization: the agent categorizes one movement and gives the
reason (Screen 4-5). Step 3-Decision: the agent decides where to store a movement (Screen 6).

AI agent, showing the position of their body in space. LuminAI
then introduces itself and prompts the user to help it learn how to
dance by teaching it a dance move: "Hi! I am LuminAI. Can you
help me learn how to dance? ... Teach me your best dance move!
Ready?" The system then presents the user with a timed five-second
experience encouraging them to demonstrate a dance move. Lu-
minAI is animated to make it seem like it is actively watching the
user dance during the timed experience. At the end of the 5-second
timer, LuminAI responds: "Let me see if I can do that", and then
executes the dance the participant just demonstrated by mimicking
their exact movements. The system then repeats this tutorial expe-
rience once more, with LuminAI prompting the participant to try
a more challenging, more elaborate dance movement: "Let us go
again! Give me some harder dance moves. Ready?" After another
timed round of teaching by the participant, LuminAI responds this
time by saying:" I will dance something different," and using its AI
capabilities to respond with dance movements that contrast with
what the participant just taught. After this second, slightly more
advanced tutorial, the participant is dropped into the original col-
laborative mode, which is now step 3 of the experience, where they
can co-creatively collaborate with the AI agent through constant
ongoing improvisational freestyle dance (see Fig. 2).

3.3.3 Panel 3. Panel 3 has a significant subsequent correlation with
Panel 2 (See Fig. 3). After the participant dances with the AI agent,
the AI agent will gain new movements, and the new movements
will appear in the Moviz movements visualization panel. In the
design, we stressed the movement categorization processes to
meet the learning goal: Understand that AI can group similar motion
data. We had an AI agent at the bottom left corner of the screen,
which explained the whole categorization process of new data
points (movement).

Previously, in Moviz [7], we used keyframes to cluster move-
ments in K categories. However, these clusters do not bear human-
understandable characteristics. Specifically, there is no clear se-
mantic meaning to each cluster. To solve this issue, we decided on
having three clusters labeled "upper body movement", "lower body
movement" and "whole body movement". The name of the cluster
is self-explanatory. For instance, in the "upper body movement"
cluster, the movement has the most noticeable movement in the
upper body. In this way, the agent can not only reason about their
selection but also explain that to the participants. To reduce the vi-
sual complexity, we only show the center cluster movement, while
the other movements in the cluster are shown in dots.
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As shown in screens 1-3, in a default state, the agent first explains,
"a movement can be categorized into three categories" and goes
through each cluster by their labels. When a movement is learned
in Panel 2, the agent says "Look! I’ve learned a new movement from
the dance; where should I store it in my brain?" The pondering
moment is followed by an "aha" moment when the agent explains
that due to the "max body movement" range it sees, it stores the
movement in the upper body cluster, and it learns a new movement.
Through active explanations, we aim to convey the learning goal
that Understand AI can group similar motion data.

4 EVALUATION PLANS AND FUTURE WORK
Researchers use personal meaning maps [18] and learning talk [17]
data collection with learners to evaluate the learning outcomes and
interaction design. However, given the fact that we want to assess a
learner’s knowledge gain for a specific learning objective, we choose
to adopt a questionnaire for evaluating the learner’s subjective
knowledge of AI before and after their interaction. Secondly, we
plan to adopt a questionnaire for evaluating content knowledge
acquisition (CKA) that mainly consists of open-ended questions, as
well as a Likert scale for evaluating their future learning interests
in AI. Lastly, we plan to adopt the APEX [12] framework for on-
site evaluation. The evaluation goal is to both inform our future
design iteration and also to evaluate the knowledge gained after
interacting with each panel.
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