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The Poisson-Boltzmann (PB) model governs the electrostatics of solvated biomolecules, i.e., potential, field, 
energy, and force. These quantities can provide useful information about protein properties, functions, and 
dynamics. By considering the advantages of current algorithms and computer hardware, we focus on the 
parallelization of the treecode-accelerated boundary integral (TABI) PB solver using the Message Passing 
Interface (MPI) on CPUs and the direct-sum boundary integral (DSBI) PB solver using KOKKOS on GPUs. We 
provide optimization guidance for users when the DSBI solver on GPU or the TABI solver with MPI on CPU should 
be used depending on the size of the problem. Specifically, when the number of unknowns is smaller than a 
predetermined threshold, the GPU-accelerated DSBI solver converges rapidly thus has the potential to perform PB 
model-based molecular dynamics or Monte Carlo simulation. As practical applications, our parallelized boundary 
integral PB solvers are used to solve electrostatics on selected proteins that play significant roles in the spread, 
treatment, and prevention of COVID-19 virus diseases. For each selected protein, the simulation produces the 
electrostatic solvation energy as a global measurement and electrostatic surface potential for local details.

1. Introduction

Since the invention of X-ray crystallography and nuclear magnetic 
resonance (NMR) spectroscopy, the structures of biomolecules such as 
proteins and nucleic acids has become largely available to computa-
tional bioscientists. For example, as of October 13, 2023, there are 
210,554 structures stored in the protein data bank (PDB) [1]. These 
available structures make the computational simulation of biomolecules 
possible, which tremendously promotes the advancement of structural 
biology research. At the molecular level, where length is normally 
measured in angstroms (Å), the structures, properties, functions, and 
dynamics of proteins are critically determined by the electrostatic in-
teractions between proteins, ligands, and their solvent environment. 
The fundamental physical theory characterizing these electrostatics in-
teractions is Gauss’s law, the differential form of which leads to the 
Poisson-Boltzmann (PB) model that incorporates quantities such as me-
dia permittivity, protein charge distribution, electrolytes distribution 
in solvent, temperature, etc. With the assistance of numerical algo-
rithms and computational tools, the PB model has broad applications 
in biomolecular simulations, including protein structure [12], protein-
protein interaction [14,26], chromatin packing [3], protein pKa values, 
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protein-membrane interactions, [7,48], binding energy [34,45], solva-
tion free energy [39,43], ion channel profiling [40], etc.

Solving the PB model accurately and efficiently is challenging due 
to a variety of factors, such as the large problem dimension, the com-
plex geometry of the protein, the jump of dielectric constants across 
media interface, and the singular charge representation. In the past 
15 years, we have been working on developing fast and accurate PB 
solvers as useful tools for theoretical and computational bio-scientists 
[11,17,19–22]. Among the many attempted approaches, our favorite 
choices are the boundary integral PB solvers [19,20], which potentially 
have the best combination of efficiency, accuracy, memory usage, and 
parallelization. This manuscript will focus on the parallelization devel-
opment of boundary integral PB solvers.

Boundary integral PB solvers are amenable to parallel computing 
because solving the boundary integral PB model is essentially similar 
to computing the pairwise interactions between the charges or induced 
charges located at the boundary elements, which is in fact an !-body 
problem. The parallelization of these pairwise interactions with "(!2)
computational cost is straight-forward. When fast algorithms, such as 
treecode [30] or fast multipole method (FMM) [23] are involved, ex-
tra work is needed to ensure the parallel efficiency [9,47]. This article 
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emphasizes the comparison for parallelization between treecode and 
direct-sum when different computing hardware are available. With MPI 
implementation using multicore CPUs, for moderate numbers of parti-
cles we can build the tree on every CPU/task thus all particle-tree inter-
actions can be concurrently done with high parallel efficiency [9,20]. 
When the number of particles are huge thus replicating the tree on 
each task is not possible, domain decomposition approach can be used 
instead [9,37].

In recent years, Graphic Processing Units (GPUs) have revolution-
ized computation-intensive tasks, including high performance comput-
ing, call center, autopilot, artificial intelligence, etc. One GPU card 
can consist of hundreds to thousands of cores and can rapidly im-
plement large quantities of tasks, particularly single instruction multiple 
data (SIMD) tasks that benefit from large-scale concurrency. The !-body 
problem in which all particles concurrently interact with all other par-
ticles is thus very suitable for GPU computation. Calculation of !-body 
interactions using direct-sum on GPUs can be traced back to the first 
decade of the 21st century [16,35]. Later, when fast algorithms, such as 
treecode, were designed for the !-body problem, their GPU implemen-
tation is also possible [4,6,24]. However, these complex algorithms are 
challenging to implement on GPUs, thereby reducing the achievable 
level of parallel speedup. For example, as shown in [5], when more 
than 100k particles are involved in an !-body interaction, an NVIDIA 
GeForce 8800GTX GPU outperforms an Intel Xeon CPU running at 3.4 
GHz by a factor of about 100 using direct summation as opposed to a 
factor of about 10 using Barnes-Hut treecode [2].

Our argument is that when a fast algorithm is available to replace 
the direct method e.g. treecode vs. direct summation, there is a break-
even number !# such that the fast algorithm should only be applied 
when the problem size exceeds this threshold. For example, for an !-
body problem, consider the $1! log! treecode algorithm against the $2!2
direct sum, where $1 and $2 are some constants calculated from the al-
gorithms, the break-even number !# is the ! that satisfies the equation 
$1! log! = $2!2. Due to the algorithmic simplicity of direct summation, 
the break-even number !# becomes considerately larger on GPUs in 
comparison to CPUs. Thus when the efficiency of the implementation is 
of critical importance, such as when these are used repeatedly within 
molecular dynamics or Monte Carlo simulations, we should use direct 
summation on GPU when the problem size is smaller than !#. As we will 
show in the section of numerical results, !# for the current GPU/CPU 
hardware conditions used for this project is about 250,000. In practice, 
molecular surface with 250,000 triangular elements can readily rep-
resent a large group of proteins with less than 2000-3000 atoms. For 
larger problems, we can use the MPI-based parallel treecode [9] or use 
the domain decomposition approach [37]. In short, every method has 
its own advantageous size of problems. We also note that the previous 
studies that have utilized a mix of hardware and methods, including the 
elegant work using MPI and GPUs [42]. We additionally point out the 
study by Wilson et al. [46] wherein an Orthogonal Recursive Bisection 
(ORB) tree based domain decomposition [37] is applied to allow each 
MPI task to only contain a local essential tree. The majority of the com-
putation is then transferred to the GPU available on the node. This work 
is efficient for large problems but requires additional hardware support 
such that each node should have compatible multiple CPUs and a GPU 
card.

In this work we focus on two approaches for the parallelization of 
boundary integral PB solvers. One is the parallelization of the treecode-
accelerated boundary integral (TABI) solver using MPI which builds 
an identical tree on each task/CPU. Its parallelization occurs at four 
stages of the TABI solver: source term computation, treecode for matrix-
vector product, preconditioning, and energy computation. Among these 
stages, we apply the schemes developed for !-body parallelization [9]
to a more complicated boundary integral PB problem, and develop 
MPI-based parallelization for the preconditioning scheme designed for 
boundary integral solvers [8]. Our second parallelization approach fo-
cuses on GPU-based parallelization of the direct-sum boundary integral 

(DSBI) solver, which concurrently computes the source term, matrix-
vector product, and energy computation. We note that we did not use 
the preconditioning scheme in this approach since its GPU implementa-
tion is complicated and inefficient. As we will explain in the section of 
theories and algorithms and show in the section of numerical results, for 
some proteins whose surface triangulations contain a few poor-quality 
triangles, without using the preconditioning schemes will take longer 
time for the GMRES [36] iterative solver to converge, which is a limi-
tation we are still working to improve.

The rest of the paper is organized as follows. In Section 2, we intro-
duce the theories and algorithms involving the PB model, the boundary 
integral method, the treecode algorithm, the GMRES preconditioning 
scheme, the GPU and MPI parallelization, and biological information 
on the COVID-19 related proteins. Following that, we provide numer-
ical results and related discussion in Section 3. This paper ends with 
short sections on software dissemination and concluding remarks.

2. Theories and algorithms

In this section, we will first briefly describe the PB model. Then 
we present a brief introduction to the treecode-accelerated boundary 
integral (TABI) PB solver. After that, we move to the parallelization 
schemes, which include a MPI based TABI solver and a GPU-accelerated 
direct-sum boundary integral (DSBI) Solver. This section ends with the 
introduction of the proteins that are involved in COVID-19 diseases, and 
are the target for our simulations.

2.1. The PB model

The PB model is illustrated in Fig. 1(a). Consider a domain Ω in ℝ3

divided by the molecule surface Γ into the molecule domain Ω− with di-
electric constant %− and the solvent domain Ω+ with dielectric constant 
%+, i.e., Ω = Ω−⋃Ω+. Note that the surface Γ here is a 2-d illustra-
tion of a 3-d molecular surface of the protein 6yi3 whose triangulated 
molecular surface is given in Fig. 1(b). This triangulated surface pro-
vides the discretized space for the boundary integral method that we 
adopt. Note that all the proteins used in this article are from the Protein 
Data Bank (PDB) [1]. We refer to the proteins using their 4-digit PDB 
ID numbers, and detailed information on each can be found on the PDB 
website. Protein 6yi3 is one of the COVID-19 proteins of interest in this 
study, which will be described in the following sections.

Charges in Ω− illustrated as circled “+” and “-” signs are partial 
charges assigned to the centers of atoms by using the force field, while 
charges in Ω+ illustrated as “+” and “-” signs are mobile ions described 
by the Boltzmann distribution. Assuming equal amounts of positively 
and negatively charged electrolytes, then according to Gauss’s law the 
charge distribution for ! ∈Ω+

−∇ ⋅ (%(!)∇&(!)) + (̄2(!) sinh (&(!)) = )(!), (1)
subject to interface continuity for the potential & and flux density %&",

[&]Γ = 0 and [%&*]Γ = 0. (2)
Here * = (!+, !,, !-) is the outward normal direction of the interface 
Γ, &* =

.&

.* is the directional derivative in *, and the notation [/ ]Γ =
/+ − /− is the difference of the function / cross the interface Γ.

In Eqs. (1) and (2), % is a piecewise function for the dielectric con-
stants in Ω− and Ω+. Here ( is the inverse Debye screening length, 
which measures ionic strength and its modified version (̄ is given as 
(̄2 = %+(2. The value of ( is nonzero in Ω+ only. In our numerical im-
plementation, the unit of length is Å and the potential & has units 0$∕Å. 
To compute the free energy in kcal/mol/0$ , after computing & it must 
be multiplied by a factor of 332.0716. For further details regarding the 
definitions of variables, coefficients, and units in the PB model we refer 
the reader to [18,25].
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Fig. 1. (a) The PB model with molecular domain Ω− and solvent domain Ω+ separated by the molecular surface Γ, (b) The triangulation surface of protein 6yi3, 
whose 2-d illustration is used in (a) as the molecular surface Γ.

The source term ) in Eq. (1) is the summation of the charge distri-
bution in Ω− using delta functions for 1$ partial charges located at !2, 
i.e., )(!) = 434

1$∑
2=1

526(!−!2), where 4 is a constant to balance the units. 
Due to the singular partial charges in the source )(!), the electrostatic 
potential &(!) goes to infinity as ! → !2.

From the description of the PB model above, it is clear that nu-
merical solutions to the PB model face many challenges, including the 
complex geometry as illustrated in Fig. 1(b), interface conditions as in 
Eq. (2), the singular charges in ), the infinite computational domain 
in ℝ3, etc. These numerical difficulties are challenging for grid-based 
methods, but can be conveniently addressed with the boundary integral 
method as described next.

2.2. Boundary integral PB solvers

In this subsection we describe the boundary integral method for 
computing the electrostatic surface potential and solvation free en-
ergy [17,20]. We present the boundary integral form of the PB implicit 
solvent model, the discretization of the boundary integral equations, the 
treecode algorithm for accelerating the matrix-vector product, and the 
preconditioning scheme to alleviate the rising condition number when 
the triangulation quality deteriorates due to complex geometry. Note 
these algorithms were described in previous work [8,20,30] and this 
paper emphasizes the parallelization of them using multicore CPUs and 
GPUs. Following the tradition of the boundary integral method, we use 
# and $ to represent the spatial position as opposed to the previously 
used !. We also denote Ω1 =Ω−, Ω2 =Ω+, %1 = %−, and %2 = %+.

2.2.1. Boundary integral form of PB model
This section summarizes the well-conditioned boundary integral 

form of the PB implicit solvent model we employ [20,28]. Apply-
ing Green’s second identity and properties of fundamental solutions to 
Eq. (1) yields the electrostatic potential in each domain,

&(#) =∫
Γ

[
70(#,$)

.&($)
.*

−
.70(#,$)

.*$
&($)

]
d8$

+
1$∑
9=1

5970(#,$9), # ∈Ω1, (3a)

&(#) =∫
Γ

[
−7( (#,$)

.&($)
.*

+
.7( (#,$)

.*$
&($)

]
d8$, # ∈Ω2, (3b)

where 70(#, $) and 7( (#, $) are the Coulomb and screened Coulomb 
potentials, respectively

70(#,$) =
1

43|# − $| and 7( (#,$) =
0−(|#−$|
43|# − $| . (4)

Then applying the interface conditions in Eq. (2) with the differenti-
ation of electrostatic potential in each domain yields a set of bound-
ary integral equations relating the surface potential &1 and its normal 
derivative .&1∕.* on Γ,

1
2 (1 + :)&1(#) = ∫

Γ

[
;1(#,$)

.&1($)
.*

+;2(#,$)&1($)
]
d8$

+81(#), # ∈ Γ, (5a)
1
2

(
1 + 1

:

) .&1(#)
.*

= ∫
Γ

[
;3(#,$)

.&1($)
.*

+;4(#,$)&1($)
]
d8$

+82(#), # ∈ Γ, (5b)
where : = :2∕:1. As given in Eqs. (6a)-(6b) and (10), the kernels ;1,2,3,4
and source terms 81,2 are linear combinations of 70, 79, and their first 
and second order normal derivatives [20,28],

;1(#,$) =70(#,$)−7( (#,$),

;2(#,$) =:
.7( (#,$)

.*$
−

.70(#,$)
.*$

, (6a)

;3(#,$) =
.70(#,$)

.*#
− 1

:
.7( (#,$)

.*#
,

;4(#,$) =
.27( (#,$)
.*#.*$

−
.270(#,$)
.*#.*$

, (6b)

where the normal derivative with respect to # is given by

.7(#,$)
.*#

= −*(#) ⋅∇#7(#,$) = −
3∑

<=1
*<(#).+<7(#,$), (7)

the normal derivative with respect to $ is given by

.7(#,$)
.*$

= *($) ⋅∇$7(#,$) =
3∑

!=1
*!($).,!7(#,$), (8)

the second normal derivative with respect to # and $ is given by

.7(#,$)
.*$.*#

= −
3∑

<=1

3∑
!=1

*<(#)*!($).+<.,!7(#,$), (9)

and the source terms 81,2 are

81(#) =
1
:1

1$∑
9=1

5970(#,$9) and 82(#) =
1
:1

1$∑
9=1

59
.70(#,$9)

.*#
. (10)
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Fig. 2. Details of treecode. (a) tree structure of particle clusters. (b) particle-cluster interaction between particle #2 and cluster $ = {#=}. #$ : cluster center; >: 
particle-cluster distance; and ?$ : cluster radius.

Once the potential and its normal derivative are solved from 
Eqs. (5a)-(5b), the potential at any point inside the molecule can be 
computed via Eq. (3a), or a numerically more accurate formulation 
may be used from [28]:

&1(#) = ∫
Γ

[
;1(#,$)

.&1($)
.*

+;2(#,$)&1($)
]
d8$ +81(#), # ∈Ω1.

(11)
With the potential and its normal derivative on Γ, the electrostatic free 
energy can be obtained by

@free = 1
2

1$∑
9=1

59&1($9)

= 1
2

1$∑
9=1

59
⎛
⎜
⎜⎝∫Γ

[
;1($9,$)

.&1($)
.*

+;2($9,$)&1($)
]
d8$ +81($9)

⎞
⎟
⎟⎠
.

(12)
The electrostatic solvation free energy can also be obtained by

@sol = 1
2

1$∑
9=1

59&reac($9)

= 1
2

1$∑
9=1

59 ∫
Γ

[
;1($9,$)

.&1($)
.*

+;2($9,$)&1($)
]
d8$, (13)

where &reac(#) = &(#) − 81(#) is the reaction field potential [20,28]. 
In our numerical results in Section 3, we focus on solution of the PB 
equation and calculation of the electrostatic solvation free energy.

2.2.2. Discretization of boundary integral equations
The integrals in Eqs. (5a)-(5b) can be discretized by centroid collo-

cation, which is popular due to its simplicity [20]. Alternatively, it can 
be discretized using more complicated approaches such as node collo-
cation [33,44], curved triangles [17], or Galerkin’s method [11], with 
each resulting in a trade-off between accuracy and efficiency. Here we 
employ the centroid collocation approach.

Letting #2, 2 = 1, … , 1 denote the triangle centroids of the 1 trian-
gular elements, the discretized Eqs. (5a)-(5b) have the following form 
for 2 = 1, … , 1 ,

1
2 (1 + :)&1(#2) =

1∑
==1
=≠2

[
;1(#2,#= )

.&1(#= )
.*

+;2(#2,#= )&1(#= )
]
ΔA=

+81(#2), (14a)
1
2

(
1 + 1

:

) .&1(#2)
.*

=
1∑
==1
=≠2

[
;3(#2,#= )

.&1(#= )
.*

+;4(#2,#= )&1(#= )
]
ΔA=

+82(#2), (14b)

where ΔA= is the area of the =th boundary element, and the term = = 2
is omitted from the summation to avoid the kernel singularity. Equa-
tions (14a)-(14b) represent a linear system B+ = #, where + contains the 
surface potentials &1(#2) and normal derivatives .&1(#2).* , weighted by the 
element area ΔA2, and % contains the source terms 81(#2) and 82(#2). We 
solve this system using the generalized minimal residual (GMRES) iter-
ative method, which requires a matrix-vector product in each step [36]. 
Since the matrix is dense, computing the product by direct summation 
requires "(!2) operations, which is prohibitively expensive when ! is 
large. These difficulties can be overcome by fast algorithms for !-body 
computations, such as treecode [20,46] and Fast Multipole Methods 
[11,32]. In the next section, we describe how the treecode algorithm is 
used to accelerate the matrix-vector product calculation.

2.2.3. Treecode
We summarize the treecode algorithm and refer to previous work 

for more details [2,15,30,31]. The matrix-vector product B+ for 
Eqs. (14a)-(14b) has the form of !-body potentials,

C2 =
1∑
==1
=≠2

5=7(#2,#= ), 2 = 1,… ,1 , (15)

where 7 is a kernel, #2, #= are centroids (also called particle locations in 
this context), and 5= is a charge associated with #= . To this end, the 5= in 
Eq. (15) is equivalent to the ΔA=&1(#= ) or ΔA=

.&1(#= )
.* in Eqs. (14a)-(14b)

and 7 is one of the kernels ;1−4. To evaluate the potentials C2 rapidly, 
the particles #2 are divided into a hierarchy of clusters having a tree 
structure in a 2-D illustration as in Fig. 2(a). The root cluster is a cube 
containing all the particles and subsequent levels are obtained by di-
viding a parent cluster into children [2]. The process continues until a 
cluster has fewer than 10 particles (10 is a user-specified parameter 
representing the maximum number of particles per leaf, e.g. 10 = 3 in 
Fig. 2(a)). Then C2 is evaluated as a sum of particle-particle interactions 
and particle-cluster interactions (depicted in Fig. 2(b)),

C2 ≈
∑
$∈12

∑
#=∈$

5=7(#2,#= ) +
∑
$∈D2

E∑
‖&‖=0

F&(#2,#$)<&
$ , (16)

where $ denotes a cluster, and 12, D2 denote the near-field and far-
field clusters of particle #2. The first term on the right is a direct sum 
for particles #= near #2, and the second term is a Eth order Cartesian 
Taylor approximation about the cluster center #$ for clusters that are 
well-separated from #2 [30]. Cartesian multi-index notation is used with 
& = (91, 92, 93), 92∈ℕ and ‖&‖ = 91 +92 +93. A particle #2 and a cluster 
$ are defined to be well-separated if the multipole acceptance criterion 
(MAC) is satisfied, ?$∕> ≤ G, where ?$ is the cluster radius, > = |#2−#$|
is the particle-cluster distance and G is a user-specified parameter [2].

The accuracy and efficiency of the treecode is controlled by the com-
bination of parameters including the order E, MAC parameter G, and 
maximum particles per leaf 10. Using the treecode, the operation count 
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Fig. 3. Pipeline for parallelized TABI solver. (For interpretation of the colors in 
the figure(s), the reader is referred to the web version of this article.)

for the matrix-vector product is "(1 log1), where 1 is the number of 
particles #2, and the factor log1 is the number of levels in the tree.

2.2.4. Preconditioning
In order to precondition Krylov subspace methods in solving B+ = #, 

we design a scheme using left-preconditioning. Given a preconditioning 
matrix H , we consider the modified linear system H−1B+ = H−1#. 
The solve then proceeds in two steps: (a) set $ =H−1#, and (b) solve 
(H−1B)+ = $ using GMRES. We therefore seek a preconditioner, H , 
such that two conditions are satisfied:

(1) H is similar to B such that H−1B has improved condition com-
pared to B and requires fewer GMRES iterations;

(2) H−1- = , can be efficiently computed, which is equivalent to solv-
ing , from H, = -.

Conditions (1) and (2) cannot be improved concurrently, thus a trade-
off must be made.

We design our preconditioner based on the observation that in the 
electrostatic interactions, which is also the interactions between bound-
ary elements in solving integral equations, the short range interactions 
are smaller in number of interactions, but more significant in strength 
than the long range interactions, which are large in number of interac-
tions and computationally more expensive. Due to their large number 
of interactions, the long interactions are calculated by multipole ex-
pansions. This offers the idea that for a preconditioner of B, we may 
construct H to contain only short range interactions and to ignore long 
range interactions. To this end, we select short range interactions be-
tween elements on the same leaf only. This choice of H has great 
advantages in efficiency and accuracy for solving H, = -. As seen with 
details in [8], by using a permutation operation, the H matrix is a block 
diagonal matrix with ! blocks such that H = diag{H1, H2, ⋯ , H!}
thus H, = - can be solved using direct method e.g., LU factorization 
by solving each individual H2,2 = -2 for 2 = 1, ⋯ , !. Here each H2 is 
a square nonsingular matrix, which represents the interaction between 
particles/elements on the 2th leaf of the tree. It is worthy to note that 
the efficiency is not affected even when H2 has a large condition num-
ber since a direct solver is used for solving H, = -. Meanwhile, the 
computational cost for solving H, = - is "(1!20) with !0 the treecode parameter, maximum number of particles per leaf, as detailed in [8].

2.3. MPI-based parallelization of the TABI solver

As illustrated by the red circled items in Fig. 3, our parallelization of 
the TABI solver focuses on the four stages of the pipeline: the "(11$)
source term, "(!21 log1) matrix-vector product using treecode, the 
"(!21!20) preconditioner, and the "(1$1) solvation energy. Here, 1
is the number of surface triangles, !0 is the maximum number of parti-
cles per leaf, 1$ is number of partial charges, and !2 is the number of 
GMRES iterations. Among these stages, the most time consuming and 
challenging component is the matrix-vector product using treecode. To 

Fig. 4. Methods for assigning target particles to tasks: sequential order (top) vs 
cyclic order (bottom).

this end, we investigate two possible strategies for computing !-body 
problems as in [10], which are also briefly described below. In this 
work, we migrate these strategies to solving the boundary integral PB 
model. The numerical results in Section 3 show high parallel efficiency 
from the optimized approach.

The initial and intuitive method to assign target particles to tasks is 
to use sequential ordering, in which the 1st task handles the first 1∕!E
particles in a consecutive segment, the 2nd task handles the next 1∕!E
particles, etc. The illustration of this job assignment is shown in the 
top of Fig. 4. However, when examining the resulting CPU time on each 
task, we noticed starkly different times on each task, indicating a severe 
load imbalance. This may be understood by the fact that for particles 
at different locations, the types of interactions with the other particles 
through the tree can vary. For example, a particle with only a few close 
neighbors uses more particle-cluster interactions than particle-particle 
interactions, thus requiring less CPU time than a particle with many 
close neighbors. We also notice that for particles that are nearby one an-
other, their interactions with other particles, either by particle-particle 
interaction or particle-cluster interaction, are quite similar, so some 
consecutive segments ended up computing many more particle-particle 
interactions than others that were instead dominated by particle-cluster 
interactions. Based on these observations, we designed a cyclic order-
ing scheme to improve load balancing, as illustrated on the bottom of 
Fig. 4. In this scheme, particles nearby one another are uniformly dis-
tributed to different tasks. For example, for a group of particles close to 
each other, the first particle is handled by the first task, the second par-
ticle is handled by the second task, etc. The cycle repeats starting from 
the (!E + 1)-th particle. The numerical results that follow demonstrate 
the significantly improved load balance from this simple scheme.

The pseudocode for our MPI-based parallel TABI solver using repli-
cated data algorithm is given in Table 1. The identical trees are built on 
each task as in line 6. The four-stage MPI-based parallelization of the 
source term, matrix-vector product with treecode, preconditioning, and 
solvation energy occur in lines 7, 10, 12, and 17, respectively, followed 
by MPI communications.

2.4. The GPU-accelerated DSBI solver

The pseudocode for the DSBI-PB solver using GPUs is given in Ta-
ble 2. In this pseudocode, we divide all the operations into those on 
host performed by the CPUs and those on device performed by the 
GPUs. The three compute-intensive stages are computation of the source 
term, matrix-vector product, and solvation energy; each are computed 
on GPUs as shown in lines 6, 11, and 20, followed by a copy of the 
data from device to host. The host CPU takes care of all complicated 
and non-concurrent work. We note that lines 13 and 14 are still un-
der investigation due to the considerations of parallel efficiency, and 
we disable these two lines in our current numerical implementation. 
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Table 1
Pseudocode for MPI-based parallel TABI solver using replicated data algorithm.

1 on main processor
2 read protein data
3 call MSMS to generate triangulation
4 copy protein data and triangulation to all other processors
5 on each processor
6 build local copy of tree
7 compute assigned segment of source terms by direct sum
8 copy result to all other processors
9 set initial guess for GMRES iteration
10 compute assigned segment of matrix-vector product B+ by treecode
11 copy result to all other processors
12 compute assigned segment of solving H+ = , for + by LU factorization.
13 copy result to all other processors
14 test for GMRES convergence
15 if no, go to step 10 for next iteration
16 if yes, go to step 15
17 compute assigned segment of electrostatic solvation free energy by direct sum
18 copy result to main processor
19 on main processor
20 add segments of electrostatic solvation free energy and output result

Table 2
Pseudocode for DSBI-PB solver using GPU.

1 On host (CPU)
2 read biomolecule data (charge and structure)
3 call MSMS to generate triangulation
4 copy biomolecule data and triangulation to device
5 On device (GPU)
6 each thread concurrently computes and stores source terms for assigned triangles
7 copy source terms on device to host
8 On host
9 set initial guess #0 for GMRES iteration and copy it to device
10 On device
11 each thread concurrently computes assigned segment of matrix-vector product $ ='#
12 copy the computed matrix-vector $ to host memory
13* each thread concurrently solves its assigned portion of (# = $
14* copy the solution # to host memory
15 On host
16 test for GMRES convergence
17 if no, generate new # and copy it to device, go to step 10 for the next iteration
18 if yes, generate and copy the final solution to device and go to step 19
19 On device
20 compute assigned segment of electrostatic solvation free energy
21 copy computed electrostatic solvation free energy contributions to host
22 On host
23 add segments of electrostatic solvation free energy and output result
* currently disabled

One challenge is that the variance in sizes of the block matrices H2 for 
2 = 1, … , ! that compose the preconditioner H lead to significant load 
imbalance on the GPU. The other is that the LU factorization used for 
solving the H2,2 = -2 is very inefficient on GPUs for our current im-
plementation. However, disabling the preconditioner within the GPU 
based parallelization could significantly increase computing time when 
B is ill-conditioned.

2.5. COVID-19 proteins

Coronaviruses are a persistent threat to global health. Viruses such 
as SARS in 2003, MERS in 2013, and the new SARS-CoV-2 in 2019 
emerge from animal populations and then infect humans. Coronaviruses 
contain a large genome which directs the synthesis of several dozen vi-
ral proteins. Structures of these proteins are used to better understand 
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Fig. 5. COVID-19 related proteins used in our numerical simulations. (a) 6wji: The C-terminal Dimerization Domain of Nucleocapsid Phosphoprotein from SARS-
CoV-2; (b) 7act: SARS-CoV-2 Nucleocapsid Phosphoprotein N-Terminal Domain in Complex with 10mer ssRNA; (c) 6yi3: The N-terminal RNA-Binding Domain of 
the SARS-CoV-2 Nucleocapsid Phosphoprotein; (d) 7cr5: Human Monoclonal Antibody with SARS-CoV-2 Nucleocapsid Protein NTD; (e)7n3c: Human Fab S24-202 
in the Complex with the N-Terminal Domain of Nucleocapsid Protein from SARS-CoV-2; (f) 7sts: Human Fab S24-1379 in the Complex with the N-terminal Domain 
of Nucleocapsid Protein from SARS-CoV-2.

the diseases, and to develop new drugs and vaccines to fight coron-
aviruses. In this work, we focus on proteins involved in the spreading 
and prevention of the COVID-19 virus. The virus genome in the form 
of an mRNA encodes proteins including replication/transcription com-
plexes that make more RNA, structural proteins that construct new 
virions, and proteases (e.g. 61u7) that cut polyproteins into all of these 
functional pieces. The virus docks to target cells by binding the spike 
protein (e.g. proteins 6crz, 6vxx, 6vsp, 6vsb) on the viral surface to its 
receptor, angiotensin-converting enzyme 2 (ACE2, e.g. protein 6m17) 
on the target cell membrane. In addition, to test the infection of COVID-
19 virus, we often identify its nucleocapsid proteins (e.g. proteins 7act, 
6yi3) by using antibodies (e.g. proteins 7cr5, 7n3c, 7sts) that particu-
larly bind to these nucleocapsids [1].

In this work, we select a few COVID-19 related proteins and use 
our parallel PB solvers to calculate their electrostatic properties such as 
global solvation energy or local surface potential. These protein elec-
trostatics can assist researchers in understanding a protein’s overall 
structure and function, their binding affinity to certain ligands, as well 
as their folding and enzyme catalysis characteristics.

In Fig. 5, we provide the cartoon structure of six COVID-19 related 
proteins. Protein 6wji [41] in (a) is a dimerization domain, which is 
used to bring two nucleocapsids together. The connection of nucleocap-
sid dimers into bigger groups makes the viral structure that encases the 
RNA in the limited area within virus particles. The SARS-CoV-2 nucleo-
capsid contains separate proteins which all perform different functions. 
A portion of the structure folds into an RNA-binding domain (protein 
7act) [13] as shown in (b), featuring a groove that securely holds a 
brief segment of the viral genomic RNA. In contrast, the protein alone 
without the RNA-bound structure (protein 6yi3) is shown in (c) [13]. In 
COVID-19 prevention, home test kits for detecting SARS-CoV-2 infec-
tion rely on antibody proteins that specifically recognize nucleocapsids 
within a complex set of biomolecules in nasal samples. The antibodies 

they recognize differ based on the test-kit brand, which recognize dif-
ferent portions of the nucleocapsid, and we list a few here with protein 
7cr5[29] in (d), protein 7n3c in (e), and protein 7sts in (f). For these 
listed proteins, the PB model is solved using our parallel boundary in-
tegral PB solvers and numerical results are presented in the following 
section.

3. Numerical results

Our numerical results are generated on supercomputers sponsored 
by Southern Methodist University’s Center for Research Computing 
(CRC). The MPI-based results are generated on M3 (https://www .smu .
edu /oit /services /m3) and GPU-based results are generated on Super-
POD (https://www .smu .edu /oit /services /superpod).

3.1. Parallel efficiency of MPI-based computing

We first check the parallel efficiency of our MPI-based algorithm 
with both sequential and cyclic schemes by computing the solvation en-
ergy on protein 7n3c at MSMS density of 12, which generates 529,911 
boundary elements. We use up to 256 MPI tasks and Table 3 shows 
the results. Column 1 shows the increasing numbers of MPI tasks. Col-
umn 2 reports the total CPU time when the direct sum (DS)BI scheme 
is used to compute the electrostatic solvation free energy. Due to its 
"(12) computational cost, the CPU time for the DSBI solver is overly 
long, even when 256 tasks are used. Columns 4 and 5 display the total 
CPU time and parallel efficiency for the TABI solver using the sequen-
tial and cyclic schemes, both of which are much faster compared to 
DSBI. Columns 8 and 9 focus more closely on the time required for a 
single matrix-vector product B+, IB+, which we take as the average of 
the iteration’s maximum CPU time among all tasks,

https://www.smu.edu/oit/services/m3
https://www.smu.edu/oit/services/m3
https://www.smu.edu/oit/services/superpod


Computer Physics Communications 299 (2024) 109125

8

X. Yang, E. Sliheet, R. Iriye et al.

Table 3
CPU time and parallel efficiency (P.E.) for parallelized direct sum, sequentially parallelized treecode (seq.) and 
cyclically parallelized treecode (cyc.) for computing electrostatic solvation energy (-6020.52 kcal/mol from 
TABI solver and -6013.68 kcal/mol from DSBI solver) for protein 7n3c with 529,955 boundary elements. The 
treecode parameters are G = 0.8, 10 = 100, and E = 3; The number of tasks !E ranges over 1, … , 256. The time 
for one B+ (IB+) is the average iteration’s maximum CPU time over all tasks.
!E DSBI Solver TABI solver

Total Time Total Time Time for one B+ (IB+,)

CPU (s) P.E. (%) CPU (s) P.E. (%) CPU (s) P.E. (%)

seq. cyc. seq. cyc. seq. cyc. seq. cyc.

1 106063.17 100.00 1874.88 1873.60 100.00 100.00 89.75 89.60 100.00 100.00
2 53132.86 99.81 971.25 967.12 96.52 96.87 45.49 45.22 98.63 99.07
4 26549.87 99.87 561.25 502.60 83.51 93.20 25.69 22.57 87.34 99.26
8 13291.47 99.75 321.42 285.25 72.91 82.10 13.94 12.02 80.46 93.22
16 6710.06 98.79 171.41 158.04 68.36 74.09 6.43 5.77 87.30 97.08
32 3928.71 84.37 128.13 114.73 45.73 51.03 3.99 3.26 70.22 85.84
64 2022.84 81.93 99.75 90.81 29.37 32.24 2.14 1.66 65.55 84.24
128 1042.49 79.48 79.82 76.83 18.35 19.05 1.08 0.85 64.65 82.77
256 554.50 74.72 71.70 71.16 10.21 10.28 0.56 0.45 62.27 78.61

Fig. 6. MPI-based parallelization with sequential and cyclic schemes: left: 128 tasks, right: 256 tasks. The CPU time reported is IB+, the averages GMRES iteration’s 
maximum CPU times among all tasks.

IB+ =
1
!2

!2∑
9=1

max
=

I=,9B+ (17)

where I=,9B+ is the CPU time to compute B+ from the =th task in the 9th 
GMRES iteration.

Parallel efficiencies are displayed in Columns 3, 6, 7, 10 and 11. The 
parallelization of the DSBI solver shows high efficiency as seen in col-
umn 3. This is due to the simplicity of the algorithm. Other than the 
four stages identified in Fig. 3, there is very little serial computation or 
communication required. However, the parallel efficiency of the TABI 
solver is not as good as the DSBI solver, as shown in Columns 6 and 
7. This is primarily due to the use of treecode, which has some serial 
time for building the tree and computing the moments. The serial time 
is relatively short when !E is small but becomes increasingly significant 
as !E grows and the time spent within parallelized stages decreases. If 
we focus specifically on the parallelization of the treecode in computing 
B+, Columns 10 and 11 show a high degree of parallel efficiency. We 
can also observe that the cyclic scheme significantly improves the paral-
lel efficiency in comparison with the sequential scheme. However, due 
to the very small fraction of runtime spent in computing matrix-vector 
products as !E increases, the overall parallel efficiencies from Columns 
6 and 7 do not show a significant difference between the sequential 

and cyclic schemes. To more carefully examine the performance differ-
ences between the sequential and cyclic schemes, in Fig. 6 we plot IB+
from Eq. (17) when 128 and 256 MPI tasks are used. It is evident that 
the cyclic scheme has reduced variance compared with the sequential 
scheme owing to its advantage in load balance.

3.2. MPI-based TABI solver vs GPU-accelerated DSBI solver

Next, we compute the solvation energy for the six COVID-19 pro-
teins introduced previously using MSMS with density equal to 12 to 
provide sufficient detail of the molecular surface. We use both the 
MPI-based TABI solver and the GPU-accelerated DSBI solver. For a rea-
sonable computing power comparison, we use 64 CPU cores for the 
MPI-related computing and 1 GPU card for the GPU-related comput-
ing. Table 4 shows the simulation results. Column 1 is the PDB ID for 
proteins in ascending sequence of their size followed by the number of 
atoms in column 2, number of boundary elements in column 3, and the 
areas of the solvent excluded surface in column 4. Columns 5 and 6 
are the number of GMRES iterations, from which we can see that the 
TABI solver has much improved condition number in comparison with 
the DSBI solver thanks to the TABI preconditioner from Section 2.2.4. 
The solvation energies are reported in columns 7 and 8, which are suffi-
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Table 4
Computing electrostatic solvation energies in (kcal/mol) for the involved proteins: ionic strength = 
0.15M; %1 = 1, %2 = 80; MSMS [38] density=12; 1$ is the number of atoms/charges, 1 is the number of 
boundary elements, !2 is the number of GMRES iterations, 8ses is the solvent excluded surface area in the 
units of Å2, and @sol is the electrostatic solvation energy; For the MPI-based TABI solver, the treecode 
parameters are G = 0.8, 10 = 100, and E = 3.
PDB 1$ 1 8SES !MPI2 !GPU2 @MPI

sol @GPU
sol IMPI (s) IGPU (s)

6yi3 2083 169,955 7516.44 10 10 -1941.81 -1945.18 14.76 8.96
7act 2352 188,027 8286.70 14 14 -1893.88 -1934.49 21.35 17.39
7cr5 8133 513,139 22524.23 16 100+ -5713.52 -5786.69 89.52 695.17
7n3c 8459 529,955 23244.85 19 17 -6020.52 -6013.68 99.13 132.20
6wji 10182 641,155 28116.88 13 14 -14009.55 -14016.02 112.82 152.71
7sts 15797 993,461 43457.63 26 100+ -11622.63 -11583.26 422.67 2544.70

Table 5
Computing electrostatic solvation energies in (kcal/mol) for the protein 6yi3 at different 
MSMS densities: ionic strength = 0.15M; %1 = 1, %2 = 80; J is the MSMS density, 1 is the 
number of boundary elements, !2 is the number of GMRES iterations, @sol is the electro-
static solvation energy. Results are generated using KOKKOS and MPI on ManeFrame III; 
MPI results are from using 64 tasks; GPU results are from using one A100 GPU; For the 
MPI-based TABI solver, the treecode parameters are G = 0.8, 10 = 100, and E = 3.
J 1 @MPI

sol @GPU
sol !CPU2 !GPU2 ICPU (s) IMPI (s) IGPU (s)

2 28,767 -2057.61 -2056.26 10 10 29.34 2.76 0.83
4 56,127 -1999.01 -1997.03 10 10 66.40 4.46 1.52
6 84,903 -1968.00 -1966.87 10 16 108.52 7.05 4.98
8 110,307 -1954.62 -1952.23 10 10 145.13 9.35 4.32
12 169,955 -1945.18 -1941.81 10 10 240.54 14.76 8.91
16 229,901 -1940.96 -1936.87 10 11 340.82 19.86 17.66
18 257,236 -1938.27 -1933.67 10 11 385.96 21.69 23.73
20 287,202 -1937.18 -1931.77 10 12 438.86 24.54 28.73
24 343,806 -1933.63 -1928.65 10 11 534.31 35.13 38.62
28 407,196 -1933.04 -1927.56 10 12 653.06 41.84 55.18
32.5 471,307 -1931.76 -1926.04 10 12 760.12 51.23 77.83
64 946,335 -1928.51 -1921.81 10 13 1701.06 145.65 311.07

ciently close. The differences are caused by the treecode approximation, 
the preconditioning scheme, and the error tolerance achieved when the 
iteration is stopped. Note for calculating protein electrostatic solvation 
energy, we don’t have an exact value to compare. If the DSBI solver 
converges before reaching the maximum number of allowed GMRES it-
erations, its result should be more accurate than that from TABI solver 
since treecode could add extra approximations. For example, the @GPU

solresults from proteins 6yi3, 7act, 7n3c, 6wji should be more accurate 
than the @MPI

sol results for these proteins. However, if the GMRES al-
lowed maximum number of iteration has been reached for examples 
for proteins 7cr5 and 7sts, on which the DSBI solver stopped when 
100 iterations are reached while the accuracy did not meet the 10−4
threshold, we can not say for sure whether @GPU

sol result or @MPI
sol result 

is more accurate. The computation times are shown in columns 9 and 
10, which demonstrates that the computing power between 64 CPUs 
and 1 GPU are comparable. However, the algorithms (with precondi-
tioning vs without preconditioning, direct sum vs treecode) can make 
a substantial difference for ill-conditioned or larger systems. For exam-
ple, for protein 7sts, with nearly one million boundary elements, the 
MPI-based TABI solver is significantly faster than the GPU-based DSBI 
because of the ill-conditioned system, the large size of the problem, and 
the use of treecode or not.

We then further investigate under what conditions we should choose 
between using the GPU-accelerated DSBI solver or MPI-based TABI 
solver. The following example, whose result is shown in Table 5, gives 
some important guidance. In this example, we compute the solvation 
energy for protein 6yi3 for increasing values of the MSMS density (J), 

giving rise to increased problem sizes, as shown in columns 1 and 2. 
Columns 3 and 4 show the similar solvation energy computed with these 
two approaches. Columns 5 and 6 report the number of GMRES itera-
tions. From these close results, we see that the discretized system for 
this protein is well conditioned thus the preconditioning scheme has 
limited effect. We solve the problem using 1 CPU core and report the 
time in column 7 for reference. Then we report the time for solving 
the problem using 64 MPI tasks and one A100 GPU card in columns 
8 and 9. The result indicates that for a protein whose discretized sys-
tem is well-conditioned, when the number of boundary elements is less 
than 250,000, we should use the GPU-accelerated DSBI solver, since the 
smaller the system the better the GPU-accelerated DSBI solver compares 
against the MPI-based TABI solver. Note: this “250,000” break-even 
value is suggested for the current hardware conditions (e.g. the 64 AMD 
EPYC 7763 CPU cores vs one A100 Nvidia GPU card) and algorithm con-
figuration (e.g. treecode parameters are G = 0.8, 10 = 100, and E = 3). 
Changes in computational hardware or treecode parameters will affect 
this precise break-even value, although the overall trend will remain 
unchanged. In addition, if the conditioning of B shows a pressing need 
for preconditioning, the threshold number will be smaller for the GPU-
accelerated DSBI solver. The rapid GPU performance at least gives us 
the hope to perform molecular dynamics or Monte Carlo simulation 
for small and middle-sized proteins using GPUs. For example, if 50,000 
boundary elements can reasonably describe the given protein, a single 
PB equation solution only takes about one second using one GPU card, 
in comparison with 4 seconds on a 64-core cluster.



Computer Physics Communications 299 (2024) 109125

10

X. Yang, E. Sliheet, R. Iriye et al.

Fig. 7. Color coded electrostatic surface potential in kcal/mol/0$ on the molecular surface of proteins 6yi3 (left), 7act (middle), and 7n3c (right); plot is drawn with 
VMD [27].

We note that the solution to the boundary integral PB equation gives 
both the electrostatic potential and its normal derivative on the molec-
ular surface. We can plot the potential on the surface elements. The 
color-coded potential can provide guidance on the docking site for the 
ligand, or offer other insights pertaining to protein-protein interactions. 
Some examples of this kind of visualization are shown in Fig. 7.

4. Software dissemination

The source code for all solvers and examples used in this project 
are available on GitHub. The MPI code can be found on https://
github .com /elyssasliheet /tabi _mpi _code maintained by SMU graduate 
student Elyssa Sliheet. The GPU code can be found on https://github .
com /yangxinsharon /bimpb -parallelization maintained by SMU gradu-
ate student Xin Yang.

5. Concluding remarks

In this project, we investigate the practical application of the PB 
model on selected proteins which play significant roles in the spread, 
treatment, and prevention of COVID-19 virus diseases. To this end, we 
solved the boundary integral form of the PB equation on the molec-
ular surfaces of these proteins. These calculations produce both the 
electrostatic solvation free energy as a global measurement and the elec-
trostatic surface potential for local details of the selected proteins. We 
investigated the parallel performance of two competing solvers for the 
boundary integral PB equations on these selected proteins. By consid-
ering the advantages of current algorithms and computer hardware, we 
focused on the parallelization of the TABI solver using MPI on CPUs 
and the DSBI solver using KOKKOS on GPUs. Our numerical simu-
lations show that the DSBI solver on one A-100 GPU is faster than 
the TABI solver with MPI on 64 CPUs when the number of elements 
is smaller than 250,000. When both GPU and MPI are available and 
the triangulation quality is good enough so that the TABI precondi-
tioner is not needed for GMRES convergence, we recommend that the 
GPU-accelerated DSBI PS solver be used when the number of bound-
ary elements is below 250,000. Otherwise, the MPI-based TABI should 
be used since the TABI and DSBI algorithms require "(1 log1) and 
"(12) operations, respectively. If the number of elements becomes so 
large such that the memory on a CPU task cannot hold an entire tree, 
we recommend consideration of a domain-decomposition MPI scheme 
[9,37,42,46]. We note that the memory usage for TABI scales linearly 
with problem size. When one million boundary elements are used, the 
memory usage is a little bit over 1 GB. Thus for popular tasks on clus-
ters with at least 64G memory per MPI rank, we can handle problems 
as large as approximately 64 million boundary elements, which is suffi-
cient for simulating middle-large proteins with up to tens of thousands 
atoms. For even larger biomolecules, e.g. the viral capsids of Zika or 

H1N1 virus with up to tens of millions atoms [44], domain decomposi-
tion approach can be considered [46].
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