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ABSTRACT

The ChatGPT4PCG competition calls for participants to submit

inputs to ChatGPT or prompts that guide its output toward in-

structions to generate levels as sequences of Tetris-like block drops.

Prompts submitted to the competition are queried by ChatGPT to

generate levels that resemble letters of the English alphabet. Lev-

els are evaluated based on their similarity to the target letter and

physical stability in the game engine. This provides a quantitative

evaluation setting for prompt-based procedural content generation

(PCG), an approach that has been gaining popularity in PCG, as in

other areas of generative AI. This paper focuses on replicating and

generalizing the competition results. The replication experiments

in the paper �rst aim to test whether the number of responses

gathered from ChatGPT is su�cient to account for the stochasticity.

We requery the original prompt submissions and rerun the origi-

nal scripts from the competition, on di�erent machines, about six

months after the competition. We �nd that results largely replicate,

except that two of the 15 submissions do much better in our repli-

cation, for reasons we can only partly determine. When it comes

to generalization, we notice that the top-performing prompt has

instructions for all 26 target levels hardcoded, which is at odds with

the PCGML goal of generating new, previously unseen content from

examples. We perform experiments in more restricted zero-shot

and few-shot prompting scenarios, and �nd that generalization

remains a challenge for current approaches.
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1 INTRODUCTION

Given the recent success of large language models (LLMs) for gener-

ating natural language text [10], vision-language models for gener-

ating images [11, 12] and 3D meshes, audio-text models for generat-

ing audio [5], even disciplines like evolutionary computation [6, 7]

and optimization more broadly [21] are reconceptualizing existing

paradigms to include pre-trained generative models. Central to the

recent popularity of generative AI are the a�ordances provided

by prompting, where prompts are strings of natural language text

input to a generative model. By simply explaining to the model

in plain language what it should create, users are able to control

the characteristics of the content that they generate. While some

approaches to prompt-based procedural content generation (PCG)

exist [15], the ChatGPT4PCG competition [17] held at the 2023 IEEE

Conference on Games is the �rst approach to in prompt-generated

PCG to foreground the a�ordances provided by prompting.

The ChatGPT4PCG competition [17] calls for participants to

submit prompts to ChatGPT-3.5 that then responds with instruc-

tions to generate levels for the Science Birds physics-based game

environment. These instructions are a series of commands to drop

blocks at speci�c locations in the game, and ChatGPT-3.5 responses

become XML levels through the architecture provided by the com-

petition [1]. The goal is for a single prompt to generate levels that

in aggregate resemble all 26 letters in the English alphabet. A single

prompt generates levels that look like di�erent letters through the

template imposed by the competition design. The object variable in

the prompt tells ChatGPT-3.5 which letter its instructions should

generate (i.e., the target letter). Prompts are evaluated based on the

performance of ten generated levels for each of the 26 letters in

the alphabet. Assuming that a prompt generates ten valid levels

per letter, it is evaluated on a total of 260 levels. The scores for the

prompts are based on their resemblance to the target English letters

and on their in-game physical stability. In a sense the competition
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levelscore(G) = stability(G) × similarity(G) (2)

A letter score is then the average level score of the levels gen-

erated for that target letter. Let � represent the target letter and =

levels (i.e., G1, G2, ..., G=) are generated, then the level score for � is:

le�erscore� (G1, G2, ...G=) =

∑
8==

8=1 levelscore(xi)

=
(3)

Then prompt scores are the average score per target letter:

promptscore =
le�erscore� + le�erscore� + . . . + le�erscore/

26
(4)

3 EXPERIMENTS

Two sets of experiments are conducted. The replication experiment

examines whether the changes that OpenAI makes to ChatGPT-3.5

during the span of six months can have a signi�cant impact on

prompt scores and whether any potential di�erences in scores can

be explained through the number of responses per target letter. For

the generalization experiment, original prompts are modi�ed to re-

move instructions for speci�c letters, depending on generalization

setting. For the Zero-Shot setting, all examples are removed from

the original prompts. The One-Shot setting tests one-shot general-

ization from a single example letter. Only prompts that contain this

letter are tested for one-shot generalization, and the example letter

is varied from ’A’ to ’Z.’ The N-Shot setting looks at the performance

of only two prompts, but tests whether generalization improves

with the number of shots provided. All of the modi�ed prompts

and the original prompts are available at gaimes-njit.github.io.

3.1 Replication Experiment

Replicating and reproducing research results is a cornerstone of

the scienti�c process [9], and our �rst step is to re-run the origi-

nal competition and analyze the replicability of the results. This

experiment �rst tests whether a sample size of = = 10 ChatGPT

responses per letter per prompt (i.e., 260 responses in total) is large

enough to assess the quality of the prompts. To test this parameter

setting, the replication experiment runs the competition pipeline

for = = 10 and for = = 100, scoring and ranking prompts based on

a total of 260 and 2600 responses from ChatGPT respectively. If the

ranks and scores do not change signi�cantly between = = 10 and

= = 100, we can conclude that = = 10 is su�cient.

In addition to the more narrow question of sample size, repli-

cating the competition results tests the entire pipeline: whether

ChatGPT produces the same responses now as it did a few months

ago, whether the scripts run the same in our computational en-

vironment as on the organizers’ machines, and so on. Section 4.1

presents the original results alongside our replicated results, and

analyzes each of these factors.

3.2 Generalization Experiment

The generalization experiment explores whether prompts can

generalize their level generation to create levels resembling un-

seen letters of the alphabet. The parameters varied are the example

letters provided in each prompt, and as a result, the amount of

generalization the LLM-based procedural content generator is ex-

pected to perform. These experiments are intended, in particular,

to tie the ChatGPT4PCG competition in more directly to discus-

sions around few-shot prompting in the LLM literature. To this

end, three settings for the generalization experiment are proposed:

Zero-Shot Generalization, One-Shot Generalization, and N-Shot

Generalization.

Zero-Shot Generalization tests generalization when prompts

explain how levels should be generated without referencing exam-

ple solutions. The original competition prompts are modi�ed to

exclude any example instructions for letters. The zero-shot gener-

alization test is a strong test of generalization, and it is a common

way to test generalization in the LLM evaluation literature. In the

ChatGPT4PCG case, zero-shot prompting means building a prompt

that can include any amount of general discussion, but excludes

explicit drop sequences for any letters.

One-Shot Generalization is a common way to prompt LLMs

that are expected to generalize from one example solution. It is a

strong test of generalization, but weaker than the zero-shot setting

which is expected to generalize to other cases without an example

solution. In this experiment, 26 modi�ed versions of all competition

entries are tested, one for each possible choice of one-shot letter. We

modi�ed the original prompts to remove any explicit solutions other

than the one letter being tested each time. While some submissions

have an example for each of the letters (namely The Organizer and

dereventsolve), the rest include partial examples, so in some cases

this results in the modi�ed prompts actually being zero-shot. In

those cases we excluded them from the results presentation.

N-Shot Generalization is based on the modi�ed versions of

‘The Organizer’ and ‘Prompt_Wranglers’. This experiment varies

the number of examples (“shots”) given, from zero (as in the zero-

shot prompting experiment) all the way up to 26 (as in the top

two entries in the original competition). The experiment intends to

investigate generalization along a continuum from zero example

solutions provided in the prompt to all 26 example letters. The

experiment starts by removing all shots from the prompts, and

slowly reintroducing examples for the letter ‘A,’ then ‘A’ and ‘B’,

iteratively adding letters until all 26 shots are provided in each

prompt.

4 RESULTS

The results from the replication experiment show that the competi-

tion parameter corresponding to the number of responses collected

from ChatGPT is su�cient to rank prompts reliably. The results

from the generalization experiment show that generalization is still

an open problem.

4.1 Replication Results

The left side of Table 2 shows the ranking of scoring of competition

entries run for= = 10 and= = 100 in the replication experiment. The

prompt names are listed in themiddle and on the right are how these

prompts rank and score in the competition. The replication results

show similar scores and identical rankings for = = 10 and = = 100,

indicating that = = 10 generates enough ChatGPT responses per

letter to account for the stochasticity of the domain.
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Table 2: Results from the Replication Experiment.

Replication Teams Competition

Rank n = 10 n = 100 Rank n=10

1 33.58 33.71 The Organizer 1 47.84

2 20.75 20.34 dereventsolve 2 31.15

3 14.34 14.06 Prompt_Wranglers 14 0.00

4 13.11 12.18 hachi 9 1.57

5 3.42 3.87 Soda 3 4.76

6 3.14 3.02 AdrienTeam 4 3.35

7 2.34 2.09 Harry Single Group 8 1.86

8 2.12 1.96 Back to the future 10 1.38

9 2.09 1.90 Salty�sh1884 5 2.12

10 1.88 1.62 zeilde 6 2.12

11 1.81 1.42 Team Staciiaz 7 1.96

12 1.21 0.88 JUSTIN 11 0.52

13 0.20 0.23 albatross 13 0.02

14 0.00 0.00 Hope 12 0.15

15 0.00 0.00 For500 15 0.00

Interestingly, there are signi�cant di�erences in ranking between

the replication results and the results of the competition. ‘Soda’ and

‘AdrienTeam’ rank third and fourth in the competition but drop

to ranks �ve and six in the replication results. On the other hand,

‘Prompt_Wranglers’ increases from rank 14 to rank 3, and ‘hachi’

increases from rank 9 to 4.

Digging into individual prompts’ replication performance, Fig-

ure 4 indicates that while ‘Prompt_Wranglers’ and ‘hachi’ score

signi�cantly better in the replication results than they did in the

competition, ‘The Organizer,’ ‘dereventsolve,’ ‘Soda,’ and ‘Adrien-

Team’ score more proportionately. Figure 5a shows the distribution

of scores for the replication results and the competition results

that includes the scores for ‘Prompt_Wranglers’ and ‘hachi’. These

replication results have higher interquartile ranges (IQRs) of 6.76

and 6.88 than that of the competition results with an IQR of 2.40.

Removing ‘Prompt_Wranglers’ and ‘hachi’ from the three distri-

butions in Figure 5b shows IQRs for the replication results (i.e.,

1.93 and 2.14 for = = 10 and = = 100) much closer to the IQR of

the competition, 2.83. These data suggest that the improvement

of ‘Prompt_Wranglers’ and ‘hachi’ is largely responsible for the

increased IQR in Figure 5a.

Given that = = 10 is a large enough sample size to account for

stochasticty in the domain, the results suggest that the di�erences

in ranking are caused by a di�erence in the responses generated by

ChatGPT. In fact by generating level XML �les from raw responses

rather (i.e., skipping the intermediate stage that extracts code from

the responses), ‘Prompt_Wranglers’ increases its score by 22.22

points. The code extraction step examines ChatGPT responses for

a set of triple backticks and exclusively extracts the code contained

between them. These triple backticks were absent in responses

from ChatGPT when collected for the competition, but present

in responses collected for the replication experiments. LLMs can

be sensitive to the exact wording in a prompt, and responses to a

prompt are likely to vary between LLMs and even between di�erent

versions of the same LLM [14].

The Organizer

dereventsolve

Prompt_Wranglers

hachi
Soda

AdrienTeam

0

20

40

60

80

100

120
Competition n=10

Replication n=100

Replication n=10

(a)

Figure 4: Scores by prompt. The scores for the competition

and replication results for each prompt are stacked on top

of each other.

Table 3: Results from Zero-Shot Generalization.

Zero-Shot Teams Orig. Replication

Rank Raw Score Rank Raw Score

1 0.074 Soda 5 0.088

2 0.056 Team Staciiaz 11 0.043

3 0.054 Prompt_Wranglers 3 0.289

4 0.048 Harry Single Group 7 0.050

5 0.047 Salty�sh1884 9 0.052

6 0.046 Back to the future 8 0.050

7 0.038 zeilde 10 0.038

8 0.035 AdrienTeam 6 0.075

9 0.028 hachi 4 0.260

10 0.025 Hope 14 0.000

11 0.021 JUSTIN 12 0.034

=12 0.000 For500 15 0.000

=12 0.000 albatross 13 0.059

=12 0.000 dereventsolve 2 0.395

=12 0.000 The Organizer 1 0.605

Overall the results suggest that a sample size of = = 10 responses

is su�cient to rank prompts reliably but caution that the results of

the competition and therefore quality of the prompts are largely

dependent on the speci�c LLM that is queried.

4.2 Generalization Results

Table 3 and Figures 6 and 7 show the results of the generalization

experiment. An important di�erence in scoring for the generaliza-

tion experiment results is that all reported scores are raw scores.

The competition’s scoring process includes two “dynamic” aspects

– weighting and normalization – that make scores incomparable
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6 CONCLUSION

This paper takes a deep-dive into the ChatGPT4PCG competition

and explores whether the competition is replicable and whether

prompts are generalizing or simply giving to ChatGPT-3.5 a memo-

rization cheat-sheet. For the replication experiment, the competi-

tion code is run locally and six months after the competition was

held. While many prompts earn similar scores, two of the 15 ranked

entrants do considerably better in the replication experiment than

in the original competition. One reason for the improved perfor-

mance is the number of valid levels that could be generated and

scored. The ‘Prompt_Wranglers’ prompt was missing important

template information in ChatGPT-3.5 responses that led to generat-

ing invalid levels and a score of 0.00. This score was part of what

motivated the replication study.

In the generalization experiment, the number of example solu-

tions provided in the prompts is varied by analogy to the concept

of few-shot prompting in the LLM literature. The best-performing

prompt in the original competition included 26 explicit solutions,

which reduces level generation to selecting one of 26 prompt-

provided answers rather than generalizing to new, unseen problems.

When restricted to the few-shot setting, the prompts score lower

than they did in the competition.We conclude that generalization in

prompt-based PCG remains an open problem. One takeaway from

this study is that future prompt-based PCG experiments should be

designed to test generalization as a goal of the competition.

Finally, replicating results is problematic for a competition that

queries a public, closed-source LLMs such as ChatGPT: Many things

can change, and it is di�cult to isolate variables. Our replication

experiments, despite reusing the competition scripts, found much

better performance with two of the �fteen non-disquali�ed prompts

that were submitted to the �rst ChatGPT4PCG competition, when

compared to the o�cial results. Since one of these prompts was our

submission, we were able to analyze it in more detail and attempt

to understand reasons for the discrepancy. But we were unable

to similarly conclude with any con�dence why the other prompt,

‘hachi’, scored much better in our replication than in the original

competition. Our suggestion is that that researchers using LLMs,

especially closed API-based LLMs, for prompt-based PCG research

may wish to save and document (at least in online supplemental

material) more details of the experiments than has been typical,

perhaps even erring on the side of pedantically hoarding all inputs

and outputs whatsoever. For example, if in addition to the prompts,

we had all ChatGPT responses as run at the time of the competition,

we would have been more easily able to compare original responses

to responses in our attempted replication.
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