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ABSTRACT. The Bergman kernels of monomial polyhedra are explicitly computed. Mono-
mial polyhedra are a class of bounded pseudoconvex Reinhardt domains defined as sub-
level sets of Laurent monomials. Their kernels are rational functions and are obtained
by an application of Bell’s transformation formula.

1. INTRODUCTION

We will say that a bounded domain (open, connected subset) Zp < C",n > 2 is a
monomial polyhedron if there is an n x n matrix of integers B such that

U = {(zl,...,zn) eC": foreach 1 <j<n, |zl|b{ ...]zn|bgl < 1}, (1.1)

where b{; € 7 denotes the entry at the j-th row and k-th column of B, where it is assumed

in (1.1) that the power |zk|b§€ is well-defined for each z € Zp and each 1 < j, k < mn, i.e., if
bi: < 0 for some j, k, then zp = 0 for each point z € 5. We summarize the situation by
saying that B is the defining matrix of the domain %3, or simply that %p is defined by B.
Monomial polyhedra are clearly Reinhardt, and looking at their log absolute image, we see
immediately that they are also pseudoconvex. If B = [ is the n x n identity matrix, then
7 is the unit polydisc, which may be regarded as a trivial example. A famous nontrivial
example of a monomial polyhedron is the classical Hartogs triangle:

{(z1,22) € C? : |21]| < | 22| < 1},

a venerable source of counterexamples in complex analysis, which is easily seen to be a

monomial polyhedron defined by the matrix (é 1

gle (e.g., lack of Stein neighborhood bases) generalize to nontrivial monomial polyhedra,
explaining the importance of these domains in complex analysis. Monomial polyhedra
and domains closely associated to them have been studied extensively in complex and
harmonic analysis (see [NP09, NP20, BCEM22]).

In the last decade, there has been activity surrounding domains generalizing the Hartogs
triangle, their Bergman kernels, and the Bergman projection on these domains. (For
general information on the Bergman kernel and projection, see, e.g. [Kral3, HKZ00)).
The current interest began with the discovery in [CZ16, EM17, EM16] of remarkable LP-
mapping properties of the Bergman projection on the Generalized Hartogs Triangle, the
domain Q, = {|z1|7 < |22] < 1}, > 0, which is a monomial polyhedron if v happens to

) . Pathologies of the Hartogs trian-
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be rational. Since a first step in investigating the Bergman projection is to understand
the Bergman kernel, a series of studies have been directed toward the goal of obtaining
the Bergman kernel of various generalizations of the Hartogs triangle. The kernel of the
classical Hartogs triangle has been known for a long time and occurs explicitly in [Bre55].
In [Edh16b, Edh16a], the kernel of the Generalized Hartogs Triangle €2, was obtained when
~v is either a positive integer or the reciprocal of a positive integer. In [Parl8|, the kernel
of the domain {|z|" < |22|™ < |23]"} < C? was obtained. In [CKMM20, Chel7, Zha21a]
other types of generalizations of the Hartogs triangle were studied and explicit kernels
were obtained. In each of these works, ad hoc methods based on Bell’s transformation
formula were used and led to rather complicated expressions for the kernel.

The original motivating problem of determining the values of p for which the Bergman
projection is bounded in LP-norm can be studied once the kernel is known (see [Chel7,
Zha2la, Zha21b, CEM19] etc., see also the survey [Zey20]). In [BCEM22], the problem
was studied in the context of the monomial polyhedra (1.1), using a representation of
these domains as quotients, thus avoiding the question of computing the Bergman kernel
(similar ideas are found in [CZ16, CKY20]). While the Bergman projection itself is not
bounded in LP on a monomial polyhedron if p does not lie in a certain bounded interval,
it was shown in [CE23] how to construct an alternative bounded projection operator from
LP(%p) to its holomorphic subspace.

In [BCEM22], it was shown using Galois theory that the Bergman kernels of the domains
% are rational functions of the coordinates (this is also related to the results of [Bel84]).
The question naturally arises of explicitly computing the Bergman kernel of %5 in terms of
the n x n integer matrix B. When n = 2, this question was answered in the recent preprint
[Alm23]. However, some of the ideas of [Alm23] are specific to the two-dimensional case
and do not generalize easily to higher dimensions. In this paper, we explicitly compute
the Bergman kernel of the domain (1.1) in terms of the matrix B for any n > 2, obtaining
formula (2.9) below. This formula is of interest from many points of view. First, it adds
infinite examples to the list of domains for which it is at all possible to write down a fully
explicit Bergman kernel, and it generalizes and simplifies the computations in the special
cases mentioned above (see below in Section 5 for some examples). The fact that the
kernel is rational is significant in view of the continuing interest in the algebraic nature of
the Bergman kernel (see [EXX21] for some recent results). Second, the explicit kernel is
essential to understanding the regularity of the Bergman projection in norms such as the
Sobolev norms (see [EM20], where the problem is studied on Generalized Hartogs Triangles
starting from the precise form of the kernel). Third, the computation uses combinatorial
and algebraic ideas which are of interest in themselves. We believe that these ideas may
be of relevance in the study of Bergman kernels of other domains obtained as quotients,
such as the domains in C? considered in [DM23], which arise as quotients under the action
of non-Abelian finite reflection groups.
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by an NSF grant. We thank Central Michigan University for providing space and other
resources for this work. We also thank Rasha Almughrabi for explaining the details of her
computation of the kernel of two-dimensional monomial polyhedra.
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2. A FORMULA FOR THE BERGMAN KERNEL OF %p

2.1. Some notation. We introduce, following [BCEM22], some extended “multi-index”
type notation to simplify the writing of our formulas.

(1) For positive integers m, n, we let Z"*™ denote the collection of m x n matrices with
integer entries. Similarly, C"™*" is the space of complex m x n matrices. For an n x n
square matrix A with n > 2, and for 1 < j,k < n, we denote:

[A]]. or a], := the entry of A at the intersection of the j-th row and the k-th column.
(2.1)
(2) For an n x n matrix A, and 1 < j < n, we denote by a’ the j-th row of A, so that a’
is a row vector of length n. Similarly, a; is the j-th column of A and is therefore a column
vector of height n. If A € Z"*" using the definition (2.1), we can write for 1 < j,k < n:

o =(al,...,al) e Z"™, and a = (ab,...,a})" e Z"L, (2.2)
(3) For a matrix M € C"*™ | denote by adj M € C™*™ the adjugate matriz of M. Recall
that, by definition, the entry at the j-th row and k-th column of adj M is given by

[adj M, = (—1)"* det (MK, j]), (2.3)

where Mk, j] denotes the (n—1) x (n—1) submatrix of M obtained by removing the k-th
row and j-th column of M. For M invertible, adj M = det M - M~! by Cramer’s rule.
(4) Notice that according to our convention, Z!*™ denotes the collection of integer row
vectors of length n and Z"*! denotes the collection of integer column vectors of height n.
The elements of the complex Euclidean space C™ are thought of as column vectors, i.e.,
we identify C" =~ C™*!. To simplify writing, we write column vectors as transposes of row

21
vectors, where transposition is denoted by a superscript 7" = (e, 2T
Zn
(5) We use the standard multi-index power notation: if z = (z1,...,2,)7 € C"*! is an
n x 1 column vector and a = (a, ..., ;) € C1*" is a 1 x n row vector, we denote
n
2% = H z]% =220, (2.4)
j=1

where each power zj% is assumed to be well-defined and where we use the convention
00 =1.

(6) We denote by N the collection of nonnegative integers. Given a matrix B € Z"*"
let By € N**™ and B_ € N™*™ be matrices given by

(b+); = max{b],0}, (b-)}, = max{~b],0}.

More succinctly, By = max{B,0} and B = max{—B,0}, where the maxima are taken
elementwise and 0 denotes the n x n zero matrix. As usual, we let (by)7, (b—)7 be the rows
of B;, B_, and a similar notation is used for the columns.

2.2. The function D. Let k,r be integers, with £ > 1. The function D, introduced in
[CKMM20] (and occurring implicitly in [Parl8, Zha2lal), is defined by the relation

(11_§k)2 = YD) (2.5)

reZ
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Since the left-hand side of the above equation is a polynomial, for a fixed £k > 1 the
quantity Dg(r) vanishes for all negative r and for all but finitely many positive values of
r. A computation shows that

1+7” OST’gk—l,
Di(r) = {2k — (1+7), k<r<2k-2, (2.6)
0, r<0orr>2k—2.

2.3. Two assumptions on B. It is clearly no loss of generality to assume that the integer
matrix B € Z"*" defining the bounded domain %p has the following two properties:

(1) The determinant of the defining matrix is positive, i.e.,
det B > 0. (2.7a)

Indeed, we must have det B = 0 since otherwise %g is not an open set. Further, if the
rows of the matrix B are permuted, the new matrix continues to define the same monomial
polyhedron, so we may assume (2.7a) without loss of generality.

(2) The n entries of each row of B are relatively prime. We write this as

ged(P) =1, 1<j<n. (2.7b)
Indeed, for 1 < j < n, if d is a positive integer dividing each entry of the j-th row b of
the matrix B, then dividing each entry b,]€ of this row & by d results in a matrix which
continues to define the same domain. Therefore, we may divide each row of the defining
matrix of a monomial polyhedron by the gcd of that row to obtain a new matrix that
defines the same monomial polyhedron and whose rows now satisfy (2.7b).

2.4. The main result. In the statement of this result, as well as in the sequel, we denote
by 1 the 1 x n row vector each of whose components is 1:

1=(1,...,1) ez (2.8)

Theorem. Assume that the matriz B satisfies (2.7b) and (2.7a). Denotingt = (t1,...,t,)"
with t; = pj - qj, the Bergman kernel of Up is
> Cp)t”

1 veN1xn
) . . , 2.9
w5 (D5 Q) 7" - (det B)n—1 ﬁ (t(bf)j — t(b+)j)2 -
j=1

where

n
Cp(v) = [ [Daets (v = 21B- + 1) [adj B]; = 1), veZ™", (2.10)
j=1
with [adj B]; € Z"*! being the j-th column of the adjugate matriz of B and D as defined
in (2.5). Further, we have Cg(v) = 0, except perhaps when v = (v1,...,vy,) satisfies

n
Sl <y <2 -1-g, 1<j<n, (2.11)
k=1

with §; being the ceiling

6= s S| o
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The kernel Ko, is a rational function of the variables t1,...,t,, and the representation
(2.9) is canonical in the sense that the numerator Y, yixn CB(V)t” and the denominator

H?Zl(t(b—)j — t(b+)j)2 are polynomials in C[t1,...,t,] without a common factor.

Remark: Geometrically, the boundary of a nontrivial monomial polyhedron has a non-
Lipschitz singularity at the origin, and the rest of the boundary is piecewise Levi-flat and
consists of smooth Levi-flat pieces that meet transversely. Since we know from [BCEM22]
that the kernel is rational, the known boundary behavior (see [Ful4d]) of the diagonal
kernel Ky, (z,2) ~ §(z)~2 near smooth Levi-flat boundary points, where ¢ is the distance
to the boundary, already predicts the form of the denominator. However, it does not seem
easy to deduce information about the behavior of the kernel as z — 0 without actually
computing it, and it is this behavior that is of greatest interest in applications to the
mapping properties of the Bergman projection.

3. PRELIMINARIES

3.1. Matrix powers of vectors. Let A € C"™ be an n x n matrix, and let z =
(21,...,2,)T € C"*! be an n x 1 column vector. We define a “matrix power” z4 e C"*!
by the formal expression:

A=, )T (3.1)
For each k, on a domain U, < C, if we choose for each 1 < j < n a local branch of
ZE — (zk)“i for each entry ai of the column aj of the matrix A, we obtain a locally

defined holomorphic mapping formally given by z — z4. This defines a holomorphic
mapping defined on U; x --- x U,, € C"*! and taking values in C" :

pa(z) = 24 (3.2)

If A € N**" is a matrix of nonnegative integers, then z# is uniquely defined for all

z e C! and ¢4 : C™! — C™*! is an entire holomorphic mapping. The following is
easily proved (see [BCEM22, Lemma 3.8] or [NP09, Lemma 4.1]) and can be thought to

be a generalization of the formula d—a?" = na" L
x

Proposition 3.3. Let ¢4 be locally defined on some open set of C"*1, as in (3.2). We
have det ¢/, (z) = det A - 2141,

3.2. Monomial maps. If it happens that A € Z"*", then ¢4 is a globally defined single-
valued map (except for a polar set), known as a monomial map.
To discuss the basic properties of monomial maps, we introduce some more notation.
(1) Let
C*=C\{0} andT={z€eC:|z|=1},
and note that these are groups under complex multiplication.
(2) We let exp : C**! — (C*)"*! be the componentwise exponential map

exp((t,- - 2)T) = (¢, o).

(3) Given matrices or vectors z,w of the same size, we denote by z®w the elementwise
(or Hadamard-Schur) product of z and w, which is therefore a matrix or vector of the
same size as z and w. For example, if z,w € C"*! are column vectors of height n, then
z®w e C™! is the column vector of height n whose j-th entry is 2jW;.
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We now summarize the properties of the monomial map ¢4 (for proof, see [BCEM22]).
Recall that a regular covering map m : £ — B is a covering map where the group I' of
deck transformations acts transitively on each fiber 77!(x), 2 € B. One can then identify
B to the topological quotient E/I", and identify 7 to the quotient map.

Proposition 3.4. Suppose that A € N**"™. Then the holomorphic mapping ¢4 : C* — C"
restricts to a reqular covering map from (C*)™ to (C*)™ where C* = C\{0}. The deck
transformation group I' of the reqular covering ¢4 is isomorphic to the group

D={yeT":44 =17} (3.5a)
= {exp (27rz'A*1V) v e ZM Y, (3.5b)
where the action of the group T' on C™*1 is given by
(v,2) = y®z, ~el,zeC™L (3.6)
The order of the group I is given by
IT'| = |det A]. (3.7)

3.3. Monomial polyhedra as quotient domains. The following representation of
monomial polyhedra as quotients was first proved in [BCEM22].

Proposition 3.8. Let B € Z"*™ be the defining matriz of the domain %p of (1.1).

(1) (IBCEM22, Proposition 3.2]) The matriz B is invertible, and each entry of B!
18 monnegative.
(2) (IBCEM22, Theorem 3.12]) Let

A=adjB =detB-B e N"™", (3.9)
Then there exists a product domain
Q=U x---x U, cC™, (3.10)

with each factor U; either a unit disc D = {|z| < 1} < C or a unit punctured disc
D* = {0 < |z| < 1} < C, such that the monomial map ¢4 : C* — C™ of (3.2)
restricts to a proper holomorphic map ¢4 : Q — Up. This map further restricts
to a regular covering map

¢A - 0N ((C*)nxl _ %B A ((C>I<)n><17

whose group of deck transformations is isomorphic to the group T < T™ ! defined
in (3.5a) and (3.5b), and the group T acts on Q via the action (3.6).

4. PROOF OF THE MAIN THEOREM AND FORMULA (2.9)

4.1. Application of Bell’s law. The following easy-to-verify formulas will be used with-
out comment: if z is an n x 1 column vector, « is a 1 x n row vector, and P and (Q are n xn
matrices, we have (27)® = 22 and (2F)? = 29F provided all quantities are well-defined.

We apply Bell’s transformation law for the Bergman kernel under a proper holomorphic
map (see [Bel82]) to the monomial map ¢4 given in part (2) of Proposition 3.8. Notice
also that

det A = det(det B- B™1) = (det B)"det(B~!) = (det B)" ! > 0. (4.1)

Since < C™*! is a product of n planar domains, each of which is either the unit disc
or the punctured unit disc, and the Bergman kernel of a domain remains unchanged on
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the removal of an analytic set, we see that Kq = Kpr. Therefore, we have by Bell’s
transformation law (with z € , ¢ € %p, each not in the branching loci):

det A

det ¢4 (2) - Koy, ($4(2),0) = D Kpn(z,®5(q)) - det ¥(q), (4.2)
7j=1

where {CD detA are the locally defined branches of the inverse to ¢4, of which there are
IT| = detA Let C = A=l e Q"™ For each 1 < j,k < n, fix a local branch of
q=(q1,---,qn) — (qk)c?c near each point of %p. This gives us a local branch of

PG (4.3)

near each point of /. Since we have a regular covering map with deck group I', all the
local branches of its inverse are given by

-1
o, (q) = ¢ ©y, vel. (4.4)
Now thanks to Proposition 3.3, we have det ¢/,(z) = det A - 214-1 and

det @’ (q) = det ATl AT T (4.5)

where ¢'47" is defined to be (inl)]l using the branch (4.3). Inserting these expressions,
(4.2) becomes

det A-2"71 - Ky (24, q) = Y Kpe(z g Oq) det AT gAT L (4.6)
~yell
Therefore,
A 1 q]lA 11 -t
Ko (27, 9) = et A2 21A1 DA Kpn(z,¢" ©9). (4.7)
~ell

We introduce a change of variables z = pA_l, where we use the same branch of the A~!-th

power as in (4.3). Then z4 = p. Further, recalling that t = (p1q1, ..., PnGn) = PO G, we
have
_ —1_ — -1 __
gla-1 B A1 i
L1A-1 pl - p(—1A~1) o )
Since %p is a Reinhardt domain, there is a function ks such that

K“Z/B(p7 q) = kQ(pl(JT, cee apn%) = kQ(qu)

We can also write

n

K]D)n Z’LU = ki(zn1wn, ...,k aw,) = ki1(z O W),
H — 7kl )= ki(z0)

1~ 1 ,
where kfl (T) = ﬁ . 1_‘[ m Since

A1 - —1 A1 - —1 .
20V Oy =p" 0¢t oy =t" 0F
= (7t ..t 0 =471,
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in terms of k1 and ks, we can rewrite formula (4.7) as

1A - -
Rat) = (o a2 2 k(T 07)
1A -1 X
~ 7(det A)? Z K H tcﬂf
det A ol 1 —7; tcj
_ 7’5_]1 LA™
-~ (det A)2 ’
where for a column vector E = (Ey, ..., E,)T of indeterminates we set
L) =Y ] %=

4.2. The group I';. Consider for 1 < j < n the set

FJ :{WjET:(’Ylv'-'avn)TGF}v

(4.8)

(4.11)

(4.12)

i.e., the projection of the group I' = T"™ onto the j-th factor of T™. Since such a projection
is a group homomorphism, I'; is a finite subgroup of T and therefore cyclic. We compute

its order:
Lemma 4.13. For each1 < j<n
II';| = det B.
Proof. Writing C = A~1 € Q"*" we can rewrite (3.5b) as
I — {(6271'2'011/’ ey T e an1} .
Therefore, denoting by [adj A/ the j-th row of the adjugate of A, that

r;= (2™ e Ty e 7M1}

27 ;
= {exp <de:ZA - [adj A]JV> eT:ve Z"Xl} by Cramer’s rule

2mi ;
=3 . 3 JY . .
{exp (detA ged([adj A)Y) k) eT:ke Z} .

det A
It follows that the group I'; is a cyclic group of order m. Since

adj A = adj(adj B) = det(adj B) - (adj B) ™! = (det B)* " }(det B- B~!)~!

= (det B)" 2. B,

we have

ged([adj A)Y) = ged((det B)" ™2 - 17) = (det B)" 2 ged(b’) = (det B)" 2

(4.14)

(4.15)
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where we use the condition (2.7b). Therefore,

| = det A _ (det B)™!
I ged([adj A)) — (det B)»—2

= det B.

g

4.3. Simplification of L. We now turn our attention to the function L of (4.10) and
(4.11). For each 1 < j < n, dividing and multiplying by (1 E;-ietB)Q, we write

_ — d
e e (- Bt B)?
T-TEP " 1= BP0 -7E7
1
- —( —aamy HE 5 . Daet B(rj) - (GE;)™ (4.16)
r;€L
1
- EdetB Z Daet 5(r;)7 TJHETJJF
( r;€L
where in (4.16) we use (2.5) with # = 7;E;, remembering that 295 = E{5 since
i =1, as 7, €l'; and the group 1'; has order det 5. erefore,
7)detB =1 7 €T, and th I'; has order det B. Theref
~yel' j= 1 _fY]
- Z H EdetB Z Daet 5(rj)7 r]+1ErJ+1
~yel' j= l T,€L
. i+1
 Yher 51 X ez Daee ()57 B
[, BPp
A(E)
= 4.17
where A and A are the polynomials in the indeterminates F1, ..., E, given by
n
_ (1 _ E;ietB)Q (4.18)
j=1
and
A(E) = Z H Z DdetB Tj TJ+1ETJ+1
yel' j=1r;eZ
n
- Z (Z HDdetB(ej - 1)7j6j) E’ (4.19)
gez1xn \~el j=1
D AgE, (4.20)

QeZ1lxn
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where in (4.19) we have gathered all coefficients associated to each monomial E? to put
A(E) in the standard form, and consequently,

Ag = Z'y HDdetB 6, —1). (4.21)

vyell j=1

To simplify (4.20), we notice that for o € ', we have (recall that ® stands for entrywise
multiplication of vectors)

La®E) = ZH ik ZH (4.22)

vel' j=1 1—OZJ’}/] pel’ j= 1
:L(E)7

where in the last expression in (4.22), we set = @ © v, i.e., §; = @;7;, and reindex the
sum over the group I'. Also,

n n n

A(a@E) _ H(l B (ajEj)detB)2 _ H(l o a}ietB . E]detB H EdetB _ A(E)

j=1 j=1 j=1
Since A(E) = L(E) - A(E) it follows that for each a € T,
Aa@OFE)=La®FE) - A(c®OFE) = A(E).
Using the representation (4.20) of A(E), this is equivalent to the fact that for each av € T,
Z AgaE? = 2 NE?, e, Z Ay - (ae — 1)E9 = 0.
geztxn fezixn fezixn

Therefore, for § € Z'*™, we can have Ay = 0 only if o/ = 1 for each a € T, i.e., using the
representation (3.5b) for the group T, for each v € Z"*!, we have

1= (exp(2mid~'v))’ = 27047

which is to say that

9A v eZ for each v e Z™*!, (4.23)
We claim that (4.23) holds if and only if
6 =mA for an me Z>*", (4.24)

Indeed, if 8 = mA for an integer row vector m, then for each integer column vector v:
A Y = (mA)A v = mrv e Z.

Conversely, suppose that for each v € Z"*!, we have 0A~'v € Z. For 1 < j < n, let e;
denote the j-th standard basis vector in Z"*1, i.e., ej is a column vector with n entries, of
which the j-th entry is 1 and the others are zeroes, and set m; = HA_lej, so that m; € Z
by hypothesis. But then m; is the j-th entry of the row vector A~ and therefore this
vector is in Z™™. Setting m = §A~!, we have § = mA, as needed.

Therefore, Ag = 0 for a § € Z™" if and only if (4.24) holds, and consequently, the
expression (4.20) simplifies to

DUOME = > AgaE™ = D Apa - (BH™ (4.25)

0=mA meZlxn meZlxn
mEZl xXn



BERGMAN KERNELS OF MONOMIAL POLYHEDRA 11

Using the representation (4.21) of Ay, we see that

n
Ama = > 7" | | Daet 5(ma; — 1) (4.26)
vyel’ j=1

= Z (WA)m H DdetB(maj — 1)

vyel’ j=1

_ Z(]]_T)m |

~el’ J

n
= |T| [ [ Daet 5(ma; — 1)
j=1

n

DdetB(maj —1) (4.27)
1

n
=det A- H DdetB(maj - 1), (4.28)
j=1
where in (4.26), we use the fact that the j-th entry of the row vector mA e ZY" is
ma; € Z, where a; denotes the j-th column of the matrix A = adj B. In (4.27) we use the
characterization (3.5a) of the group I', and finally, in (4.28) we use the fact that I" has
|det A| elements. Therefore, using (4.25), we have

tA 1 Z AmA tA 1) )m

meZlxn

=detA- Z 1_[ Dget p(maj; — 1)t™. (4.29)

meZlxn j=1

B n ] 9 n N '
We also have, using (4.18), A(t" 1) = 1_[ (1 — (¢ )detB) = H (1 — gdet B'cj) , where ¢/

j=1 J=1

denotes the j-th row of the matrix C' = A~ € Q"*". Notice that

1
C=A"=(adjB det B- B~ 1)~ = B
(adj B) = (et B BT = o,

. 1 : ,
sodet B¢ =detB - - = V. Therefore, we obtain
det B
n 2
NGB (1 —t“) . (4.30)

Jj=1
4.4. An intermediate expression for the kernel. Since by definition (4.17) we have
L= %, using the representations (4.29) and (4.30) in (4.10), we obtain

1 _1 A1
() = — LAy = — AR )
Trn(det A)2 Tr"(det A)2 A(tA )
_ tt det A - Zm621><" H?:l DdetB(maj — 1)tm
B W”(det A)2 H?:l (1 _ tbj)?
_ 1 Zmezlm H?:l DdetB(maj — 1)lfm_Jl
o ' n i\ 2 ’
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which taking into account (4.1), shows that
1 P(t)
" (det B)*t Q(t)

Ko (p,q) = — (4.31)

where, recalling that A = adj B,

Pit)y= > (HDdetB aij]j—1)>tm—1, (4.32)

meZlxn
and
n .
Qt)y=]Ja-#). (4.33)
j=1
Notice that @ is a Laurent polynomial in the n variables ¢1,...,t, with integer coefficients

and therefore () a rational function. Also, P is a Laurent series in these n variables. In
fact, a more careful book-keeping shows that P is also a Laurent polynomial with integer
coefficients. We will show that P/Q is in fact a rational function by representing it as the
ratio of two polynomials.

4.5. Reduction to ratio of polynomials. Recall that By = max{B,0}, and B_ =
max{—B, 0}, where maxima of matrices are taken entrywise, and consequently, B = B, —
B_. Notice that the quantity t215%- has two alternate representations:

{218 = 422505 Ht2 (4.34a)
S 21(b.);
_T12Me (4.34D)
=1

where in (4.34b), we have used that 1B_ = (1(b_)1,...,1(b_),). We multiply both the
numerator and the denominator of (4.31) by the monomial t>!%~. For the denominator,
using representation (4.34a), we obtain

n n

t2]lB_ . Q(t) _ t2]lB_ . H(l - th) H t2(b H th _ H J+b])

J=1 j=1 J=1 j=1
n .
H Yo 0e)y2, (4.35)

where in the last line we have used the fact that ' = (b, )7 — (b_)/. Now multiplying the
numerator of (4.31) by t?15- and using the representation (4.34b), we obtain:

t2B- . p(t) =t*1B- . Z (H Dyet 5 (m [adj B]; — 1) | "
=1

meZlxn

= Z ﬁt?ﬂ(b—)j . ﬁDdetB (m [adJ B]] — 1) . ﬁt;nj_l
Jj=1 =1

meZlxn j:l

= Y T]Daerss (madjB; — 1) ¢ 210t (4.36)

meZan j:l
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In the outer sum of (4.36), we reindex using a new summation index v = (v1,...,vy) €
7" by setting v; = m; + 21(b_); — 1 for 1 < j < n, or in vector notation,

v=m+21B_ —1.

Notice that the mapping from m to v is nothing but a translation in the integer lattice
71> 5o therefore v can be used as an index of summation instead of m in (4.36). Solving
for m we obtain

m=v—21B_+1, (4.37)

or, written in terms of the components, m; = v; —21(b_); +1, 1< j < n. Reindexing,
we obtain

(4.36) = ) ﬁDdetB ((v —21B_ + 1)[adj B]; — 1)t

yezlxn j=1
> Cew)t, (4.38)
veZlxn

with Cp as in (2.10). Therefore, using (4.38) and (4.35) in (4.31), we see that

1 tZEB_ . P(t)
K%B (P, Q) - . (det B)nfl ’ $21B_ . Q(t)
>, Cew)t”
1 veZIXN

77 (det B) 1 [0 (107 — ¢(b)7)2’

which is the claimed formula (2.9), except the sum in the numerator is over v € Z!*"
rather than the finite set given by (2.11).

4.6. Bounds on v;. To complete the proof, we need to show that if v does not satisfy
the conditions (2.11), then we have Cg(r) = 0. Notice that the quantity &; in (2.12) is an
integer greater than or equal to 1, since §; is the ceiling of a positive number. Therefore,
if (2.11) has been established, then from the left inequality we would know that v; > 0
for each j, and, consequently, the sum in the numerator will only have v € N'*" i.e., the
numerator is a polynomial.

From (2.6), we see that Dy(r) = 0 for those r which do not satisfy 0 < r < 2k — 2.
Therefore, Dget p ((v —21B_ + 1)[adj B]; — 1) = 0 except when we have

0<(v—21B_ +1)a; —1 < 2det B —2, (4.39)

using the notation A = adj B introduced above in (3.9), and a; being the j-th column of
A. From the definition (2.10) of the coefficients Cg(v), it follows that Cg(v) = 0 provided
v does not satisfy (4.39) for at least one j with 1 < j < n. To manipulate the system
of inequalities (4.39) in an efficient manner, we use the elementwise inequality notation
defined as follows: if P,Q € R™*" are real matrices or vectors of the same size, then

P=<qQ meanspi<qi, 1<j<mandl<k<n.

We will also write (Q > P to mean P < () if convenient. Using this notation, we can say
that the set of v for which Cz(v) = 0 is contained in the set of v € Z*" given by

0<(v—21B_+1)A—1 < (2det B — 2)1. (4.40)
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which can be rearranged to read

a<vA<p, (4.41)
where a, f € Z"™™ are given by
a=(21B. —1)A+1 (4.42a)
and
B =(2det B—1)1 + (21B_ — 1)A. (4.42b)
Notice that since B_ > 0 and By > 0 by definition, we have from (4.41):
aB, <vAB, < 8B, (4.43a)
and
—pB_- < —vAB_ < —aB_. (4.43D)
Adding (4.43a) and (4.43b) we obtain
aB; — fB_ <vA(By — B_) < By —aB_. (4.44)

To simplify (4.44), first note that since B = B, — B_, and A = adjB = det B- B~!, we
have for the middle term

vA(By —B_)=vAB=v-(detB-I)=detB - v.
Let us denote |B| = By + B_, so that the entry at the j-th row and k-th column of |B|
is ‘b}g‘ . For the leftmost term of (4.44), we have

aB, — BB_ = ((21B_ —1)A + 1) B, — ((2det B — 1)1 + (21B_ — 1)A) B_
— 21B_AB, — 1AB; + 1B, —2detB-1B_ + 1B — 21B_AB_ + 1AB_
—21B_A(B, — B_) — 1A(B; — B_) + 1(B; + B_) — 2det B- 1B_
=21B_AB—-1AB+1|B|—2detB-1B_
=2detB-1B_ —detB-1+1|B|—2detB-1B_
=1|B| —detB-1.

For the rightmost term in (4.44) we have

BBy —aB_ = ((2detB—-1)1+ (21B_ —1)A)By — ((21B- —-1)A+1)B_
—2det B-1B, — 1B, + 21B_AB, — 1AB, — 21B_AB_ + 1AB_ — 1B_
—2det B-1B, — 1(B, + B_) + 21B_A(B, — B_) — 1A(B, — B_)
—2detB-1B, — 1|B| + 21B_AB — 1AB
—2detB-1B; — 1|B|+2det B-1B_ — det B - 1
=2detB-1(By+B_)—1|B|—detB-1
= (2detB—1)-1|B| —detB- 1.

Putting together the three obtained expressions, (4.44) becomes
1|B|—detB-1<detB-v<(2detB—1)-1|B|—detB-1.

Since det B > 0 by hypothesis, this is equivalent to

1 |
1Bl <v< -1+ (2—-——).1]B|.
T e MBI=v= +< detB> 1B]
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In terms of components this takes the form

detB Z‘ i< _1+<2_dtB) Z‘

Since v; is an integer, we can replace the leftmost member by its ceiling, and the rightmost
member by its floor to obtain valid inequalities in terms of integers. Recalling the definition
(2.12) of ¢;, notice that the ceiling of the leftmost member is

1 n
e S| e =

and the floor of the rightmost member is

e (o) S|

<j<n (4.45)

n 1 n
SRR
= det B =

—1+2 ) || - &, (4.46D)
k=1

where we use the fact that |—z| = —[z|. Plugging in (4.46a) and (4.46b) into (4.45), the
inequalities (2.11) follow.

4.7. Canonicity of the representation. To complete the proof of the main theorem,
we will now show that the representation (2.9) as the ratio of two polynomials is canonical,
in the sense that there is no common irreducible factor of the numerator and denominator.

To see this, first, recall (see [Fu94]) that if 2 < C” is a bounded pseudoconvex domain
and p € bS) is a boundary point in a neighborhood of which b2 is smooth, then there is a
neighborhood U of p and a constant C > 0 such that

Kq(z,2) = for each z € U n , (4.47)

C
6(2)?
where §(z) denotes the distance from the point z to b§2. This is clear in the case n = 1, by
comparing Kq(z,z) with the diagonal Bergman kernel of a disk in € tangent to b2, and
the general case follows by an inductive argument, using the famous Ohsawa-Takegoshi
L?-holomorphic extension theorem in the induction step.

To complete the proof, we use the following algebraic fact whose proof is postponed to
the end of the section:

Lemma 4.48. For 1 < k < n, the polynomial pr(t) = 100" — 400" s irreducible in
Clt1,. .. tn]-

Assuming the lemma for the moment, suppose that the rational function Ky, is not
in canonical form. Then, there is a j with 1 < j < n such that p; divides the numerator
D entxn CB(v)t” in the ring Cltq,...,t,]. We can remove this common factor, leaving us
with a denominator containing p; to at most the first power. Now, let ¢ = 0 be a point
on the face Fj = {pj(|z1|2 .- |2n]?) = 0} © b%5 which does not belong to any other face
Fi,k = j. Notice that the polynomial function r(z) = p;(|z1|%,...,|2|%) is a defining
function of the domain %p near the smooth boundary point ¢, and so, since p;(t) occurs
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in the denominator at most to the first power, from (2.9), there is a neighborhood V of ¢

and a constant C’ > 0 such that
!

@a

However, shrinking V' if needed, we have that r is comparable to J, the distance to the
boundary, so using (4.47) we have that there is a constant C” > 0 such that

Ko (z,2) < zeV nUp. (4.49)

"
Ky (2,2) 2 —=, 2z€V U,
ZB ( ) , (Z)Q B
which contradicts (4.49) for z close enough to ¢, thus showing that p; is not a factor of
the numerator, and therefore the representation (2.9) is already in its lowest terms.

Proof of Lemma 4.48. Denote a = (b_)*, 8 = (b;)¥ € N'*" 50 that b* = B — a and
pr(t) =t — 8 =401 g0n — tfl ---tJ. Since det B = 0, each row of B has at least one
nonzero entry and at least one of «, 8 is nonzero. Therefore, renaming t1,...,t,, we can
assume that a; = 0. Further, the assumption (2.7b) means that

ged{aq, ..., an, B1,..., B} = 1.
Also, by definition of By, B_, we have the property
a;j =0=p; =0, and f; = 0= o, = 0. (4.50)

Let F denote the rational function field C(to,...,t,), the field of fractions of the UFD
R = Clta, ..., t,]. Identifying C[t1,...,t,] with R[t1] it follows by Gauss’s Lemma that
the polynomial py in R[¢;] is irreducible in R[t;] provided it is primitive in R[t;] and
irreducible in F[t1]. Notice that since a1 = 0, it follows that pg is a polynomial of degree
ap =1 as an element of either R[t1] or F[t1].

Recall that a polynomial in R[t1] is primitive if the ged of its coefficients in R is 1.
Since a1 = 0, it follows that ;1 = 0 by (4.50), and we can write pi(t) = Pt{" — Q. We can
factor the coefficients into irreducibles of R as Q = t5? ... th" € Rand P = 1% ...t% € R.
Since to,...,t, are irreducible in the UFD R, it follows from these factorizations that
ged(P, —Q) = 1, and therefore py, is primitive in R[t1].

In F[t1], we can write py(t) = P(t* — P71 - Q), so that we only need to show that
the polynomial q(t1) = t{* — P~! - Q is irreducible in F[t;]. This is obvious if a; = 1, so
assume that a; > 2. We now claim that P! - @Q € F is not a d-th power in F for any

d > 2 that divides aq. Indeed, we have a factorization of P~!-(Q into irreducible elements
of R

n

- bk

Pl =t e = ]t
j=2

and since ged(b¥) = 1, it follows that if d > 2 is a divisor of a; = b}, then there is at least
one 2 < j < n such that d does not divide bé? . This means that P~!-(Q is not a d-th power
in F', since one of its irreducible factors ¢; is raised to a power bf not divisible by d.
Now let ¢ be an ai-th root of P~!- @ in an extension field. Since by the above claim,
P~1.Q is not an «a;-th root, it follows that ¢ ¢ F. More generally, we have
c¢F, 1<s<a. (4.51)

We already know this for s = 1, so consider the smallest s with 2 < s < 3 for which
c¢® € F. We claim that s divides ay. Let s’ be the remainder in dividing a; by s, so that
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s = (c®)~T . ¢ e F for some positive integer T, which contradicts the minimality of s,
since s’ = 1. But then ¢® is an %1-th root of P~1.Q, contradicting the fact that P~! - Q
is not a d-th power in F for each divisor d of a7.

a1
In the ring F'(c)[t1], the polynomial g(t;) splits completely as t5* — P~ - Q = H(tl —cw’),
j=1
2mi

where w = e1 € C. If g(t1) has a nontrivial divisor A(t;) in F[t1], there is a subset

@ =S8c{l,...,n} and a A € F such that A(t;) = A[[;c5(t — ¢ w’). Looking at the

constant term of A we see that

/\chj = XSl wies e
jJeS
Since A € F and wies? € C < F, it follows that ¢Sl € F. But this contradicts (4.51),

showing that ¢(¢1) is irreducible in F[t1] and completing the proof of the lemma.
O

5. SPECIAL CASES

5.1. Domains birational to the unit polydisc. When det B = 1, the map ¢4 : Q —
%p of Proposition 3.8 is a biholomorphism, and the formula (2.9) takes a simple form:

Proposition 5.1. Let B € Z™*™ be such that det B = 1. Then

1 t]l|B|_]1
Koy (z,w) = — ., with |B| =By + B_. (5.2)

™I (0 — 4:)7y2

J=1

Proof. When det B = 1, the denominator of (2.9) and (5.2) are the same, so we need
to show that 3 ixe CB(W)tY = t"BI=1 We use the bounds (2.11) to find the val-
ues of v for which Cg(r) = 0. Using (2.12), we have, for each 1 < j < n, that

6 [ S]] - S
k=1 k=1

n n
“lrg <y <2 ) -1 Yl = -1+ g,
k=1 k=1

, so the inequalities (2.11) become

which means that if Cp(r) = 0, we have v; = =1+ >}_; ‘bf , i.e., v = 1|B| — 1. Notice

that if det B = 1, then adj B = det B- B~! = B~!, so B[adj B]; = e;, where ¢; is the
column vector with zeros everywhere except in the j-th spot. Therefore, we have by (2.10)

—

Cp(1|B|—1)=[[Di (1(By +B_) —1—-21B_ +1)[adj B]; — 1)

1

<.
Il

I
s

D1 (ﬂB[adJ B]J - 1) = ﬁDl (]lej - 1) = ﬁDl(O) = ﬁ 1= 1,
j=1 j=1

1 j=1

using (2.6) to compute D1(0). Therefore Z Cp()t” = Cp(1|B| — 1)¢MBI=1 — 41IBI=1,

veN1lxn

<.
Il

O
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5.2. Almughrabi’s formula for n = 2. We will now recapture the following result:

Proposition 5.3 (see [Alm23]). Let B € Z**? satisfy (2.7a) and (2.7b). Then denoting
ti =pj-q,j =1,2, we have

1 g(t1,t2)
w2 . det A (t;%_ttll§>2 (ta%_t )2’
where ai: indicates the element in the adjugate matriz A = adj B of B at the j-th row and
k-th column. The numerator g(t1,t2) is a polynomial given by

Ko (0, q) = (5.4)

g(ti,t2) = D Daet A(C1(¥))Daet a(Ga(v)) 1172 (5.5)
veN1x2
where (j(v) = ajlul + a?yg - 2(a%a} + a%a?) + (ajl- + a? —1).

11 2 1
. _(ay az) o b2 _b2
Proof. Notice that A = <a% a%) =adjB = (—b% bl

we have A = adj B > 0, i.e. the entries of A are nonnegative. Consequently, we have from
the above that b} > 0,43 > 0,b < 0 and b? < 0. Consequently, we have

(vl 0 (0 b\ (0 a}
B+_<0 b§>’ B‘(—b% 0) \a 0)°
Therefore, we have, for v € Z*2,

1
v—21B_ + 1 = (v1,15) — 2(1,1) (C?Q ‘62> +(1,1)
1

> . By part (1) of Proposition 3.8,

= (v1 — 243 + 1,10 — 2a3 + 1). (5.6)
Using the above computations, with n = 2, the formula (2.9) becomes
2, Ot
1 VENLX2

Kus(0.9) = 53 g " oor —jenn o — o072

> 12[ Daet 5(¢j(v))t”

1 veN1x2 j=1
72-det B (065 — (b.0))2((-01.0) _ 4(0.43))2

Y. Daet B(C1(¥)) - Daet B(C2(v))t] 52

. 1 veN1x2
1 - 2
. Zl] ZDdetA(Cl(V)) DdetA(@( Dty
veN1x
S i i , (5.8)
w2 .det A (t;% _ t(ll%> (t(ll% _ t;%)

where (5.8) is obtained from (5.7) using the fact that det A = (det B)"~! = det B for
n = 2, the relation A = adj B, and where, using (2.10) and (5.6), we have

1
() =w—21B_+1)[adjB]; — 1 = (v1 — 2a} + 1,v2 — 2a3 + 1) <Z§> -1
J

= a1 + aJZVQ — 2((1%@]1- + a%a?) + (a} +ai—1).
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5.3. Comments on general formulas for n > 3. Given the matrix B € Z2*? defining
a two-dimensional monomial polyhedron %p, using part (1) of Proposition 3.8, we have
1 _pl
By = (%1 l?2> and B_ = < 1?2 %) So the decomposition into the positive and
2 —u1
negative parts of the matrix B is unique, and this leads to the unique expression (5.4) for
the Bergman kernel in its canonical form as the ratio of two coprime polynomials.
If n > 3, this is not the case. For example, consider the matrices

1 0 -1 1 -1 1
01 0O]land |0 1 -1
0 0 1 0 0 1

Both of these have inverses with nonnegative entries and therefore define monomial poly-
hedra. Thus, the Bergman kernels are represented in canonical form by different formulas.
However, it is possible to write the kernels as rational functions using the same general
formula in terms of the matrix B as we saw in (4.31). The possible sign patterns can be
determined using methods described in [Joh83].

5.4. Symmetries of D. The following lemma will be used below:

Lemma 5.9. The function Dy of (2.5) has the following properties:

(1) for integers k =1 and r, we have Di(r) = Di(2k —2 — 7).
(2) for ki, ko positive integers and each integer r we have

Dy, (ka(r + 1) — 1) = kaDy, (7).
Proof. Part (1): Using (2.5), we have

Soow=(75) - ()

reZ
(2= 1)R)\ 2
_ p2k—2, (M) — p2k—2 Z Dk(r)(xfl)r

reZ

= > Dp(r)a® 72 = Y Dy(2k — 2 — A2t
reZ AEZ

where the last expression is obtained by reindexing the sum using A = 2k — 2 — r. Upon
comparing coefficients of the same degree, we get the result.
Part (2): Again, using (2.5), we have

1 — ghika 2 1 — (F2)ei N2 /1 — gh2\ 2
S (e = (L) = () -
1—2x 1 — xk2 1—2x

UEZL
Z D, (Al)mb)\l ) Z Dy, ()‘2)$A2

MEZ Ao€Z

Fix r € Z and set p = ko(r + 1) — 1. Equating coefficients of the same degree, we see that

Dy ey (ko(r +1) — 1) = > Dy, (A1)Di, (\2). (5.10)
k‘2/\1+)\2=k}2(r+1)—1
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The linear Diophantine equation kaAj + Ao = ka(r+1) —1 for the integer unknowns Aq, Ao,
has the general solution \y = (r+1) — &, Ao = —1+4ko&, &€ Z. Thus, (5.10) becomes

Dy (ka(r + 1) = 1) = > Dy, ((r + 1) — €)Dy, (=1 + ko).
EeZ

By (2.6), the function Dy, vanishes outside [0, 2ky — 2]. Therefore, the only value of ¢ for
which Dy, (—1 + k2§) is nonzero is £ = 1, so that we have

Dklk2(k2(7’ + 1) — 1) = Dkl((r + 1) — 1)Dk2(—1 + ko - 1) = Dy, (T)kg,
where we have used the fact that Dy(k — 1) = k from (2.6). O

5.5. Formula for “signature 1 domains”. Let ki,...,k, be positive integers with
ged(ky, ..., ky) = 1. In [CKMM20], the Bergman kernel of the domain

Hie = {(21, 0y 20) €D 1 21| < [2*2 -+ |2}
was computed. We now recapture this result starting from (2.9).

Proposition 5.11 (See [CKMM20]). We have

) 1\% E(v)t¥
Koy (p,0) = o - - — - : (5.12)
(H £y —t’?) 102
j=2 j=2
where t = (t1,...,t,)T with t; = p; - @5, and
E() =Dg(2K —l1(v; +1) — 1) H v+ 1)+ (v +1)—2K —1)  (5.13)
with
K n
K =lem(ky, ..., ky), by = T forl<a<mn, and L = H . (5.14)

Proof of Proposition 5.11. The domain Hj, is the monomial polyhedron with the defining
matrix

//ﬁ\—kz _kn\ /1 ‘ ky - ki \
0

B = : I+ , sothat A=adjB = : ki Loy ,
0 0

where I,,_1 is the identity matrix of size n — 1. Splitting B = B — B~, we see that:

H ( (=) _ 4(b1) ) (t((),kg,...,k:n) _ t(kl,O,...,O))Q ] (t(O,...,O) _ t(o,1,o,...,0)>2 o (t(o,...,O) _ t(o,..,1))2

= (th2ths b )2 (1 )2 (1 — 1)

n n
- (Htfﬂ'—t’fl) H 1—t;)2
j=2 j=2
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Consequently, the denominator of Ky, given by (2.9) is the same as that in (5.12). There-
fore, the expression given in (2.9) will be the same as that in (5.12) provided:

Cp(v)  E(v)

_ len'
et Byt L V€
Now, using the fact that det B = ki, we have
(ZU«) n n
L a=1 K 1 K 1 ()" 1
n—1 n-1_ n n—1 _ non — M1 " :
N T T T fl 5

So it will suffice to show that

()" - (Hk) ), veNX" (5.15)

To compute the LHS of (5.15), denoting by 0,,_1x, the matrix of size n — 1 x n with
zero entries, we have

ILB_=(1,...,1)<O 0 k"):(o,kQ,...,kn).

Therefore, for v € NV v —21B_ + 1 = (11 + L,va — 2ko + 1,..., v, — 2k, + 1), and
consequently, using det B = 1, we have from (2.10)

ko

n—1lxn

0p-Cp(v) =0 [Dr, (v = 21B_ + 1) a; — 1)
j=1

=4 Dy, (v = 21B_ + 1)ay — 1) - &4~ [ [ D, (v = 2LB- + 1) a; — 1)

j=2
€1Dk1 1/1 H fl Dk1 V1 + )k‘ + ( Qk + )k‘l — 1)) . (5.16)
j=2
Now, notice that
DK(2K — gl(Vl + 1) — 1) = Dk1€1 (2K -2 (fl(ul + 1) — 1)) (5.17&)
= Dk1€1 (El (Vl + 1) - 1) (517b)
= ‘€1D]€1 (V1)7 (517C)

where (5.17a)=>(5.17b) is by part (1) of 5.9, and (5.17b) =(5.17c) is by part (2) of 5.9.
Notice also that

kiDg, (€j(vj +1) + £1(v1 +1) — 2K — 1)

= Dy, (ki (4 (vj + 1) + L1(11 +1) =2K — 1) +1) — 1) (5.18a)
=Dg(kj(l;(vj+1)+l1(r1 +1)—2K)—1) (5.18b)
=Dg(K(vj+1)+ kiti(v1 +1) —2Kk; — 1)

= Do, (b1l (vj + 1) + kjla (v + 1) — 2k1 b1k — 1) (5.18c¢)

= Dgyo, (C1(k1(v; + 1) + kj(rn + 1 —2k1)) — 1)
= ngkl (kl(V] + 1 + k; (V1 +1-— 2k1) — 1) (518d)
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where in (5.18a) and (5.18d), we apply part (2) of 5.9, and in (5.18b), we use the definition
of ¢ to rewrite kj¢; as K, and in (5.18¢c) to rewrite K as ki/;.
Therefore, we have

(5.16) = Dg (2K — 01 (11 + 1) — 1) HkDg i+ 1)+ (v +1) - 2K — 1)

( ) D (2K — fl(u1+1—11_[ 0w+ 1)+ (v +1) — 2K — 1)

(f1) =

completing the proof. O

i ::]: I :]:

5.6. The Park-Zhang formula for Generalized Hartogs Triangles. Let p1,...,p,
be positive integers such that ged(py,...,p,) = 1. In [Parl8, Zha21la], the domain

G=Gppn=1{(21,...,20) EC" i |z|"* <+ <|zp|" < 1} (5.19)

was called the Generalized Hartogs Triangle, its Bergman kernel was determined, and the
regularity of the Bergman projection in LP-spaces was studied. To state their formula for
the kernel, we introduce the following notation:

n
P .
P = Hpj, p;- = ;, d; = ged(pj, pj+1),  with dy, = pp. (5.20)
; j
In [Parl8, Zha2la], p); was denoted as k;. Notice that we have pip) = -+ = ppp),. Let
K = Hp] ni =p L (5.21)
g 1Dj5

and also let for I < j<n-—1

/ /
L) — Pj KD = Pj+1
T ged(p)pl)” T ged () pg)
P P P
where we take p/ ,; = 1. Since ged(p”, p’ ged ( > = , we obtain
i (B3 Pi) = pi piv1)  lem(pj,pj)
r
p) _ Pj _ pj _lem(pj,piv1) _ pin _Pitl (599
T ged(p), piig) P P ged(pj, pjt1)  dj ]
lem(pj, pj+1)
where p; and d; are as in (5.20). In a similar manner, one sees
P = Pi (5.23)

j+1 — d]
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Proposition 5.24. With t as in (2.9):

Ny Nnp,
Z Z V(Pl)V(Pn)ta
_ a1:0 an—O
Ko(p.q) = nel 0 W
K (1 — t,)?2 j];[l (t L _ th+1>

where we have, with 1 < j < n,

(1) mjjv1 = lem(pj, plyy) (with mp i1 = pl),

(2) N1 =

/
1 p;

(3) Pr=2m1s—py+1—plaa, Pj=2mj 1 —p;—pjo;+ P,

P —1, 2< Pj<mjjii+1,
(4) v(Pj) = 2mjjt1 — P+ 1, my i +2 < Pj <2myjia,
O, Pj <2 or .PJ > 2mj,j+1.

Proof. From (2) and (4), we see that v(P;) = 0 unless 0 <

[zml,z—l—p’lJ N, fmﬂva’”mavﬂl—lé—?‘
/ ’ VA )

23

(5.25)

aj < Nj. Therefore, we

can replace the sum in the numerator of 5.25 with one over all natural numbers. We let
n

A=1T1]dj, dg» = d%. One sees easily that G is a monomial polyhedron defined by the upper

triangular matrix

p p 5
1 2 !
o Tad 4
b2 _ b3
da2 da2
B = , sothat adjB =
Pn—1 _ _DPn
dnfl dnfl
Pn
dn
Therefore we have B, = diag (p— B ) and
P2
0 T
P2 P3
B_ = solB_=10,—,=—/7,...
) b dl ) d27 b
Pn
dn—l

0

From the expressions for By and B_, we have

g=1

N N VI R = R ’ zn\ 2 2 (L
H(t( =)yl +)) =152 -t -(1—tﬁ”> =(1-t) ][] |40 —
j=1 j J=1

1) 1)

(1—ty) H (t - tJfH> using (5.22) and (5.23),

Pn
dnfl '

i\ 2
d.

J
t
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where in the first line we have used that d,, = p,. Since det(B) = %, (2.9) gives

2, Cp(a)t”
1 aeN1xn

Kg(p,Q)=7rn. (i)n_l. ﬁ[( S :

which, since K = P"~!, coincides with the Park-Zhang expression for the kernel (5.25) if
and only if for each o € N'*"

AL Cg(a) = v(Py) - v(Py,). (5.26)

We now claim that:

s (f(ge) o8 G] ) e

To see this, first observe that for 1 < j < n, we have m; ;1 = lem (P}P}H) =
P P \_P :
lem (p—j, pj+1> = and also by (2.6):
P —1, 0<Pj—=2<mjjt1—1,
Dinsjia (B =2) = 4 2mjj01 = P+ 1, myj0 < Pj—2<2mj 41 =2,
0, Pj—2<OOI"Pj—2>2mj7j+1—2
= v(Fj). (5.28)
Using our description of my 41, we have Py = —pja; + 25 P p’l + 1, so upon expanding
the recursion in part (3), we find P; = — ( g:l pgai) i en ) - ( g:1p§> + 1.

Therefore, we conclude, applying 5.28, that

; i1 p j
=D»r ((Z pgai> —2 ( d) + (Z p;) — 1) (5.29)
J i=1 i=1 " i=1
| N i .
=D "~ - >0
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where 5.29 follows from part 1 of 5.9 and 5.30 from part 2 of 5.9. Using the expression for
1B_ and that det B = %, for o € Z'*", we have by (2.10):

n
Cpla) =[] Dr ((a = 21B- +1) [adj B]; — 1)
j=1
. p
:HDP<<a1+1a2—2 + 1,y — 25 +1>[aij]j—1>
j=1 A d dn—l
= 1
:HD§ (d’ (p (a1 + 1) + ph(as 2d—2—|—1) —l—pj( d]—l )>—1
7=1 J
- 1 1 1
=][De (5 (Proa + - +Pjay) =2P (= + -+ — | + (i + - +p)) | — 1
i=1 A dj dl dj_l
= H ?V<Pj = T H v(P;), using 5.27,
j=1"% =1
which is what we wanted to prove. ]
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