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Abstract

High order schemes are known to be unstable in the presence of shock discontinuities or
under-resolved solution features, and have traditionally required additional filtering, limiting,
or artificial viscosity to avoid solution blow up. Entropy stable schemes address this instability
by ensuring that physically relevant solutions satisfy a semi-discrete entropy inequality indepen-
dently of discretization parameters. However, additional measures must be taken to ensure that
solutions satisfy physical constraints such as positivity. In this work, we present a high order
entropy stable discontinuous Galerkin (ESDG) method for the nonlinear shallow water equa-
tions (SWE) on two-dimensional (2D) triangular meshes which preserves the positivity of the
water heights. The scheme combines a low order positivity preserving method with a high order
entropy stable method using convex limiting. This method is entropy stable and well-balanced
for fitted meshes with continuous bathymetry profiles.

1 Introduction

The shallow water equations (SWE) are used to model fluid flows in rivers, open channels, lakes,
and coastal regions. One of the most prominent practical applications of the shallow water equations
is the numerical prediction of storm surges under extreme weather conditions like hurricanes near
coastal regions [1, 2, 3]. All of these flows share the fact that vertical scales of the motion are much
smaller than horizontal scales. Under certain assumptions [4], the incompressible Navier—Stokes
equations of fluid dynamics can be simplified to the 2D shallow water equations:

hi + (hu)y + (hv), =0, (1.1)
(hu); + (hu? + gh?/2)x + (huv)y = —ghb,, (1.2)
(hv); + (huv)y + (hv? + gh?/2), = —ghb,, (1.3)

where h = h(z,y,t) denotes the height of the water measured from the bottom, u = u(z,y,t)
and v = v(z,y,t) denote the velocity in the x and y directions respectively, g denotes the gravita-
tional constant. The bathymetry height is denoted by b = b(z,y). The subscript (.); denotes the
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time derivative, while the subscripts (.), or (.), denote directional derivatives along the x and y
directions, respectively.

Researches on numerical methods for the solution of the shallow water equations have achieved
considerable attention in the past two decades. Common numerical methods including the finite
difference, the finite volume, and the finite element method have been applied to the shallow water
system. This paper focuses on the discontinuous Galerkin (DG) method. Discontinuous Galerkin
methods combine advantages of both finite element and finite volume methods, and have been suc-
cessfully applied to a variety of settings [5]. Discontinuous Galerkin methods can achieve high order
accuracy, parallel efficiency, and enjoy more straightforward hp-refinement [6, 7]. However, high
order discontinuous Galerkin methods also introduce issues of stability for problems with shocks or
under-resolved solutions. Recent works on entropy stable high order discontinuous Galerkin meth-
ods [8, 9, 10] provide a way to address such instabilities. Entropy stable discontinuous Galerkin
methods can also be extended to curved meshes, which can be necessary when dealing with complex
geometries.

One of the important numerical properties for the shallow water equations is the preservation
of steady state solutions, also known as the “lake at rest” condition [3]:

H = constant, u=v=0, (1.4)

where H = h + b. A numerical scheme which preserves this steady state is said to be well-
balanced [11, 12]. Schemes that are not well-balanced can generate spurious waves in the presence
of varying bottom topographies. Accomplishing this discretely can be challenging because special
discretizations of the source terms are required [8, 13, 14].

Another important issue often experienced in numerical simulations of the shallow water equa-
tions is the treatment of dry areas, where the water is absent. Dry areas are common in realistic
applications of the shallow water equations, such as dam breaks, flooding, and shoreline simulations.
Some numerical methods can fail when encountering zero or negative water heights. Various wet-
ting and drying treatments for the shallow water equations have been developed [15, 16, 17, 18, 19].
Some use mesh adaption to track dry fronts and modify the meshes to fit the wet area. Others
exclude dry elements from computation and include them when they are wet again; however, this
approach may introduce oscillations and a loss of mass and momentum conservation. Positivity-
preserving limiters that average the water height in partially dry elements have been also explored
in [16].

In this paper, we introduce a high order entropy stable numerical method that preserves the
positivity of water heights for the shallow water equations through convex limiting. The sections in
this paper are organized as follows. We first present a high order entropy stable numerical scheme
and entropy stable numerical fluxes for the shallow water equation in 1D and on 2D triangular
meshes [9, 20, 21, 22, 23] in Sec. 2. Then, we present a low order positivity preserving method [24]
which preserves the positivity of the water heights by using a graph viscosity in Sec. 3. We combine
the high order scheme with the low order scheme through a technique called convex limiting [25]
in Sec. 4. If the high order scheme produces negative water heights, the convex limiting procedure
blends them with the low order solution to preserve positivity while maintaining high order accuracy
in wet areas. Our approach is also different in the sense that we only limit in dry areas without
limiting near shocks. We also prove this scheme is well-balanced for meshes which are fitted to
dry-wet interfaces. We demonstrate our new method with five numerical experiments that illustrate
different properties of our new method in Sec. 5. Conclusions are presented in Sec. 6.



2 High order entropy stable summation-by-parts formulations

2.1 Mathematical assumption and notations

We first introduce some underlying mathematical assumptions and notations for our DG method.
For consistency, we reuse notations from [9], with slight modifications to provide a cleaner discrete
formulation. We denote the triangular reference element by D with boundary oD. In 2D, the ref-
erence element is a triangle with vertices at (—1,—1), (—1,1) and (1,—1). We use 7n; to represent
the ith component of the outward normal vector scaled by the face Jacobian on the boundary of
the reference element. The space of polynomials up to degree N on the reference element is defined
as

N(D)={z"y, (@3 €D, 0<i+j<N} (2.1)

Finally, we denote the dimension of PV as N, = dim(P~ (D)).

2.2 SBP quadrature rules

We require SBP-quadrature rules to satisfy certain properties detailed in [21, 22]. In our numer-
ical experiments, we consider two sets of SBP quadrature points. The first uses 1D Gauss-Legendre
quadrature on the edges while the second uses 1D Gauss-Lobatto quadrature on edges. These are
shown in the Fig. 1 and 2, respectively. The Gauss-Legendre SBP quadrature rules were introduced
n [21], and the Gauss-Lobatto SBP quadrature rules were introduced in [22].
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Figure 2: SBP nodes based on Gauss-Lobatto quadrature for N =1,2,3,4

2.3 Multi-dimensional SBP operators

We now describe properties satisfied by nodal SBP operators. We assume we are given a degree
2N — 1 quadrature rule for the polynomial space P (D), with N, nodes, {xi},fv:‘ll, and positive



weights {wz}f\i’1 The face quadrature rule is degree 2N and is embedded in the volume nodes. The
nodal values of the function u(z) on the quadrature points is denoted by:

u = [u(xy), ...,u(qu)]T. (2.2)
The SBP mass matrix is defined as a diagonal matrix with quadrature weights on the diagonal.
M = diag ([wl, ...,qu]) . (2.3)

We define D, and D, to be nodal differentiation matrices associated with the z and y derivatives
[20, 22]. We also define B, and B, to be diagonal surface matrices whose entries are surface
quadrature weights scaled by the z and y components of the outward normal vector.

We have the following definition [21].

Definition 2.1. Consider the diagonal mass matriz consisting of quadrature weights
M = diag ([w1, ..., wn,]) - (2.4)

A 2D operator Q; is said to be high order accurate and have SBP property if for i = x,y, the
following properties hold:

e Let D; = M'Q;. Then (D;u); = 8%]1 for any u € PN (D).

x:mj
e Q +(Q)T =8B,
Given this equivalence, we can now construct an entropy conservative DG-SBP form:

M?T: + (2Q; o F;) 1+ B; (fs; (u,u) — fi(u)) =S, (2.5)

1=,y

where the matrix operations o denotes the Hadamard product. F; denotes the flux matrix and each
entry (F;) jk = Ji(u;,ur), where f; is an entropy conservative numerical flux that we will introduce
in the next section. S denotes the source term. The construction of the high order operators are
presented in [23]. The stability analysis of the SBP formulation follows from the results from [21],
and the extension to curved elements can be found in [26].

2.4 Entropy conservative fluxes for the shallow water equations

The entropy function for the shallow water equations is the total energy of the system [13, 8]:
1 1
S(u) = ih(u2 + v?) + igh2 + ghb. (2.6)

We also define the entropy variable v = S’(u). The convexity of the entropy function guarantees
that the mapping between uw and v is invertible. The entropy variables for the shallow water
equations are given explicitly as:

_ 05 _ Ll Lp
VL= = g(h+b) 54— 5V (2.7)
a8
vy = ) u, (2.8)
S
vg = ah) v. (2.9)



It can be shown as in [27] that there exists an entropy flux function F'(u) and entropy potential
¥ (u) such that

T
o) O ) o) )~ ), ) = fl). (210)
u ou
We introduce numerical fluxes for the shallow water equations and describe an entropy con-
servation discrete formulation [28, 29, 21, 30]. To construct the entropy stable scheme in higher
dimensions, we require entropy conservative fluxes as defined in [31].

Definition 2.2. Let fs;(ur,ur) be a bivariate function which is symmetric and consistent with
the flux function f;(u), fori=1,....d

fsi(u,v) = fsi(v,u),  fsi(u,u) = fi(u). (2.11)
The numerical flux fs;(ur,ur) is entropy conservative if, for entropy variables vy, = V(ur) and
vr = v(ug), fsi(uL, ur) satisfies

(ve —vr)" fsi(ur, ug) =L — Vinr, (2.12)

Vi = Yi(v(ur)), i = vi(v(ug)). (2.13)

The flux fs; can be used to construct entropy conservative and entropy stable finite volume
methods, as well as DG methods. Entropy conservative (EC) fluxes for the 2D shallow water
equations [32, 33, 11, 3] are given by

{hu}}
fos (up,up) = | {{hul} {{u}} +9 {h)* — 50 {B°}} | , (2.14)
i {hul} {vl

[ {nv}}

fys (ur,ur) = {holt Hulh 1 -
L{{hod} o} + g {0l — 59 {{n%})
These fluxes also yield a well-balanced scheme for continuous bathymetry, if the source terms are

discretized appropriately [8]. The source terms S for the shallow water equations with continuous
bottom geometry in the discrete form is defined as

(2.15)

0
S =—g |diag(h)Q.b]| . (2.2)
diag (h) Q,b

By adding local Lax-Friedrichs interface penalization [8], we can make our numerical scheme entropy
stable. The shallow water equations in 1D and 2D are presented in Appendix C, along with their
flux and entropy functions.

3 Positivity preserving formulation

In this section, we first describe the steps for constructing a low order positivity preserving
DG scheme from [25] for the shallow water equations. Then, we prove that the low order method
preserve the positivity of the water heights. Last, we remark on the sparsity of the low order
operators.



3.1 The low order scheme

We build a low order positivity preserving scheme based on a connectivity graph and the solution
of a graph Laplacian problem constructed from the connectivity graph. We present the details of
the construction in Appendix A. We assume the same reference element, quadrature points, and
discrete operators. We assume the forward Euler time stepping and let ¢ denote the time at step
n € N and dt denote the current time step size. Let m; denote the ith diagonal entry global mass
matrix, which is diagonal. Suppose we can construct an inviscid approximation u”*! of the shallow
water equations at some time as follow [25]:

mi, n n
o —(ultt Z fu)?(QF);; = m;S(u?), (3.1)
JEI(4)

for any i € V, the set of all nodes. For any i, the set I(i) is the neighborhood of the node i.
We assume that the following property holds: j € I(i) iff i € I(j). Q' denotes the low order
differentiation operator. Notice that Q¥ in 2D consists of the differential operators in both z and
y direction and (Q");; denotes the vector [(QL);;, (Qé)ij]T. QF is described more in details in
Sec. 3.2, and its construction is presented in Appendix A. The discrete form of the source term
S is defined in Eq. 2.2, with replacing the high order differentiation operator with lower order
differentiation operator. We also assume that the entries of the low order differentiation operator,
(QF )ij, has the following properties:

(@")ij = —(@");; and Y (QY)y =0. (3.2)
Jel(i)
To handle shocks and discontinuous in the solutions, we introduce artificial dissipation using the

graph Laplacian associated with the connectivity graph (V, E). Let dZLJ” denote the scalar graph
viscosity for (i,j) € E with the following properties:

A" =d" >0 if i (3.3)
We define dlLZ" Zje](z)wél ZJ . Now, we can define the low order update u; Lntl as follows:
m;, n n L n n u” n
(] Toul)+ Y f(u = > d" () —ul) = mS(up), (3.4)
JEI(3) JeI(@)\{i}

for all 1 <¢ < Ny. This scheme is conservative in the following sense [25].

Lemma 3.1. Assume that S = 0, then the scheme (3.4) is conservative, such that the following
identity holds for any n € N:

Zmiuf’”+1 = Z mluan (3.5)
eV eV
Proof. See [25]. O

To enforce the positivity preserving property, we define the graph viscosity coefficients dlen as
follows:

Ln n ,.n
dij7 = maX<)‘maX(uz yUjs n%]) H( )ij”ﬁv )‘max(uj y Uy nij) H (QL)jiHZZ)? (3'6)



where
Amax(uzna u?a nij) (37)

is the upper bound for the maximum wave speed. For the shallow water equations, we use the
estimate

Amax (U, u?, nij) = max(|uinz~j + ”Uinij| + v/ ghi, \ujnij + vjnij\ + \/ghj),
where u; and v; are the z and y velocity respectively at quadrature point i and n;; = (Q%);;/|[(Q%);]|.

Theorem 3.1. The numerical scheme (3.4) with diLj’n defined in (3.6) preserves the positivity of

the water height for the shallow water equations for a time step size dt < min; zgﬁ"'

Proof. Since we have ;¢ FuMT(QF);; = 0 by property (3.2), we can rewrite the update on
the water height term (3.4) as follows:

T
(A =hp)+ > 2B+ (Fa(u]) = fa(ui)” (QF)y — dig" (B +h7) =0, (3.8)
Jel(@\{i}
where fj, denotes the flux term that corresponds to the water height. We ignore the source term

S(u]) because the topography or friction terms only affect the momentum equations but not water
heights. Then we can introduce the intermediate bar states defined by

7 (QY);;
Ln
2

m;

dt

= (4 — (Falu) — Fiu) (39)

Notice that we have BZ- = h}'. We first want to show that if we assume h[' is positive for all ¢,
then B;‘ is also positive. Notice that, for the shallow water equations, the entropy stable numerical
fluxes (2.14) are {{hv}} for the water height, where v is the velocity of the flow. We can substitute
the flux in (3.9) and rewrite the “bar state” as follow:

7 (QF);;
Ln °
Qdij

= S (07 1)) — (o)} — (ho)Y) (3.10)

By the definition of dfjn and Amax, we have that Apay > max(|v] - QZ-LJ-\, \vf . QZL]\) where v; is the

. v(QL);; 07 (QY); : n n
velocity state, we know that |=—37-*| = ¢; < 1 and ]QdLm = ¢; < 1. Since A} and hj are
positive, we have

- 1
hi; > §(h? + R} —cihi — cjh?) > 0. (3.11)

Then we can rewrite the low order update on the water height with the bar state as:

245" dt 245" dt
= 1- Y et Y —L—hp (3.12)
JEI)\{i} JEIG)\{i}
akm 25" dt
= (1 + 2dt;};> Wi Y, —i—hj (3.13)
' jer@\iy "



Recall that di’n =— Zjel(z‘) - idiL-’n. If time step satisfies that dt < min; <2;”L’;n), then, the term

1+ 2dt i > () and the terms in (3.13) form a convex combination of two positive water heights.
O

3.2 Sparsity of the low order operators

One way to build a more accurate lower order numerical scheme is to remove excessive artificial
dissipation from the method. In [34], the author constructed sparse low order operators for tensor
product elements in 2D. In this paper, we construct sparse low order operators on triangular
elements in 2D. Sparsification can be accomplished by using a sparse connectivity graph to construct
low order operators. The sparsity of the graph adjacent matrix A directly dictates the sparsity of the
differentiation operators QY. With sparser low order operators, each quadrature node is connected
to a fewer number of neighboring nodes. Sparsity reduces the amount of algebraic dissipation since
the dissipation coeflicient dZLjn is only non-zero for connected pairs of nodes in the graph. Details
on the construction of sparse connectivity graphs are presented in Appendix A.I and numerical
results from the low order scheme with different connectivity graphs are presented in Appendix B.

4 Convex limiting

In this section, we describe the application of convex limiting to combine the low order positivity
preserving scheme with high order entropy stable discontinuous Galerkin and apply it to the shallow
water equations. This scheme is aligned with the ideas presented in [25, 35, 36].

In Sec. 3, we showed that the low order solution satisfies the positivity preserving property. In
particular, it preserves the positivity of water heights for the shallow water equations. However,
it is low order accurate. To recover a high order accurate numerical scheme that also satisfies
positivity requirements, we blend the high order and low order updates using “convex limiting”.
Convex limiting is only applied to elements where the high order scheme produces zero or negative
water heights.

4.1 An overview of convex limiting

We use the superscript # to denote high order terms. By assuming using forward Euler time
stepping, we begin by rewriting high order discontinuous Galerkin methods in the form

Mg Hn+l
ditl(ui n+ Z _m’L u;n)’ (4'1)
JEI(3)

where Fg € R contains the flux contribution between quadrature points j and ¢. We also extend
the results to higher order in time with strong-stability preserving Runge-Kutta (SSP-RK). Note
that Fé{ is skew-symmetric, Ff;f = —FJI;I . Subtracting (3.1) from (4.1), we have the following:

miufl,nJrl = miuiL’nJrl + Z dt(Eg — E?) (4.2)
Jel(®\{d}



Let A;j = dt(Fj" - Fg") Then, we can rewrite (4.1) as
miufl,nJrl = miUiL’n+1 + Z A% (43)
JeI(@)\{i}

Note that we have A™ = A™ which implies that ..., mau™™ = 3. mu™™ "' Therefore

ii — i p iey Ml = 2iev MUy . )

the high order and low order updates have the same mass. Our goal is to modify the high order

update so that the modified high order update satisfies the positive water heights constraint. We

introduce symmetric limiting parameters l;; = l;; € [0,1], for all 7,5 € V. We define the limited
update u?“ as

miu’iﬂ'l = miuf’nﬂ + Z ZUAZn] (4.4)
JeI(@\{i}

The limiting process is conservative for any choice of symmetric coefficients l;; = lj; [25]. Notice
that u?tt = ul™if 1;; = 0 for all j € I(i)\i and uP™ = w1 if Ij; = 1 for all j € I(i)\i.
Therefore, h > 0 when all /;; = 0. To obtain a more accurate approximation, we want the limiting
coefficients /;; to be as close to 1 as possible while enforcing h > 0.

We can rewrite equation 4.4 as

n 1
ma =Y Lt 1P, P = A (4.5)
JEI()\{i} Y

where {A;}jcr) iy 18 any set of strictly positive convex coefficients such that Zjel(i)\{i} Aj = 17
Aj >0 for all j € I(i)\{i}. We choose \; = m as in [25]. To calculate l;;, we first define [;
for every i € V and j € I(i):
. Lin+1 n,h
Nt L if " 4 P > 0, (46)
/ max{l € [0,1]|h;"""" +1P;;"} > 0 otherwise,

where P;}h corresponds to the update on the A component of the solution. We set the node-wise

limiting factor l;; = l;; = min{l;'-, lg }. With this definition, we can ensure that the water heights

stay positive by Theorem 7.21 in [25]. While most of time, finding l; require a line search, it remains

simple for the shallow water equations since we can express lé- explicitly, due to the fact that h is
a linear function, as follows:

[ if B P > 0,
ll. p— hL,n+1 .
J — o otherwise.
ij

(4.7)

With convex limiting, we can ensure that our solution remains positive in water heights throughout
a simulation.

An alternative limiting scheme, called element-wise limiting, is also considered in this paper. In
this scheme, we have a uniform limiting factor across the same element. We define the element-wise
limiting factor lo = min; j{l;;}. This scheme produces solutions that are closer to the low order
positivity preserving scheme than the node-wise limiting scheme because it always has smaller local
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Figure 3: Illustration of high order and low order flux matrices for two one-dimensional elements.
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Figure 4: Illustration of the flux correction matrix A = dt(F* — FH) for two one-dimensional
elements.

limiting factors. In practice, solutions from the element-wise limiting scheme are usually bounded
further away from 0 and therefore, produce smaller maximum wave speed on the shallow water
equations. This has added benefit of allowing us to take larger time steps. We can also prove that,
in contrast to the node-wise limiting scheme, the element-wise limiting scheme also preserves the
entropy stability of the blended scheme [37].

4.2 Local implementation

One important and efficient property of our numerical scheme is that it only requires computing
limiting factors l;; for the nodes 4, j within the same element, which was first observed in [34]. We
use the same entropy stable interface numerical fluxes with a Lax-Friedrichs dissipation in both
high order and low order schemes. The resulting fluxes on the boundaries of each element are
the same. For example, consider the high order and low order flux matrices for a simple periodic
domain in 1D with two elements shown in Fig. 3. Suppose there are three nodes in each element.
The non-zero pattern of the matrix A = dt(F* — FH) from Eq. (4.3) is shown in Fig. 4. We have
non-zero entries from the off diagonal block due to the fluxes calculated on the boundaries of each
element, namely the terms aq¢, ass, a43, and ag;. However, these boundary fluxes are the same for
both high order and low order updates; therefore corresponding entries in the difference matrix A
vanish.

As aresult, we do not need to implement the convex limiting procedure for the pairs of boundary
nodes on neighboring elements. Convex limiting is only required for the pairs of nodes within the
same element. With this key property, the implementation of convex limiting is purely local,
simplifying the resulting numerical scheme.
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5 Numerical results

In this section, we present some numerical experiments and results in both 1D and 2D to
demonstrate the accuracy and stability of the convex limited entropy stable DG scheme. We also
add a local Lax-Friedrichs penalization [8] to all interface fluxes.

The first experiment is a “lake-at-rest” condition to test the well-balancedness of our scheme
in 1D. The second experiment is the parabolic bowl problem in 1D, designed to investigate the
convergence rate when positivity preservation is activated. The third experiment is a dam break
simulation in 2D from [3]. The last experiment is a wave over a bump in 2D [18].

All numerical experiments utilize a second order strong-stability preserving Runge-Kutta (SSP-
RK) scheme (e.g., Heun’s method) [38] for time integration. Following the derivation of stable
timestep restrictions in [39], we define the timestep dt! for the high-order scheme to be

(N+1)(N+2)

h
H_ opl <« = 1
dt? = CFL x o Cy 5 : (5.1)

where Cy is the degree dependent constant in the trace inequality space [40], and CFL is a user-
defined constant. We use CFL = 0.125 for all experiments. For the low order scheme, the timestep
dt’ is calculated via

W;

dtP = min

5.2
i€V 2 max (5.2)

where A\pax is the maximum wave speed calculated with Eq. (3.7) over the entire domain. We check
for violation of the low order time-step during each stage of the Runge-Kutta method, and recom-
pute the step with a smaller time-step if necessary. We define the timestep dt = min{dt?, dt"}.

To avoid division by zero, we enforce the water height to be above a small positive tolerance
tol = 10714 in dry areas. We use g = 1 unless otherwise noted in the description.

5.1 Lake at rest

The test problem is chosen to verify that the convex limited DG scheme indeed preserves the still
water steady state with a non-flat bottom containing a wet/dry interface. The bottom topography
is given by the depth function [16, 41]:

b(z) = max(0,—20(z — 1/8)(x +1/8) +2) on —1<z <1 (5.3)
The initial data is the stationary solution:
h(z) + b(z) = max(2,b), hu=0, on —1<z<I1. (5.4)

A periodic boundary condition is used in this experiment. We compute the solution until T = 1
using 128 uniform cells. The computed surface level h + b and the bottom b are plotted in Fig.
5. In order to demonstrate that the lake at rest solution is preserved up to round-off error, we
compute the L? error of the solution. In double precision, the L? error is 3.56E-15.

We note that well-balancedness is not preserved if the mesh element boundary is not aligned
with the wet/dry interface, and that designing a sub-cell well-balanced scheme remains challenging.
For example, [42] presents two numerical schemes, and the scheme which preserves sub-cell well-
balanceness is restricted to second order accuracy.
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Figure 5: The surface level h + b and the bottom b for the lake at rest

5.2 Translating vortex

We now consider the translating vortex test. We set the domain to be [—10, 10] x [—5,5]. The
exact solution for the vortex at any time ¢ is given by [43, 44]:

5 —2(r?-1
h=heo = o—5¢ (r*=1), (5.5)
U= Uso — ﬁe_Q(TQ_l)yt, (5.6)
2
V= Uo + ﬂe_Q(TQ_l)xt, (5.7)
27
b=0, (5.8)
where
Ty =T — Te — Usol, (5.9)
Yt =Y — Ye — Vool, (5.10)
r? =z? 4 y2. (5.11)
In this example, we set
heo=1, B=5, g=2 and (Uoo,V0)= (1,0). (5.12)

Initially the vortex is located at (x.,y.) = (0,0) as shown in Fig. 6. In this setup, the vortex
propagates to the right along the x-axis. The domain size is chosen to be large enough such that
periodic boundary conditions can be used without affecting accuracy.

12



Figure 6: A translating vortex in 2D

Figure 7: Meshes in 2D for translating vortex problem

We use affine triangular meshes for this experiment as shown in Fig. 7. We compute the L?
error for the SBP formulation using operators based on Gauss-Legendre quadrature nodes. Recall
that the SBP-DG discretization does not correspond to a polynomial approximation space. Thus,
to calculate L? errors for the SBP-DG discretization, we first project the final numerical solution to
polynomials of degree N. We then use this projection to evaluate the L? error using a quadrature
rule which is exact for at least degree 2N + 2 polynomials. The convergence results are presented in
Fig. 8. We observe an O(h™¥ 1) rate of convergence for the high order method on affine triangular
meshes. The method can also be extended to curved triangular meshes [22].

5.3 Parabolic bowl

The second numerical experiment is used to verify the accuracy and convergence rate of the
convex limited DG scheme. For the one-dimensional shallow water equations with a parabolic
bottom topography, analytic solutions have been derived by Sampson et al. [45]. For this example,
the parabolic bottom is given by

b(x) = ho(z/a)?, (5.13)

13
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Figure 8: L? errors for the translating vortex after 0.5 seconds using nodal DG and Gauss-Legendre
SBP operator schemes on various mesh sizes and polynomial degrees.

where we set hgp = 8 and a = 2. The computational domain is [—5,5]. The analytical water height
for the shallow water equations is given by

B? B> B 8h
h(z,t) +b(x) = ho — I cos(2wt) — i 2—; 70 cos(w, t), (5.14)

where w = /2ghg/a and B = 2. The exact location of the wet/dry fronts take the form

Bwa?

~ 2ghg

Ty = cos(wt) + a (5.15)
The initial water height is then defined by (5.14). The velocity is initialized to zero. We can use
either periodic or wall boundary conditions for this experiment because the water will never reach
the boundary. We set the polynomial degree to N = 3 and run the simulation until 7' = 1 with
various numbers of uniform elements. We plot the water surface at different times using the node-
wise limiting and the element-wise limiting in Fig. 9 and Fig. 10, respectively. We also include the
analytical solution to provide a comparison. We observe that the numerical solution matches well
with the analytic solution. The element-wise limiting scheme produces smoother solutions than
the node-wise limiting scheme. The node-wise limiting scheme produces some spurious oscillations
near the dry front, though these oscillations are localized and vanish as we refine the mesh.

We plot the L? norm of the errors for different polynomial degrees and mesh sizes for the node-
wise and element-wise limiting schemes in Fig. 11 and Fig. 12. We observe both schemes have a

14
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Figure 9: The surface level h 4+ b and the bottom b for the parabolic bowl at 7' = 1 with node-wise
convex limiting: N = 3; top left: K = 32; top right: K = 64; bottom left: K = 128; bottom right:
K =256

convergence rate of between O(h) and O(h?). The node-wise limiting produces larger errors near
the dry-wet interface, where the convex limiting scheme pushes towards the O(h) low order scheme.
The element-wise limiting, on the other hand, produces smaller errors throughout the entire wet
domain for lower polynomial degree N. Element-wise limiting errors also converge slightly faster
than node-wise limiting errors.

5.4 Dam break

This experiment is taken from [3, 46]. Similar dam break experiments and results can be found
in [8, 13]. We utilize the same physical setting but use triangular meshes instead of quadrilateral
meshes. The domain [—1,2] x [—1,1] is discretized using a 48 x 32 grid of quadrilaterals, and
each of them is split into two triangular elements. We set N = 3 for the polynomial degree. The
dam is modeled by imposing reflective boundary conditions along the y-axis with a break between
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element-wise convex limiting; top left: K = 32; top right: K = 64; bottom left: K = 128; bottom
right: K = 256
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Figure 13: 2D dam break problem with initial water height

y = —0.1 and y = 0.1 to allow water to flow through, as shown in Fig. 13.

We start with a zero velocity and constant water heights on both sides of the dam. The
bathymetry is set to b = 0 on both sides. We set the initial water height to be h = 5 on the left
side of the dam and h = tol on the right side as shown in Fig. 13. We plot the solutions from
node-wise limiting, element-wise limiting, and the low order positivity preserving method at several
different times in Fig. 14, Fig. 15, Fig. 16, and Fig. 17. We observe that the water falling from
the left side of the dam to the right produces a wavefront in the lower half of the dam. This wave
is discontinuous, so we observe some mesh dependent solution oscillations, but they are localized
and do not cause the solution to blow up. The water heights remain positive during the entire
numerical experiment. We have also tried simulations with polynomial degrees N =1 and N = 2.
Both of these simulations also remain stable throughout the experiment. The numerical solution of
the parabolic dam break problem demonstrates that the entropy stable numerical method remains
robust in the presence of shock discontinuities, while the use of convex limiting preserves positive
water heights.

We compare the solutions from all three methods. We observe that the results from the node-
wise limiting and the element-wise limiting schemes are very similar. They both become wavy
near the right boundary. The results from the low order positivity preserving method are much
more dissipative than the results from the convex limited schemes. The node-wise limiting scheme
produces slightly larger oscillations; however, these oscillations may not be physical as they are
not observed in other reference solutions in the literature [47, 3]. The numerical results from the
element-wise limited scheme are more consistent with reference solutions from the literature. This
may be due to the fact that an element-wise constant limiting factor preserves a semi-discrete
entropy inequality [37].

5.5 Wave over a bump

The last experiment we perform is a 2D simulation of a wave passing over a bump. The bottom
geometry is modeled by a Gaussian bump with a height such that the bump is never entirely
submerged. This experiment provides a test of how our numerical solution handles a persistent dry
area. We use polynomial degree N = 3 with a total of 8192 (64 x 64 x 2) elements. This experiment

18



Figure 14: Top view (top row) and side view (bottom row) of the dam break problem at T = 0.25.
Left: node-wise limiting. Middle: element-wise limiting. Right: low order scheme

A

Figure 15: Top view (top row) and side view (bottom row) of the dam break problem at T = 0.5.
Left: node-wise limiting. Middle: element-wise limiting. Right: low order scheme

19



Figure 16: Top view (top row) and side view (bottom row) of the dam break problem at T = 0.75.
Left: node-wise limiting. Middle: element-wise limiting. Right: low order scheme

1Ll
. d

Figure 17: Top view (top row) and side view (bottom row) of the dam break problem at T = 1.
Left: node-wise limiting. Middle: element-wise limiting. Right: low order scheme
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runs on the domain [—1,1]? with periodic boundary conditions. The bottom topography is given
by the following expression:

bz, y) = 5exp(—25(2 + 7)), (5.16)
and the initial condition, as shown in Fig. 18, for this experiment is
h(z,y) = max(0, exp(—25((z. 4+ 0.5).2)) + 2 — b), (5.17)
1 ifh>2,
u(x,y) = v =0. 5.18
(@) {O otherwise, ( )

We run this experiment up to time T = 1 and plot numerical solutions from three different
schemes. In Fig. 19, Fig. 20, Fig. 21, and Fig. 22, we present the solutions from node-wise
limiting scheme, element-wise limiting scheme, and the lower order positivity preserving scheme.
For all schemes, we observe that the wave propagates along the x-axis, hits the bump and splits, and
converges after passing it. We notice that our solution contains small oscillations at the wavefront
but never blows up. The water height remains positive even in the presence of a dry area throughout
the entire experiment. We observe that the results from the node-wise limiting scheme are very
similar to the results from the element-wise limiting scheme for this problem.

5.6 Malpasset dam break

To validate the robustness of our positivity-preserving entropy stable DG method, we perform
a large scale simulation of the flood resulting from the Malpasset dam failure, which occurred in
southern France in 1959. The Malpasset dam was located in a narrow valley on Reyran River,
about 12 km north of the town of Frejus. The dam failed catastrophically, flushing an enormous
wave about 40 to 60 meters down the valley and causing massive destruction. We refer the reader
to [48, 49, 50] for a detailed description of this problem.

This historical disaster provides a realistic and challenging setting in which to study the behavior
of the proposed positivity-preserving method. We obtained the mesh and bathymetric data from
[51]. The mesh consists of 18368 triangular elements, and the bathymetric data is given by 13541
measurements at points which are different from the mesh vertices. We interpolate the bathymetric
data to quadrature points using nearest neighbor local least squares interpolation from [52]. Then,
we project the data onto the degree N polynomial space to ensure that the bathymetry is continuous
and approximated to high order accuracy. We follow a slightly simplified approach as in [37] and
consider the dam to be a straight line between the points (4701.18,4143.41) and (4655.5,4392.1).
The dam is marked in red in Fig. 23(a). The initial water heights in the reservoir are set to
max{100 — b, tol}, where b is the bathymetry height. We then set the water heights in the ocean
to be max{0 — b, tol} where b < 0.

To obtain more physically realistic solutions in this experiment, we also incorporate bottom
friction in this simulation as in Eq. (3.5) in [53]. In particular, we add the following terms for the
source terms for each node i:

0
____2gn2(hu)i[]v]|2m;
h]+max{h] 2gn?dt||v||2} (5.19)
_ 2gn®(hw)illv]]ams
h]+max{h; ,2gn?dt||v||2}
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Figure 19: Top view (top row) and side view (bottom row) of water surface and dry area for wave
over a bump at T = 0.25. Left: node-wise limiting. Middle: element-wise limiting. Right: low
order scheme

T
‘o

Figure 20: Top view (top row) and side view (bottom row) of water surface and dry area for wave
over a bump at T = 0.5. Left: node-wise limiting. Middle: element-wise limiting. Right: low order
scheme
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Figure 21: Top view (top row) and side view (bottom row) of water surface and dry area for wave
over a bump at T = 0.75. Left: node-wise limiting. Middle: element-wise limiting. Right: low
order scheme
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Figure 22: Top view (top row) and side view (bottom row) of water surface and dry area for wave
over a bump at T = 1. Left: node-wise limiting. Middle: element-wise limiting. Right: low order
scheme
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where g = 9.8 denotes the gravitational acceleration, ||v||2 denotes the 2 norm of the velocity, and
dt denotes the time step. We use v = % and n = 0.04 for Manning’s roughness coefficient on the
entire domain. The bottom friction reduces the magnitude of the velocity of the flow and provides
more physically realistic solutions in this simulation. Our numerical scheme is stable even in the
absence of friction, but without friction the shallow water equations generate larger flow velocities
that exceed typical water velocities in flash floods in nature [54].

Finally, we modify the element wise limiting strategy in this experiment to enforce a stronger lo-
cal positivity condition, which improves robustness and enables larger time steps based on Theorem

3.1. We enforce the following conditions:

h > ehl, (5.20)
le ==L + (1 — 4,)h > enl, (5.21)

where h” denotes the low order solution, € = 0.9 and ¢, denotes the element-wise limiting factor.
Not only are element-wise limiting factors cheaper to calculate, but this relaxed limiting scheme
improves computational efficiency and bounds the water heights farther away from zero. This has
the added advantage of avoiding small time step sizes due to spikes in the velocity, which can occur
when computing the velocity by dividing the momentum by a small water height.

We use polynomials of degree N = 1 and N = 2 with final time T" = 3000. We show in Fig.
23 and Fig. 24 the water heights at various times after the collapse of the dam. We observe that
the water heights remain positive throughout the entire simulation. Our numerical schemes remain
stable despite the initial discontinuity in the water heights at the dam, the presence of multiple
wet /dry fronts, and highly variable bathymetric profiles. Our numerical results are comparable, in
terms of the flood front and water heights, to those from [55, 48, 56, 57].

We notice that one of the most significant drawbacks of our numerical schemes is the small time
steps it allows. We find that experiments with larger time steps either violate the positivity of the
water heights or produce inaccurate and unrealistic solutions.

6 Conclusions

In this paper, we have presented a high order entropy stable positivity-preserving numerical
scheme based on DG methods for the shallow water equations in 1D and on 2D with triangular
meshes. This numerical method can preserve the positivity of water heights under an appropriate
time step restriction. We apply the convex limiting technique on a low order positivity preserving
method and a high order nodal SBP method to obtain this final scheme. This method can achieve
high order of accuracy away from dry areas while remaining stable at the wet-dry front. We provide
both 1D and 2D numerical experiments to demonstrate our theoretical findings.
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Figure 23: Top view of the water height for the Malpasset dam break problem at various times for
N = 1. The color code is based on the initial water height.
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N = 2. The color code is based on the initial water height.
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Appendix A: Construction of low order operators

In this appendix, we describe the procedures to compute lower order operators. We use a
meshfree approach on the SBP nodes. We start by building a connectivity graph on the SBP
nodes. Then, we solve a graph-Laplacian problem based on the connectivity graph to form the low
order operators.

A.1 Construction of sparse connectivity graph

To construct the low order operator QZ-L, we need to introduce a connectivity graph. This
connectivity defines the adjacency matrix A from the previous section. We first use uniform radius
r = « to define to determine the neighbors of each node, such that node j € I(7) if the distance
between node j and ¢ is less or equal to the radius r. However, this approach is less well suited
to non-uniform node distributions, which is the case for the Gauss-Legendre quadrature node and
Gauss-Lobatto quadrature nodes shown in Fig. 1 and Fig. 2, respectively. Then, we investigate
the scaling of the radii calculated from coefficient o and the quadrature weight of the node raised
to some power. So now the radius r; for node ¢ can be written as

ri = a(w;)?P, (A.1)

where w; is the quadrature weight of the node ¢ and p is some power. With our experimental
1

approach, we test many different combinations of o and p and discover that & = 1.0 and p = 3
would produce sparsest connectivity graph. For illustration, we plot the circles with radii r; on
nodes with different quadrature weights in Fig. 25. The red circles define the neighborhoods of
nodes. We observe that nodes with greater weights form neighborhoods with larger radii.

Notice that we still need the low order operator constructed from this connectivity graph to
satisfy the requirements in (3.2). Therefore, @ can not be arbitrarily small. In Fig. 26, we notice
that the smaller radius can produce a much sparser low order operator by reducing the number
of connected nodes. Sparsity can increase the accuracy of the algorithm. It also improves the

computing speed because of the fewer number of non-zero terms in the matrix.

A.I1 Meshfree construction of low order summation-by-parts matrices

This setup defines an undirected finite graph (V| E), where the vertices consist of all the quadra-
ture points. (j, k) is an edge of the graph, i.e., (j,k) € E, iff j € I(k) and k € I(j). We use (V, E)
to refer to the connectivity graph. Let r denote the radius of a ball. Then we define a adjacency
matrix A where Aj;, = 1, for j # k if the distance between node j and k is less or equal to r and
A;, = 0 otherwise. j € I(k) iff A;, =1, We let Aj; = [I(j)], the number of nodes adjacent to node

VE
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Figure 25: Left: neighborhood of a interior nodes with larger weights. Right: neighborhood of a
boundary node with smaller weights. The sizes of the nodes are proportional to its quadrature
weights. The central nodes of the neighborhoods are marked in red.

We first build a mesh-free low order differentiation operator QZL in the 7th coordinate direction
with the summation-by-part property. We require that

QF +(QF)" = B; = diag(n; o w), (A.2)
We can rewrite Eq. (A.2) as
Q=S+ %Bz’, (A.4)

where S is skew-symmetric. We assume that Sj;, = ¢; — ¢y, for entries ¢; and ¢, of some “potential”
vector ¢. Enforcing QZL 1 = 0 then implies that

1 1
—51=5Bi1 — Z (0r — &5) = 5(Bi)j; (A.5)
kel(y)

-S1

This is equivalent to a Neumann-type graph-Laplacian problem in [58]. We can define the graph
Laplacian matrix L = D — A, where D is the diagonal degree matrix whose entries are the degrees
of each vertex. Then (A.5) can be written as L® = %Bl, and we solve the graph Laplacian problem
subject to @71 = 0, where P, = ¢;. We solve the system with Lagrange multiplier and use the
entries in vector ® to define the entries in S. Last, we use Eq. (A.4) to obtain the differential
operator QF.
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Figure 26: (a) Connectivity map of quadrature nodes with o = 1.0. (b) Spy diagram for low order
operator with w = 1.0. (c¢) Connectivity map of quadrature nodes with o = 2.5. (d) Spy diagram
for low order operator with o = 2.5.
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Appendix B: Effect of sparsity of the low order operators on nu-
merical dissipation

In this appendix, we demonstrate the effect of sparsity of low order operators on the quality of
the low order positivity-preserving numerical solution. We test the low order scheme with low order
operators constructed using different connectivity graphs. We utilize a sine wave initial condition
on mesh defined on [—1,1] x [—1,1] with a 16 x 16 grid with periodic boundary conditions and a
flat bottom topography. The initial conditions for this experiment are

h(z,y) = sin (7x), hu(x,y) = hv(x,y) = 0. (B.6)

We run each low order scheme up to 7' = 0.1 with different connection radii o and present the
results in Fig. 27. We observe that the solutions become more dissipative as the radii « increases.
The larger @ becomes, the more connected the quadrature nodes are, resulting in graph viscosity
being applied between more pairs of nodes. Choosing smaller values for « results in sparser low
order operators, which sharpens the numerical solution and avoids introducing extraneous artificial
dissipation.
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Figure 27: Sine wave on low order scheme with top view (top row) and side view (bottom row) at
T =1. Left: a =1.0. Right: o =2.25

Appendix C: Shallow water equations in 1D and 2D

In this appendix, we introduce the shallow water equations in 1D and 2D, as well as their flux
and entropy functions.
For the 2D shallow water equations, the conservative variable is

u = [h, hu, hv]T, (C.7)
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and the flux functions are

fi = [hu, hu® + gh?/2, huv]” (C.8)

f2 = [ho, huv, v + gh* /2] (C.9)

We can derive the 1D shallow water equations from the 2D shallow water equations by assuming

a rectangular domain with length L, and L, in the x and y directions, respectively. If L, < L, and

wall boundary conditions are imposed, then we expect v to be small and h,u to be near-constant
along the y-direction. These simplifications result in the 1D shallow water equations

0 [h 0 hu
ai [hu] oz [mﬂ + gh? /2} =5 (C.10)

The mathematical entropy for the shallow water equations corresponds to total energy, and is
given by

Stu) = 5 (hIUI + g?)

where ||U]|> = 42 in 1D and ||U||* = u2 + v? in 2D. The entropy variables v in 2D are given by
L2
vlzgh—aHUH , vy = u, vz = 0.

In 1D, the entropy variables are simply v = [vy, UQ]T. The inverse mapping in 2D is given by

v+ 30|17 v + 30|17 v+ 31U
hzil 2” ”, huzil 2” | v9 = hug, hvzil 2” ” vy = hwvs.
g g g

where we can compute ||U[|> = v3 4+ v3 in terms of the entropy variables. The inverse mapping in
1D follows by ignoring hv and setting |U||* = v3.

The source terms of the shallow water equations that correspond to continuous bottom topogra-
phies are define as:

0
S = |—ghb,| in2D and S = 0 in 1D, (C.11)
_ghba:
—ghb,

where the subscripts (.), or (.), denote directional derivatives along « and y axis, respectively.
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