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We present a measurement of the differential shapes of exclusiveB → D�lν̄l (B ¼ B−; B̄0 and l ¼ e, μ)
decays with hadronic tag-side reconstruction for the full 711 fb−1 Belle dataset. We extract the Caprini-
Lellouch-Neubert (CLN) and Boyd-Grinstein-Lebed (BGL) form factor parameters and use an external
input for the absolute branching fractions to determine the Cabibbo-Kobayashi-Maskawa matrix element
and find jVcbjCLN ¼ ð40.2� 0.9Þ × 10−3 and jVcbjBGL ¼ ð40.7� 1.0Þ × 10−3 with the zero-recoil lattice
QCD point F ð1Þ ¼ 0.906� 0.013. We also perform a study of the impact of beyond zero-recoil lattice
QCD calculations on the jVcbj determinations. Additionally, we present the lepton-flavor universality
ratio Reμ ¼ BðB → D�eν̄eÞ=BðB → D�μν̄μÞ ¼ 0.993� 0.023� 0.023, the electron and muon forward-
backward asymmetry and their difference ΔAFB ¼ 0.028� 0.028� 0.008, and the electron and muon D�

longitudinal polarization fraction and their difference ΔFD�
L ¼ 0.030� 0.025� 0.007. The uncertainties

quoted correspond to the statistical and systematic uncertainties, respectively.
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I. INTRODUCTION

The precise determination of the absolute value of the
Cabibbo-Kobayashi-Maskawa (CKM) matrix element Vcb
is important to test the validity of the Standard Model of
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particle physics [1,2]: its value constrains the amount of
CP-violating effects in the quark sector [3] and is needed to
predict branching fractions of rare decay processes [4,5].
Semileptonic decays into charmed hadrons offer a clean
avenue to determine jVcbj; the decay rate of such proc-
esses is theoretically better understood than purely had-
ronic decays, and measurements of fully leptonic Bc
decays will only be possible at future experimental
facilities [6]. Indirect determinations with reasonable
precision via loop processes are also possible [7].
Existing determinations of jVcbj with semileptonic decays
focus either on inclusive decays [8,9] or on exclusive final
states, with B → D�lν̄l being the exclusive channel with
the most precise results [10]. The obtained values of jVcbj
are, however, only marginally compatible between inclu-
sive and exclusive determinations, exhibiting a tension of
about 3σ [11].
In this paper, measurements of normalized differential

distributions of B̄0→D�þlν̄l and B−→D�0lν̄l are pre-
sented.1 These distributions provide the necessary exper-
imental input to determine the nonperturbative form factors
governing the strong decay dynamics of the process.
Knowledge of the functional form of the form factors in
combination with information from lattice QCD or other
nonperturbative methods on their absolute normalization,
allow the determination of jVcbj using

jVcbj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BðB → D�lν̄lÞ
τBΓðB → D�lν̄lÞ

s
: ð1Þ

Here B denotes an externally measured branching fraction
of the process, Γ is the predicted decay rate omitting the
CKM factor jVcbj2, and τB is the B meson lifetime.
To maintain a high resolution in the kinematic quantities

of interest and a high signal purity, we make use of the
improved hadronic tagging algorithm of Ref. [12]. This
algorithm hierarchically reconstructs the accompanying
Btag meson in the ϒð4SÞ → BsigBtag decay in Oð10000Þ
exclusive hadronic decay channels and selects candidates
based on a multivariate method. With this the signal Bsig

kinematic properties are accessible, allowing for the
direct calculation of the four-momentum transfer squared,
q2 ¼ ðpB − pD� Þ2, with the B ðD�Þ meson momentum pB
(pD�), and the three angular relations necessary to describe
the full B → D�lν̄l decay cascade (illustrated in Fig. 1).
Due to the challenges of determining absolute efficiencies
when using algorithms such as that of Ref. [12], we only
focus on measuring normalized differential shapes. To
determine jVcbj we make use of external inputs for the
branching fraction. We report one-dimensional (1D) pro-
jections of the decay angles and hadronic recoil parameter
w, which are fully corrected for detector effects and

efficiencies, and we provide the correlations to allow for
a simultaneous analysis of the decay angles and w in all
considered decay modes.
This paper is organized as follows: Sec. II provides a

brief overview on the theory of B → D�lν̄l decays,
including definitions for the measured angular relations
and the hadronic recoil parameter. Sections III and IV
summarize the dataset, event reconstruction, and selection.
Section V describes the background subtraction fit and
Sec. VI the unfolding of detector resolution effects. In
Sec. VII an overview of the evaluated systematic uncer-
tainties is given. Section VIII presents our results and our
conclusions are presented in Sec. IX.

II. THEORY OF B → D�lν̄l DECAYS

In the SM, semileptonic B → D�lν̄l decays are medi-
ated by a weak charged current interaction. The dominant
theory uncertainty in predicting the semileptonic decay
rate arises in the description of the hadronic matrix
elements. These matrix elements can be represented in
terms of four independent form factors hA1−3;V in the heavy
quark symmetry basis [13]:

hD�jc̄γμbjBiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mBmD�

p ¼ ihVεμναβϵ�νv0αvβ ð2Þ

hD�jc̄γμγ5bjBiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mBmD�

p ¼ hA1
ðwþ 1Þϵ�μ − hA2

ðϵ� · vÞvμ

− hA3
ðϵ� · vÞv0μ: ð3Þ

Here w ¼ v · v0 ¼ ðm2
B þm2

D� − q2Þ=ð2mBmD� Þ is the
hadronic recoil parameter, which can be expressed as
the product of the two four-velocities v ¼ pB=mB and
v0 ¼ pD�=mD� . Further, ϵ� denotes the D� polarization
vector and εμναβ is the Levi-Civita tensor. The form factors
are functions of q2, or equivalently w. For l ¼ e, μ the

FIG. 1. Visualization of the decay angles in B → D�lν̄l. For
definitions see text.

1Charge conjugation is implied and l ¼ e, μ.

M. T. PRIM et al. PHYS. REV. D 108, 012002 (2023)

012002-2



B → D� transition can be fully described by the form factor
hA1 and the two form factor ratios,

R1ðwÞ ¼
hV
hA1

; R2ðwÞ ¼
hA3

þ r�hA2

hA1

; ð4Þ

with r� ¼ mD�=mB.
An alternative common choice to describe the B → D�

decay transition is to represent the decay with form factors
g; f; F1 [14,15], which are related to the form factors of the
heavy quark symmetry basis as

hA1
¼ f

mB

ffiffiffiffiffi
r�

p ðwþ 1Þ ; hV ¼ gmB

ffiffiffiffiffi
r�

p
; ð5Þ

hA1
ðw − r� − ðw − 1ÞR2Þ ¼

F1

m2
B

ffiffiffiffiffi
r�

p ðwþ 1Þ : ð6Þ

The functional forms of the form factors have to be
obtained using fits to differential distributions and/or
to input from nonperturbative methods such as lattice
QCD [16,17]. There are various theoretical approaches
used to parametrize the B → D� form factors.
The BGL parametrization [14,15] makes use of disper-

sive bounds and applies a conformal transformation to
approximate the form factors as a series expansion. The
conformal transformation maximizes the statistical power
of the data by ensuring a fast convergence of the expansion.
Following Refs. [18,19] we introduce the conformal
variable

z ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
wþ 1

p
−

ffiffiffi
2

p
ffiffiffiffiffiffiffiffiffiffiffiffi
wþ 1

p þ ffiffiffi
2

p ; ð7Þ

and parametrize the form factors in terms of fan; bn; cng
expansion coefficients

gðzÞ ¼ 1

PgðzÞϕgðzÞ
Xna−1
n¼0

anzn; ð8Þ

fðzÞ ¼ 1

PfðzÞϕfðzÞ
Xnb−1
n¼0

bnzn; ð9Þ

F1ðzÞ ¼
1

PF1
ðzÞϕF1

ðzÞ
Xnc−1
n¼0

cnzn: ð10Þ

Here na=b=c denotes the truncation order of the expansion.
Note that c0 and b0 are not independent, but are related via

c0 ¼
�ðmB −mD�ÞϕF1

ð0Þ
ϕfð0Þ

�
b0: ð11Þ

Further, PjðzÞ ðj ¼ g; f; F1Þ are Blaschke factors, which
remove poles for the region q2=c2 < ðm2

B þm2
D� Þ, and

ϕjðzÞ are the outer functions [18].
The CLN parametrization [20] applies dispersive bounds

and incorporates quark model inputs from QCD sum rules
to obtain a prediction for a z expansion of hA1

, with
coefficients depending only on a slope parameter ρ2, and
normalizations R1=2ð1Þ. The parametrization incorporates
corrections to R1=2ðwÞ up to second order in (w − 1):

hA1
ðzÞ ¼ hA1

ðw ¼ 1Þð1 − 8ρ2zþ ð53ρ2 − 15Þz2
− ð231ρ2 − 91Þz3Þ; ð12Þ

R1ðwÞ ¼ R1ð1Þ − 0.12ðw − 1Þ þ 0.05ðw − 1Þ2; ð13Þ

R2ðwÞ ¼ R2ð1Þ þ 0.11ðw − 1Þ − 0.06ðw − 1Þ2: ð14Þ

In the following both of these parametrization are used
to determine jVcbj from our measurements of the one-
dimensional hadronic recoil and decay angle projections
of the B → D�lν̄l decay rate. The decay rate is fully
parametrized in terms of w and the three angles introduced
in Fig. 1:

(i) cos θl: The angle between the lepton and the direc-
tion opposite the B meson in the virtual W-boson
rest frame.

(ii) cos θV : The angle between the D meson and the
direction opposite the B meson in the D� rest frame.

(iii) χ: The azimuthal angle between the two decay
planes spanned by the W − l and D� −D systems
in the B meson rest frame.

III. THE BELLE DETECTOR AND DATASET

We analyze the full Belle dataset of ð772� 10Þ × 106

B meson pairs, produced at the KEKB accelerator complex
[21] with a center-of-mass energy of

ffiffiffi
s

p ¼ 10.58 GeV at
the ϒð4SÞ resonance. In addition, we use 79 fb−1 of
collision data recorded 60 MeV below theϒð4SÞ resonance
peak to derive corrections and carry out cross-checks.
The Belle detector is a large-solid-angle magnetic

spectrometer that consists of a silicon vertex detector
(SVD), a 50-layer central drift chamber (CDC), an array
of aerogel threshold Čerenkov counters (ACC), a barrel-
like arrangement of time-of-flight (TOF) scintillation
counters, and an electromagnetic calorimeter comprised
of CsI(Tl) crystals (ECL) located inside a superconducting
solenoid coil that provides a 1.5 T magnetic field. An iron
flux return located outside of the coil is instrumented to
detect K0

L mesons and to identify muons (KLM). A more
detailed description of the detector, its layout and perfor-
mance can be found in Ref. [22] and in references therein.
Charged tracks are identified as electron or muon

candidates by combining information from multiple sub-
detectors into a lepton identification likelihood ratio, LLID.
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For electrons the identifying features are the ratio of the
energy deposition in the ECL with respect to the recon-
structed track momentum, the energy loss in the CDC, the
shower shape in the ECL, the quality of the geometrical
matching of the track to the shower position in the ECL,
and the photon yield in the ACC [23]. Muon candidates are
identified from charged track trajectories extrapolated to
the outer detector. The identifying features are the differ-
ence between expected and measured penetration depth as
well as the transverse deviation of KLM hits from the
extrapolated trajectory [24]. Charged tracks are identified
as pions or kaons using a likelihood classifier, which
combines information from the CDC, ACC, and TOF
subdetectors. In order to avoid large systematic uncertain-
ties from the efficiencies of reconstructing K0

L mesons, they
are not explicitly reconstructed in what follows. Photons
are identified as energy depositions in the ECL without an
associated track.
We carry out the entire analysis in the Belle II analysis

software framework [25]. The recorded Belle collision data
and simulated Monte Carlo (MC) samples are converted
using the software described in Ref. [26]. MC samples of
B meson decays and nonresonant processes are simulated
using the EvtGen generator [27]. The MC sample sizes
correspond to approximately ten and six times the Belle
integrated luminosity for B meson and continuum decays,
respectively. The interactions of particles traversing the
detector are simulated using GEANT3 [28]. Electromagnetic
final-state radiation (FSR) is simulated using the PHOTOS

[29] package. The efficiencies from the MC simulation
are corrected using data-driven methods. In particular, the
slow pion efficiency, which impacts the slope of the form
factor and the determination of jVcbj was determined in
bins of the slow pion momentum, using B → D�π data. We
update the branching fractions for the B → Dð�;��Þlν̄l
decay modes and the subsequent Dð�Þ decays to the latest
values in Ref. [3]. The branching fraction gap between the
inclusive B → Xclν̄l decays and the sum-of-exclusive
decays is filled with B → Dð�Þηlν̄l and B → Dð�Þππlν̄l
decays. The differential distributions for B → Dlν̄l decays
are updated by reweighting the simulated data to the BGL
form factor parametrization obtained from fits provided in
Ref. [30], and for B → D�lν̄l decays to the form factor
parameters given in Ref. [31]. The decay model for B →
D��lν̄l decays is updated to Ref. [32].

IV. EVENT RECONSTRUCTION AND SELECTION

We select a sample of B → D�lν̄l events with which we
determine the distributions of the kinematic variables w,
cos θl, cos θV , and χ. In the following, B → D�lν̄l refers to
all the decay channels considered. When we refer to any
specific decay, the charge of theB orDð�Þmeson is explicitly
stated. We consider both charged and neutral B mesons
with the decay chains B̄0 → D�þlν̄l, D�þ → D0πþ and

D�þ → Dþπ0, and B− → D�0lν̄l with D�0 → D0π0,
respectively. The decay D�0 → D0γ has a different
Lorentz structure resulting in different angular distributions,
requiring a dedicated analysis, and is therefore omitted. We
reconstruct the following decays of the D mesons:
Dþ →K−πþπþ, Dþ → K−πþπþπ0, Dþ → K−πþπþπþπ−,
Dþ → K0

Sπ
þ, Dþ → K0

Sπ
þπ0, Dþ → K0

Sπ
þπþπ−, Dþ →

K0
SK

þ, Dþ → KþK−πþ, D0 → K−πþ, D0 → K−πþπ0,
D0 → K−πþπþπ−, D0 → K−πþπþπ−π0, D0 → K0

Sπ
0,

D0 → K0
Sπ

þπ−, D0 → K0
Sπ

þπ−π0, and D0 → K−Kþ.
Primary charged tracks are required to have impact

parameters dr < 2 cm and jdzj < 4 cm, which are defined
perpendicular to, and along the beam-axis, respectively.
In addition to selecting the primary charged tracks to be
consistent with the interaction point (IP), a transverse
momentum of pT > 0.1 GeV=c is required for these tracks.
Muons, electrons, charged pions, kaons and protons are
identified using information from the particle identification
subsystems. Electron (muon) tracks are further required
to have a momenta in the lab frame pLab > 0.3 GeV=c
(pLab > 0.6 GeV=c). The momenta of particles identified
as electrons are corrected for bremsstrahlung by adding
photons within a 2° cone defined around the electron track
at the point of closest approach to the IP.
Photons are selected with energies of Eγ > 100, 150, and

50 MeV in the forward endcap (covering the polar angle
(12° < θ < 31°), backward endcap (132° < θ < 157°) and
barrel (32° < θ < 129°) part of the calorimeter, respec-
tively. The π0 candidates are reconstructed from photon
pairs and required to have reconstructed invariant mass in
the range 104 MeV=c2 to 165 MeV=c2. Additionally, the
difference of the reconstructed π0 mass from the nominal
mass of mπ0 ¼ 135 MeV=c2 has to be smaller than 3σ,
where σ is the estimated mass resolution.
K0

S mesons are reconstructed from two oppositely
charged tracks and selected with a multivariate method
and within a reconstructed invariant mass window of
398 MeV=c2 and 598 MeV=c2. The difference of the
reconstructed K0

S mass from the nominal value of mK0
S
¼

498 MeV=c2 has to be smaller than 3σ of the estimated
mass resolution. A description of the multivariate method
can be found in Ref. [33].
D meson candidates are reconstructed in the sixteen

decays listed above, with mass window selection criteria
depending on the final state particles involved. The π0

daughter particles from these D meson candidates must
have a center-of-mass momentum pCMS

π0
> 0.2 GeV=c,

except for the final state D0 → K−πþπþπ−π0, where this
selection is not applied. To reduce the combinatorial
background, we rank the reconstructed D mesons by the
absolute difference of the reconstructed mass to the
nominal mass (mDþ ¼1.87GeV=c2, mD0 ¼ 1.86 GeV=c2)
and select up to ten candidates with the lowest mass
difference.
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D� mesons are reconstructed in three different decay
channels: D�0 → D0π0slow, D�þ → Dþπ0slow, and D�þ→
D0πþslow. We require charged slow pions to have a center-
of-mass momentum smaller than 0.4 GeV=c, and a mass
difference ΔMðD;D�Þ ¼ MD� −MD to be smaller than
0.155 GeV=c2 (0.160 GeV=c2) for D�þ (D�0) mesons.
We reconstruct Bsig candidates with the selected D�

candidates and lepton candidate and only impose a loose
selection at this stage and require that the reconstructed
invariant mass lies in the interval ½1.0; 6.0� GeV=c2 to
reduce combinatorial background. We perform a global
decay chain vertex fix using the TreeFitter [34]
implementation, to retrieve a quality indicator for our
candidate particles in the form of the p-value of the vertex
fit, which is used at a later stage. Events that cannot be
fitted successfully are rejected.

Btag mesons candidates are reconstructed using the Full
Event Interpretation (FEI) [12]. We select candidates with a
beam-constrained mass

Mtag
bc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s=2 −  p2

tag

q
> 5.27 GeV=c2; ð15Þ

and energy difference ΔEtag ¼ Etag −
ffiffiffi
s

p
=2 within the

interval

−0.15 GeV < ΔEtag < 0.10 GeV; ð16Þ

with ptag ¼ ðEtag;  ptagÞ denoting the 4-momentum of the
Btag in the center-of-mass frame. Exploiting the clean
environment provided by eþe− collisions, we impose a
completeness constraint on the event by recombining

FIG. 2. The differential distributions of the kinematic variables describing the differential decay rate of B → D�lν̄l are shown in our
four decay modes. The MC expectation was normalized to the number of observed events in data.
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the ϒð4SÞ candidate from a tag- and signal B meson
and require that no additional charged particles are present
in the event. The ϒð4SÞ candidates are reconstructed
of Bþ

sigB
−
tag, B0

sigB̄
0
tag, B

�
sigB

0
tag, B

0
sigB

�
tag, B0

sigB
0
tag, combina-

tions and their charge conjugates. The reconstructed
invariant mass of the ϒð4SÞ candidate must be in the
range Mϒð4SÞ ∈ ½7.0; 13.0� GeV=c2.
Continuum events are suppressed using event shape

variables, such as the magnitude of the thrust of final-state
particles from both B mesons, the reduced Fox-Wolfram
moment R2, the modified Fox-Wolfram moments [35], and
CLEO Cones [36]. These variables are combined using a
multivariate classifier with an optimized implementation of
gradient-boosted decision trees [37].
We apply a final best candidate selection on all candi-

dates, to reduce the number of candidates in each event to a
single one. We select the candidate with the lowest EECL,
which is the sum of unassigned photon clusters in the full
event reconstruction. Subsequently, if there is more than
one such candidate, we select the candidate with the
smallest jΔEtagj. If this selection remains inconclusive,
we select a random candidate.

V. RECONSTRUCTION OF KINEMATIC
QUANTITIES AND SIGNAL EXTRACTION

After our requirements are applied, the distributions of
the kinematic variables describing the decay are shown
in Fig. 2.
We perform background subtraction with binned like-

lihood fits to themissingmass squared distribution defined as

M2
miss ¼ p2

miss ¼ ðpeþe− − ptag − pD� − plÞ2; ð17Þ

where the momenta of the colliding eþe−-pair, the recon-
structed tag side B, the reconstructed signal sideD�, and the
signal lepton are denoted as peþe− , ptag, pD� , and pl,
respectively.
The resolution of the signal events is underestimated

in the MC and corrected for by smearing the M2
miss

distribution in the vicinity of the peak close to zero
GeV2=c2. This is achieved by convolving the MC M2

miss
distribution with an asymmetric Laplace distribution,
whose parameters are optimized to minimize data and
MC disagreements. This procedure increases the root-
mean-square of the MC distribution in the vicinity of the
peak (−0.5 GeV2=c4 < M2

miss < 0.5 GeV2=c4) by approx-
imately 2.8% from 0.197 GeV2=c4 to 0.203 GeV2=c4 and
behaves similarly for B̄0 and B− decays. The inclusive
distribution after the correction for the B̄0 and B− modes is
shown in Fig. 3.
Likelihood fits are carried out separately for B̄0 and B−

candidates, and for e and μ modes, in bins of w and the
decay angles in order to determine the B → D�lν̄l signal
yields in the chosen bins by subtracting the background

yields. We choose ten equidistant bins with a width of 0.05
for w ∈ ½1; 1.5� and widen the last bin to recover all events
outside of the physical region due to resolution effects and
to be insensitive to lepton mass effects. The ten bins in each
of the three angular variables cos θl, cos θV , and χ are also
chosen with equidistant binning. In total 4 × 40 ¼ 160
separate fits are carried out.
The likelihood function for a given fit is constructed

from the product of individual Poisson distributions P and
nuisance-parameter (NP) constraints Gk,

L ¼
Ybins
i

Pðni; νiÞ ×
Ysystematics

j

Gj; ð18Þ

FIG. 3. The reconstructed M2
miss distribution after our final

selection for the B̄0 → D�þlν̄l (top) channel and the B− →
D�0lν̄l (bottom) channel. In this plot we average over the
electron and muon modes. The gray dotted vertical lines indicate
the binning used for the signal extraction described in the text.
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with ni denoting the number of observed data events
and νi the total number of expected events in a given
bin i. The treatment of the systematics with nuisance
parameters is discussed in detail in Sec. VII. We divide
the M2

miss spectrum into 5 bins with the bin edges at
½−1.0;−0.25; 0.25; 0.75; 1.25; 2.0� GeV2=c4. This coarse
binning is chosen to reduce the sensitivity to resolution
effects in the peak region to negligible level.
We split the simulated data into two categories to define

the templates used in the fit:
– Signal is defined to be a MC truth matched lepton
originating from a semileptonic B → D�lν̄l;l ¼ e, μ
decay. The D� meson does not have to be correctly
reconstructed for the B to be considered a signal
candidate, but it has to decay into a Dπ final state.

– Background includes: B → D�ð→ DγÞlν̄l with l ¼ e, μ
decays, B → Dlν̄l with l ¼ e, μ, τ decays, B → D�τν̄τ
decays, B → D��lν̄l decays, hadronic background
where the reconstructed lepton is a misidentified kaon
or pion, other processes from B decays, and continuum.

The number of expected events in a given bin, νi, is
estimated using MC simulation,

νi ¼
Xprocesses

k

fikηk; ð19Þ

with ηk the total number of events from a given template
k ¼ fSignal;Backgroundg with the fraction fik of such
events being reconstructed in the bin i. The likelihood
Eq. (18) is numerically maximized using IMINUIT [38,39] to
fit the number of expected events in the two categories, ηk,
using the observed events.
An example fit is shown in Fig. 4 for the 1 < w < 1.05

bin. The goodness-of-fit of likelihoods can be calculated in
the large sample limit [40] with

χ2P ¼ 2
XN
i¼0

�
ni log

ni
ν̂i
þ ν̂i − ni

�
; ð20Þ

where ν̂i is the estimated number of events in bin i. The
p-value is calculated as

Z
∞

χ2P

fχ2ðxjk ¼ 3Þdx; ð21Þ

with k ¼ 3 degrees of freedom and fχ2 denoting the χ2

distribution. The corresponding p-value distribution for all
160 fits is shown in Fig. 5 and is compatible with the
expected uniform behavior.
We determine the statistical correlation between the

marginalized distributions of the full four-dimensional rate
by considering:
(1) The statistical correlation of the data.
(2) The sample overlap in the MC distributions and

the systematic uncertainties on the signal and back-
ground shapes on M2

miss. This is used to correlate
the fit shape uncertainties between measured bins
associated with the finite sample size of the MC
simulation.

(3) Other systematic shape uncertainties, discussed
further in Sec. VII, are negligibly small and we
treat them as fully correlated between individually
measured bins.

The statistical correlation of the data between different
bins of different observables is determined by sampling
with replacement from the selected recorded data and
repeated fits to resolve Pearson correlation coefficients
as small as rdata ≈ 0.01. For cases without statistical over-
lap, e.g. neighboring bins in the same marginal distribution,
we set the correlation to zero.
We further determine the expected correlation in the MC

distributions by using the sample overlap

FIG. 4. The postfitM2
miss distribution in the B̄

0 → D�eν̄e mode,
in the 1 < w < 1.05 bin.

FIG. 5. The p-value distribution for the 160 fits performed in
different decay channels and kinematic regions. The distribution
is compatible with the expected uniform behavior.
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rMC ¼ nxyffiffiffiffiffi
nx

p ffiffiffiffiffinyp ð22Þ

in the peak region −0.25GeV2=c4<M2
miss<0.25GeV2=c4.

Here, nx=y refers to the number of events in a given bin of an
observable x; y ¼ w; cos θl; cos θV; χ and nxy refers to the
events that are in both bins of both observables under
consideration.

VI. UNFOLDING OF DIFFERENTIAL YIELDS

Detector resolution and mis-reconstructed D� mesons
causes migrations of events into neighboring bins in the
kinematic distributions. These effects must be taken into
account in order to compare the measured distribution with
a theoretical distribution. We proceed by unfolding our
measured spectrum, but also provide all components
necessary to forward fold a theoretical distribution.
The migrations can be quantified by determining a

detector response matrix R, which encodes the probability
P of an event within a generated bin to migrate into a
reconstructed bin,

Rij ¼ Pðreco bin ijgenerated bin jÞ: ð23Þ

These matrices are determined for each of the four decay
modes individually using simulated events, and illustrated
for the B̄0 → D�eν̄e decay mode in Fig. 6. The response
matrices are dominated by diagonal entries and exhibit a
similar structure in each of the four modes.
We unfold the signal yields determined in Sec. V using

matrix inversion. This produces the best linear unbiased
maximum likelihood estimator given by

ˆ μ ¼ R−1 ˆ n; ð24Þ

with ˆ n being our estimated background subtracted yields.
We correct for acceptance effects, and reverse the impact

of FSR photons from PHOTOS on the measured distribu-
tions. The acceptance functions for all modes are shown
in Fig. 7.
We find the shapes in the kinematic quantities, shown in

Fig. 8 and tabulated in Table I, after correcting our back-
ground subtracted yields for the migration and acceptance.
The self-consistency of the measurements are checked

by calculating averages of pairs of distributions, and by
comparing all four distributions, taking their covariance
matrices into account. The averaged spectrum  μ is calcu-
lated using a χ2 defined as

χ2 ¼
��

Δ  Γ
Γ

�m

−  μ

�
C−1
exp

��
Δ  Γ
Γ

�m

−  μ

�T

; ð25Þ

with the measured normalized partial decay rates ðΔ  Γ=ΓÞm
in bins of w and the helicity angles. We ignore the effects of

FIG. 6. Migration matrices for the B̄0 → D�eν̄e mode, for the
four marginal distributions: w; cos θl; cos θV; χ. These matrices
transform the reconstructed to the generated quantity.
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the different B̄0 and B− masses, which are significantly
smaller than the measured uncertainties on our shapes.
We calculate the average of the electron and muon modes
for the neutral (charged) decay mode B̄0 → D�þlν̄l
(B− → D�0lν̄l), the neutral and charged B meson modes
for the electron (muon) decay mode Bð0;−Þ → D�ðþ;0Þeν̄e
(Bð0;−Þ → D�ðþ;0Þμν̄μ), and for all decay modes B →
D�lν̄l. Details (χ2=ndf and p-values) are listed in Table II.

VII. SYSTEMATIC UNCERTAINTIES

For the M2
miss fits we studied uncertainties originating

from the branching fractions and form factor parametriza-
tions of the B → D�lν̄l and B → Dlν̄l decays in our
simulated events, the uncertainty from the overall limited
MC statistics, the lepton identification efficiency, the
efficiencies for reconstruction of tracks, neutral pions, slow

pions, and K0
S mesons, and the uncertainties of the

parameters describing the resolution smearing function.
The numerical values for the individual contributions of
the uncertainties to the normalized shapes are listed in
Appendix A.
The effect of systematic uncertainties is directly incor-

porated into the likelihood function in Eq. (18). For this we
introduce a vector of nuisance parameters, θk, for each fit
template k. Each vector element represents one bin. The
nuisance parameters are constrained in the likelihood using
multivariate Gaussian distributions Gk ¼ Gkð0; θk;ΣkÞ,
with Σk denoting the systematic covariance matrix for a
given template k. The systematic covariance is constructed
from the sum over all possible uncertainty sources affecting
a template k, i.e.

Σk ¼
Xerror sources

s

Σks; ð26Þ

with Σks the covariance matrix of error source s.
The impact of nuisance parameters is included in

Eq. (19) as follows. The fractions fik for all templates
are rewritten as

fik ¼
ηMC
ikP
jη

MC
jk

→
ηMC
ik ð1þ θikÞP
jη

MC
jk ð1þ θjkÞ

; ð27Þ

to take into account shape uncertainties. Here θik represents
the nuisance parameter vector element of bin i and ηMC

ik the
expected number of events in the same bin for event type k
as estimated from the simulation. The systematic effects on
the shape of M2

miss have a small impact on the yields in
M2

miss with the largest uncertainty from the finite sample
size of the simulated MC templates.
For the unfolding and acceptance correction procedure

we consider uncertainties originating from the D decay
branching fractions, the B → D�lν̄l form factors, the
limited MC statistics, the lepton identification efficiency,
and the efficiencies for reconstruction of tracks, neutral
pions, slow pions, and K0

S mesons. The impact of these
systematic effects on the unfolding and acceptance cor-
rection is determined by varying the MC sample used
to determine the migration matrices and acceptance
function within the uncertainty of the given systematic
effect, and repeating the unfolding and acceptance cor-
rection procedure.
The calibration factors for the FEI are determined from a

study of hadronically tagged inclusive B → Xclν̄l decays.
The study is performed in bins of the FEI signal probability,
which indicates the assigned quality of reconstruction for
each Btag candidate by the algorithm and in individual tag-
side channels. In total 34 groups of channels are calibrated
with a channel-dependent granularity of the FEI signal
probability ranging from 1 to 19 depending on the number

FIG. 8. Shapes for the four decay modes using matrix inversion
to correct for the migrations and applying the acceptance
correction.

FIG. 7. Acceptance functions for the four decay modes. As
expected there are differences for charged and neutral B mesons,
due to the charged and neutral slow pion reconstruction. The
uncertainty on the acceptance is statistical only and calculated
using normal approximation intervals. Additional systematic
uncertainties are considered, for details see the text.
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TABLE I. Normalized partial branching ratios ΔΓ in the observed bin Δx and the corresponding uncertainties for all channels and
projections.

B̄0 → D�þeν̄e B̄0 → D�þμν̄μ B− → D�0eν̄e B− → D�0μν̄μ
Projection Bin ΔΓ=Δx σ ΔΓ=Δx σ ΔΓ=Δx σ ΔΓ=Δx σ

w [1.00, 1.05) 0.059 0.010 0.053 0.010 0.066 0.006 0.056 0.005
[1.05, 1.10) 0.094 0.015 0.108 0.015 0.097 0.008 0.089 0.007
[1.10, 1.15) 0.108 0.014 0.084 0.013 0.112 0.009 0.143 0.009
[1.15, 1.20) 0.126 0.013 0.122 0.013 0.131 0.010 0.132 0.009
[1.20, 1.25) 0.120 0.012 0.125 0.011 0.099 0.010 0.117 0.009
[1.25, 1.30) 0.126 0.012 0.110 0.011 0.124 0.011 0.111 0.010
[1.30, 1.35) 0.104 0.010 0.117 0.010 0.099 0.010 0.098 0.010
[1.35, 1.40) 0.093 0.010 0.089 0.009 0.086 0.010 0.084 0.009
[1.40, 1.45) 0.097 0.009 0.092 0.010 0.107 0.011 0.093 0.011
[1.45, 1.51) 0.073 0.008 0.101 0.010 0.079 0.009 0.075 0.011

cos θl [−1.00, −0.80) 0.034 0.008 0.038 0.009 0.038 0.006 0.039 0.006
[−0.80, −0.60) 0.061 0.009 0.041 0.012 0.061 0.007 0.061 0.008
[−0.60, −0.40) 0.072 0.012 0.069 0.013 0.093 0.010 0.087 0.010
[−0.40, −0.20) 0.108 0.014 0.097 0.014 0.074 0.011 0.109 0.011
[−0.20, 0.00) 0.116 0.015 0.114 0.015 0.117 0.013 0.083 0.011
[0.00, 0.20) 0.088 0.015 0.112 0.015 0.112 0.013 0.132 0.012
[0.20, 0.40) 0.141 0.015 0.126 0.015 0.130 0.013 0.139 0.012
[0.40, 0.60) 0.128 0.015 0.143 0.014 0.134 0.013 0.109 0.011
[0.60, 0.80) 0.123 0.013 0.126 0.012 0.126 0.011 0.121 0.009
[0.80, 1.00) 0.129 0.010 0.134 0.010 0.116 0.008 0.121 0.008

cos θV [−1.00, −0.80) 0.128 0.009 0.132 0.009 0.142 0.012 0.151 0.011
[−0.80, −0.60) 0.122 0.010 0.102 0.009 0.119 0.013 0.105 0.014
[−0.60, −0.40) 0.090 0.010 0.105 0.011 0.092 0.014 0.093 0.013
[−0.40, −0.20) 0.092 0.012 0.065 0.011 0.078 0.016 0.093 0.014
[−0.20, 0.00) 0.091 0.014 0.094 0.013 0.083 0.016 0.078 0.014
[0.00, 0.20) 0.064 0.014 0.061 0.012 0.075 0.017 0.058 0.014
[0.20, 0.40) 0.092 0.016 0.077 0.016 0.082 0.017 0.087 0.015
[0.40, 0.60) 0.099 0.017 0.096 0.018 0.084 0.016 0.086 0.016
[0.60, 0.80) 0.072 0.019 0.123 0.020 0.117 0.016 0.114 0.015
[0.80, 1.00) 0.150 0.020 0.144 0.020 0.128 0.013 0.136 0.013

χ [0.00, 0.63) 0.093 0.014 0.078 0.012 0.100 0.014 0.065 0.013
[0.63, 1.26) 0.084 0.013 0.081 0.012 0.087 0.014 0.091 0.014
[1.26, 1.88) 0.104 0.013 0.123 0.013 0.128 0.015 0.122 0.014
[1.88, 2.51) 0.119 0.013 0.095 0.013 0.086 0.014 0.110 0.014
[2.51, 3.14) 0.065 0.011 0.080 0.012 0.098 0.015 0.092 0.013
[3.14, 3.77) 0.106 0.012 0.096 0.011 0.086 0.015 0.101 0.013
[3.77, 4.40) 0.114 0.013 0.109 0.013 0.084 0.014 0.095 0.014
[4.40, 5.03) 0.113 0.013 0.131 0.014 0.151 0.015 0.124 0.014
[5.03, 5.65) 0.104 0.013 0.112 0.014 0.092 0.014 0.103 0.014
[5.65, 6.28) 0.098 0.014 0.094 0.014 0.088 0.015 0.097 0.014

TABLE II. The compatibility of the measurements from the different decay modes determined with the statistical and systematic
covariance matrix and the statistical covariance matrix only. All modes agree well with each other.

χ2=d:o:f: p χ2stat =d:o:f: pstat

B → D�lν̄l 96.3=108 0.78 102.1=108 0.64
B̄0 → D�þlν̄l 26.2=36 0.89 27.7=36 0.84
B− → D�0lν̄l 31.4=36 0.69 33.0=36 0.61
Bð0;−Þ → D�ðþ;0Þeν̄e 27.0=36 0.86 28.7=36 0.80

Bð0;−Þ → D�ðþ;0Þμν̄μ 42.2=36 0.22 44.8=36 0.15
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of tag candidates. The calibration factors are defined as the
ratio of expected and measured number of events in each
bin. The expected number of events are determined using
the latest PDG average of the inclusive branching fraction
BðB̄ → Xþ

c lν̄lÞ ¼ ð10.1� 0.4Þ% and BðB− → X0
clν̄lÞ ¼

ð10.8� 0.4Þ% [3]. The absolute efficiency of the FEI
cancels in the measurement of the shapes. The impact of
the FEI on the measured shapes is determined by weighting
the events after removing FEI calibration factors and
determining the difference after applying unfolding and
acceptance correction. We treat this uncertainty as fully
correlated.

VIII. DETERMINATION OF THE FORM FACTORS
AND IMPLICATIONS ON jVcbj

We use the averaged B → D�lν̄l shapes to fit the BGL
and CLN form factor parametrizations to the data. We
minimize the χ2 defined by

 δ ¼
��

Δ  Γ
Γ

�m

−
�
Δ  Γð  xÞ
Γð  xÞ

�p�

χ2 ¼  δC−1
exp

 δT þ ðΓext − Γpð  xÞÞ2=σðΓextÞ2
þ ðhpXð  xÞ − hLQCDX ÞC−1

LQCDðhpXð  xÞ − hLQCDX Þ; ð28Þ

with the measured (predicted) normalized partial decay
rates ðΔ  Γ=ΓÞmðpÞ in bins of w and the helicity angles, where
the predicted rate is a function of the form factor coefficients
 x and jVcbj. The rate is calculated assuming the meson
masses of mB ¼ 5.28 GeV and mD� ¼ 2.01 GeV, and the
lepton as massless. The quantity ΓpðextÞ is the predicted
(externallymeasured) absolute rate.We rely on an externally
measured absolute rate due to the challenges of determining
absolute efficiencies of the FEI. The predicted (LQCD)

form factors hpðLQCDÞX depend on the fit scenario and are
discussed in more detail below. Cexp (CLQCD) is the covari-
ance matrix of the experimental (lattice) data.
We rely on external branching fractions provided by

HFLAV [11] to determine jVcbj:

BðB− → D�0lν̄lÞ ¼ ð5.58� 0.22Þ%; ð29Þ

BðB̄0 → D�þlν̄lÞ ¼ ð4.97� 0.12Þ%: ð30Þ

We combine these branching fractions assuming isospin
and by using the Bþ=0 lifetimes τB̄0 ¼ 1.520 ps and τB− ¼
1.638 ps from Ref. [3]. Expressing this average as a B̄0

branching fraction we find

BðB̄0 → D�þlν̄lÞ ¼ ð5.03� 0.10Þ%: ð31Þ

The form factor normalization is constrained at zero
recoil with hX ¼ hA1

ð1Þ ¼ 0.906� 0.013 using the result

from MILC in Ref. [17] for our nominal-fit scenario. For
the BGL form factor fit, we truncate the series based on the
result of a nested hypothesis test (NHT) [41] with the
additional constraint that the inclusion of additional coef-
ficients do not result in correlations larger than r ¼ 0.95.
This leads to the choice of na ¼ 1, nb ¼ 2, nc ¼ 2,
resulting in four free parameters due to the constraint for
c0 defined in Eq. (11). More details about the NHT can be
found in Appendix B. For the CLN type parametrization we
determine three coefficients: ρ2, R1ð1Þ, and R2ð1Þ.
Both form factor parametrizations are able to describe

the data with p-values of 8% and 6% for BGL and CLN,
respectively, and the extracted jVcbj values of both deter-
minations are compatible. The fitted shapes are shown in
Fig. 9 (red and blue bands) and the numerical values for the
coefficients and jVcbj are listed in Tables III and IV for
BGL and CLN, respectively. In the figure we also show the
recent beyond zero-recoil prediction of MILC in Ref. [16]
as a green band. Its agreement with the measured spectra
has a p-value of 12%. We also perform fits to our measured
B̄0 and B− shapes separately, with the corresponding
external branching fraction input. The results are compat-
ible with each other, and the individual extracted jVcbj

FIG. 9. The fitted shapes for both BGL121 (blue) and CLN
(orange) parametrization. The subscript in the BGL fit denotes
the number of free parameters na, nb, and nc − 1. Both para-
metrizations are able to explain the data, and are compatible with
each other. Note that the BGL (blue) band almost completely
overlays the CLN (orange) band. The green band is the prediction
using BGL coefficients from lattice QCD calculations in [16].

TABLE III. Fitted BGL121 coefficients and correlations.

Value Correlation

a0 × 103 25.92� 1.49 1.00 0.24 −0.23 0.27 −0.30
b0 × 103 13.11� 0.18 0.24 1.00 −0.01−0.02 −0.60
b1 × 103 −8.72� 13.48−0.23 −0.01 1.00 0.30 −0.51
c1 × 103 −1.20� 1.03 0.27 −0.02 0.30 1.00 −0.52
jVcbj × 103 40.67� 0.95 −0.30 −0.60 −0.51 −0.52 1.00

MEASUREMENT OF DIFFERENTIAL DISTRIBUTIONS OF … PHYS. REV. D 108, 012002 (2023)

012002-11



values are listed in Table V. We observe a discrepancy
between the jVcbj values from the charged- and neutral-
only fits (p ¼ 4%). Using the averaged branching ratio in
Eq. (31) as input for the individual fits, instead of the
respective charged and neutral branching ratios, and com-
paring the full set of BGL coefficients and jVcbj we recover
a p-value of 18%.
Additionally, we tested explicitly the impact of the

d’Agostini bias [42] on the reported results. The impact
of this bias on our quoted values of jVcbj and the form
factor parameters is approximately a factor of 30 smaller
than the quoted uncertainties and we thus do not apply an
additional correction.
We also test the impact of the lattice results from MILC

that constrain the B → D� form factors beyond zero recoil
of Ref. [16] using two scenarios:
(1) Inclusion of hA1

beyond zero recoil: hX≡hA1
ðwÞ, and

(2) Inclusion of the full lattice information: hX ≡
hXðwÞ ¼ fhA1

ðwÞ; R1ðwÞ; R2ðwÞg,
where we consider the points at w ¼ f1.03; 1.10; 1.17g and
use the provided correlations between the lattice data
points. We translate the lattice data points and propagate
their uncertainty and correlation into predictions of
R1ðwÞ¼ ðwþ1ÞmBmD�gðwÞ=fðwÞ and R2ðwÞ ¼ ðw − rÞ=
ðw − 1Þ − F1ðwÞ=ðmBðw − 1ÞfðwÞÞ with r ¼ mD�=mB.
Including lattice points for hA1

beyond zero-recoil results
in a good fit ðpBGL ¼ 11%; pCLN ¼ 9%Þ compatible with
our nominal scenario. Including the full lattice information
results in a poor fit ðpBGL ¼ 2%; pCLN ¼ 2%Þ, where the
disagreement is predominantly generated in R2ðwÞ. The
extracted jVcbj values in the different lattice scenarios are
compatible with each other, as shown in Table VI. We also
investigate the beyond zero-recoil lattice data for an
equivalent number of BGL coefficients na ¼ 3, nb ¼ 3,

nc ¼ 3 as used in Ref. [16]. We find a much higher value of
jVcbj ¼ ð42.78� 1.00Þ × 10−3 with a p-value of 6%. The
full details of the fit can be found in Appendix C.
Using on our measured cos θl shapes we determine the

forward-backward asymmetry over the full w phase space,

AFB ¼
R
1
0 d cosl dΓ=d cosl −

R
0
−1 d cosl dΓ=d coslR

1
0 d cosl dΓ=d cosl þ

R
0
−1 d cosl dΓ=d cosl

; ð32Þ

by summing the last five and first five bins in the measured
shape of cos θl considering the correlations of the uncer-
tainties. We also determine the differences

ΔAFB ¼ Aμ
FB − Ae

FB: ð33Þ

The numerical values are tabulated in Tables VII and VIII
for AFB and ΔAFB, respectively.
Using our measured cos θV shapes we determine

the longitudinal polarization fraction FD�
L by fitting the

relation [43]

TABLE V. Extracted jVcbj × 103 values with our fitted form
factor coefficients to the averaged B− → D�lν, B̄0 → D�lν, and
B → D�lν̄l shapes, with the external input for the absolute
branching fractions described in the text, and our nominal
scenario for the lattice input: hA1

ð1Þ ¼ 0.906� 0.013 from [17].

BGL121 CLN

B− → D�0lν̄l 42.3� 1.3 41.8� 1.2
B̄0 → D�þlν̄l 38.6� 1.3 38.3� 1.1
B → D�lν̄l 40.7� 0.9 40.2� 0.9

TABLE IV. Fitted CLN coefficients and correlations.

Value Correlation

ρ2 1.22� 0.10 1.00 0.57 −0.88 0.40
R1ð1Þ 1.37� 0.09 0.57 1.00 −0.66 −0.02
R2ð1Þ 0.89� 0.07 −0.88 −0.66 1.00 −0.15
jVcbj × 103 40.20� 0.88 0.40 −0.02 −0.15 1.00

TABLE VI. Extracted jVcbj × 103 values with our fitted form
factor coefficients to the averaged B → D�lν̄l shape, with the
external input for the absolute branching fractions described in
the text, and different scenarios for the lattice input.

BGL121 CLN

hA1
ð1Þ 40.7� 0.9 40.2� 0.9

hA1
ðwÞ 40.3� 1.0 40.0� 0.9

hA1
ðwÞ, R1ðwÞ, R2ðwÞ 39.4� 0.8 39.5� 0.9

TABLE VIII. The difference of the forward-backward asym-
metries for the B̄0 and B− modes, and for the B̄0B− averages. The
first uncertainty is statistical and the second uncertainty is
systematic.

ΔAFB

B̄0 → D�þlν̄l 0.063� 0.044� 0.012
B− → D�0lν̄l 0.008� 0.037� 0.009
B → D�lν̄l 0.028� 0.028� 0.008

TABLE VII. The forward-backward asymmetries for the four
decay modes and B̄0B− averages. The first uncertainty is
statistical and the second uncertainty is systematic.

AFB

B̄0 → D�þeν̄e 0.218� 0.030� 0.009
B̄0 → D�þμν̄μ 0.281� 0.032� 0.007
B− → D�0eν̄e 0.234� 0.026� 0.006
B− → D�0μν̄μ 0.243� 0.026� 0.006

Bð0;−Þ → D�ðþ;0Þeν̄e 0.227� 0.020� 0.006

Bð0;−Þ → D�ðþ;0Þμν̄μ 0.256� 0.020� 0.005
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1

Γ
dΓ

d cos θV
¼ 3

2

�
FL cos2 θV þ 1 − FL

2
sin2 θV

�
: ð34Þ

The fit to the fully averaged spectrum, together with the
expectation from LQCD (green band) using Ref. [16], is
shown in Fig. 10. We also determine the differences

ΔFL ¼ Fμ
L − Fe

L: ð35Þ
The numerical values are tabulated in Tables IX and X for
FL and ΔFL respectively.
Finally, we determine the lepton-flavor universality ratios

Reμ ¼
BðB → D�eν̄eÞ
BðB → D�μν̄μÞ

; ð36Þ

where we assume that the efficiency from the tag side
reconstruction fully cancels in the ratio. The numerical
values are tabulated in Table XI.

IX. SUMMARY AND CONCLUSIONS

We presented measurements of differential distributions
of B → D�lν̄l decays probing both B̄0 and B− modes. In
total, we measure the signal yield in 160 differential bins,
characterizing the 1D projections of the hadronic recoil
parameter w, and the angles cos θl, cos θV , and χ. In
addition, the full experimental correlations between the
projections were determined, allowing for a simultaneous
analysis of all bins. The lattice QCD calculation of
Ref. [17] (MILC Collaboration) at zero recoil was used
for the jVcbj extraction. The value of the CKM matrix
element jVcbj was determined using external input for the
branching fraction and we find for our fit with the CLN
parametrization and the BGL parametrization, with the
number of floating BGL parameters determined using a
nested-hypothesis test,

jVcbjCLN ¼ ð40.2� 0.9Þ × 10−3; ð37Þ

jVcbjBGL ¼ ð40.7� 1.0Þ × 10−3; ð38Þ

in agreement with the two currently most precise jVcbj
determinations from inclusive determinations [8,9] and the
latest HFLAV average of exclusive determinations [44]. A
study of the recent lattice QCD calculations from Ref. [16]
was performed, and the impact on jVcbj is shown in Fig. 11,
together with other determinations of jVcbj.
The measured differential distribution of cos θl is used to

determine the forward-backward asymmetry AFB for elec-
tron and muon final states, as well as their difference. We
find values that are compatible with the prediction from
lattice QCD from Ref. [16], the prediction based on heavy
quark effective theory from Ref. [45], and the experimental

FIG. 10. A representative fit of the longitudinal polarization
fraction to the cos θV shape of the average spectrum B → D�lν̄l.
The green band is the prediction using the BGL coefficients from
lattice QCD calculations from [16]. The blue band is our fit result.

TABLE X. The difference of the longitudinal polarization
fractions for the B̄0 and B− modes, and for the B̄0B− averages.
The first uncertainty is statistical and the second uncertainty is
systematics.

ΔFD�
L

B̄0 → D�þlν̄l 0.033� 0.033� 0.010
B− → D�0lν̄l 0.017� 0.037� 0.009
B → D�lν̄l 0.030� 0.025� 0.007

TABLE IX. The longitudinal polarization fractions for the four
decay modes and various averages. The first uncertainty is
statistical and the second uncertainty is systematic.

FD�
L

B̄0 → D�þeν̄e 0.471� 0.024� 0.007

B̄0 → D�þμν̄μ 0.504� 0.023� 0.007

B− → D�0eν̄e 0.505� 0.027� 0.006

B− → D�0μν̄μ 0.522� 0.025� 0.007

Bð0;−Þ → D�ðþ;0Þeν̄e 0.485� 0.018� 0.005

Bð0;−Þ → D�ðþ;0Þμν̄μ 0.515� 0.017� 0.005

B̄0 → D�þlν̄l 0.487� 0.017� 0.005

B− → D�0lν̄l 0.514� 0.018� 0.005

B → D�lν̄l 0.502� 0.012� 0.004

TABLE XI. The lepton-flavor universality ratios for the B̄0 and
B− modes, and for the B̄0B− average. The first uncertainty is
statistical and the second uncertainty is systematic.

Reμ

B̄0 → D�þlν̄l 1.011� 0.035� 0.024
B− → D�0lν̄l 0.976� 0.029� 0.023
B → D�lν̄l 0.993� 0.023� 0.023
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value from Ref. [46] determined in Ref. [47]. Similarly the
longitudinal D� polarization fraction can be determined
from the measured distribution of cos θV and we find good
agreement with Refs. [16,45,47]. Finally, we obtain the
lepton-flavor universality ratio

Reμ ¼
BðB → D�eν̄eÞ
BðB → D�μν̄μÞ

¼ 0.993� 0.023� 0.023; ð39Þ

which is in good agreement with Refs. [45,47].

ACKNOWLEDGMENTS

This work, based on data collected using the
Belle detector, which was operated until June 2010,
was supported by the Ministry of Education, Culture,
Sports, Science, and Technology (MEXT) of Japan,
the Japan Society for the Promotion of Science (JSPS),
and the Tau-Lepton Physics Research Center of Nagoya
University; the Australian Research Council including
Grants No. DP180102629, No. DP170102389,
No. DP170102204, No. DE220100462,
No. DP150103061, and No. FT130100303; Austrian
Federal Ministry of Education, Science and Research
(FWF) and FWF Austrian Science Fund No. P 31361-
N36; the National Natural Science Foundation of China
under Contracts No. 11675166, No. 11705209,
No. 11975076, No. 12135005, No. 12175041 and
No. 12161141008; Key Research Program of Frontier
Sciences, Chinese Academy of Sciences (CAS), Grant
No. QYZDJ-SSW-SLH011; Project No. ZR2022JQ02 sup-
ported by Shandong Provincial Natural Science Foundation;
the Ministry of Education, Youth and Sports of the Czech
Republic under Contract No. LTT17020; the Czech Science
Foundation Grant No. 22-18469S; Horizon 2020 ERC
Advanced Grant No. 884719 and ERC Starting Grant

No. 947006 “InterLeptons” (European Union); the Carl
Zeiss Foundation, the Deutsche Forschungsgemeinschaft,
the Excellence Cluster Universe, and the
VolkswagenStiftung; the Department of Atomic Energy
(Project Identification No. RTI 4002) and the Department
of Science and Technology of India; the Istituto Nazionale di
Fisica Nucleare of Italy; National Research Foundation
(NRF) of Korea Grants No. 2016R1D1A1B02012900,
No. 2018R1A2B3003643, No. 2018R1A6A1A06024970,
No. RS202200197659, No. 2019R1I1A3A01058933,
No. 2021R1A6A1A03043957, No. 2021R1F1A1060423,
No. 2021R1F1A1064008, and No. 2022R1A2C1003993;
Radiation Science Research Institute, Foreign Large-size
Research FacilityApplication Supporting project, theGlobal
Science Experimental DataHubCenter of theKorea Institute
of Science and Technology Information and KREONET
and GLObal RIng network for Advanced Application
Development GLORIAD; the Polish Ministry of Science
and Higher Education and the National Science Center; the
Ministry of Science and Higher Education of the Russian
Federation, Agreement No. 14.W03.31.0026, and the HSE
University Basic Research Program, Moscow; University of
Tabuk research Grants No. S-1440-0321, No. S-0256-1438,
and No. S-0280-1439 (Saudi Arabia); the Slovenian
Research Agency Grants No. J1-9124 and No. P1-0135;
Ikerbasque,BasqueFoundation for Science, Spain; the Swiss
National Science Foundation; the Ministry of Education and
the Ministry of Science and Technology of Taiwan; and the
United States Department of Energy and the National
Science Foundation. These acknowledgements are not to
be interpreted as an endorsement of any statement made by
any of our institutes, funding agencies, governments, or their
representatives. We thank Danny Van Dyk, Martin Jung,
Zoltan Ligeti and Dean Robinson for useful discussions that
helped to improve the scientific content of this manuscript.
F. B. thanks LBNL for its hospitality. F. B. is supported by
DFG Emmy-Noether Grant No. BE 6075/1-1. M. T. P. is
supported by the Argelander Starter-Kit Grant of the
University of Bonn. F. B., M. T. P., and F. M. are supported
by BMBF Grant No. 05H21PDKBA. We thank the KEKB
group for the excellent operation of the accelerator; the KEK
cryogenics group for the efficient operation of the solenoid;
and the KEK computer group and the Pacific Northwest
National Laboratory (PNNL) Environmental Molecular
Sciences Laboratory (EMSL) computing group for strong
computing support; and theNational Institute of Informatics,
and Science Information NETwork 6 (SINET6) for valuable
network support.

APPENDIX A: SYSTEMATIC TABLES

Tables XII–XV, provide the individual contributions of
each uncertainty to the normalized shape of B̄0 → D�eν̄e,
B̄0 → D�μν̄μ, B− → D�eν̄e, and B− → D�μν̄μ. The col-
umns in the tables are the total uncertainty, the uncertainty
from theM2

miss fits, from the B → D�lν̄l form factors, from

FIG. 11. Our extracted jVcbj values using the lattice input
from Ref. [17] (black) and Ref. [16] (blue), together with the
latest exclusive HFLAV average [44] (purple), determinations
from inclusive approaches [8,9] (orange), and from CKM
unitarity (gray).
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TABLE XII. Uncertainties in % for the B̄0 → D�eν̄e channel.

Total M2
miss fit

Unfolding and acceptance

Projection Bin FFðB→D�lν̄lÞ BðD→XÞ
MC

statistics ϵðπslowÞ ϵðLIDÞ ϵðπ0Þ ϵðTrackingÞ ϵðK0
SÞ

FEI
shape

w [1.00, 1.05) 17.50 16.65 1.48 1.04 4.91 0.85 0.32 0.19 0.09 0.02 0.81
[1.05, 1.10) 16.27 15.76 0.63 1.01 3.78 0.64 0.20 0.14 0.07 0.01 0.46
[1.10, 1.15) 13.38 13.08 0.46 0.40 2.74 0.20 0.15 0.10 0.04 0.01 0.21
[1.15, 1.20) 10.54 10.09 0.52 0.16 2.98 0.12 0.09 0.02 0.00 0.02 0.31
[1.20, 1.25) 10.01 9.69 0.52 0.17 2.43 0.17 0.04 0.01 0.00 0.00 0.29
[1.25, 1.30) 9.42 9.11 0.59 0.23 2.29 0.17 0.05 0.05 0.03 0.01 0.18
[1.30, 1.35) 9.87 9.50 0.41 0.40 2.57 0.24 0.10 0.08 0.02 0.01 0.41
[1.35, 1.40) 10.33 10.05 0.23 0.45 2.28 0.25 0.18 0.08 0.03 0.01 0.41
[1.40, 1.45) 9.62 9.33 0.61 0.40 2.19 0.29 0.21 0.10 0.03 0.01 0.06
[1.45, 1.50) 10.86 10.58 1.43 0.60 1.86 0.34 0.25 0.09 0.04 0.02 0.01

cos θl [−1.00, −0.80) 24.22 23.61 2.19 0.23 4.79 0.17 0.89 0.04 0.01 0.01 0.73
[−0.80, −0.60) 15.05 14.63 0.58 0.15 3.37 0.09 0.81 0.05 0.01 0.00 0.27
[−0.60, −0.40) 16.92 16.39 0.40 0.11 4.06 0.09 0.80 0.02 0.00 0.01 0.48
[−0.40, −0.20) 12.97 12.64 0.30 0.09 2.84 0.06 0.47 0.03 0.00 0.00 0.07
[−0.20, 0.00) 12.97 12.60 0.35 0.12 2.85 0.10 0.16 0.01 0.01 0.01 0.97
[0.00, 0.20) 17.44 16.88 0.46 0.12 4.15 0.08 0.33 0.00 0.02 0.01 1.19
[0.20, 0.40) 10.94 10.64 0.41 0.13 2.46 0.03 0.32 0.05 0.01 0.00 0.38
[0.40, 0.60) 11.57 11.24 0.32 0.06 2.71 0.07 0.37 0.01 0.01 0.01 0.31
[0.60, 0.80) 10.51 10.11 0.39 0.10 2.80 0.04 0.34 0.05 0.00 0.01 0.25
[0.80, 1.00) 8.00 7.64 1.02 0.06 2.11 0.06 0.34 0.01 0.00 0.00 0.01

cos θV [−1.00, −0.80) 6.66 6.44 0.41 0.50 1.54 0.33 0.12 0.09 0.04 0.00 0.02
[−0.80, −0.60) 8.24 7.88 0.74 0.39 2.22 0.28 0.06 0.05 0.04 0.00 0.24
[−0.60, −0.40) 11.30 10.97 0.69 0.48 2.56 0.27 0.04 0.07 0.03 0.00 0.08
[−0.40, −0.20) 12.97 12.54 0.47 0.31 3.26 0.24 0.02 0.04 0.03 0.01 0.01
[−0.20, 0.00) 14.95 14.43 1.16 0.26 3.72 0.16 0.17 0.08 0.02 0.01 0.25
[0.00, 0.20) 21.68 21.01 1.14 0.17 5.20 0.20 0.08 0.06 0.02 0.01 0.21
[0.20, 0.40) 17.48 16.95 0.52 0.30 4.21 0.16 0.14 0.05 0.00 0.02 0.35
[0.40, 0.60) 17.02 16.44 0.79 0.16 4.32 0.23 0.02 0.02 0.02 0.01 0.28
[0.60, 0.80) 26.78 26.30 0.41 0.56 5.00 0.43 0.08 0.10 0.05 0.01 0.35
[0.80, 1.00) 13.60 13.19 0.33 0.92 3.08 0.58 0.12 0.20 0.06 0.01 0.02

χ [0.00, 0.63) 15.48 15.11 0.34 0.23 3.36 0.10 0.09 0.02 0.00 0.01 0.17
[0.63, 1.26) 15.11 14.67 0.27 0.23 3.61 0.08 0.01 0.00 0.01 0.01 0.43
[1.26, 1.88) 12.66 12.34 0.41 0.15 2.79 0.05 0.04 0.01 0.01 0.01 0.24
[1.88, 2.51) 10.54 10.21 0.18 0.09 2.54 0.06 0.01 0.02 0.00 0.01 0.58
[2.51, 3.14) 16.15 15.70 0.55 0.20 3.69 0.06 0.05 0.07 0.01 0.01 0.58
[3.14, 3.77) 11.41 11.02 0.58 0.16 2.89 0.06 0.09 0.01 0.03 0.01 0.20
[3.77, 4.40) 11.74 11.40 0.17 0.05 2.83 0.10 0.01 0.01 0.00 0.00 0.01
[4.40, 5.03) 11.70 11.32 0.35 0.10 2.95 0.07 0.01 0.03 0.00 0.00 0.31
[5.03, 5.65) 12.11 11.83 0.29 0.10 2.57 0.06 0.04 0.00 0.01 0.00 0.04
[5.65, 6.28) 14.07 13.63 0.31 0.08 3.44 0.10 0.05 0.00 0.02 0.00 0.21
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TABLE XIII. Uncertainties in % for the B̄0 → D�μν̄μ channel.

Total M2
miss fit

Unfolding and acceptance

Projection Bin FFðB→D�lν̄lÞ BðD → XÞ
MC

statistics ϵðπslowÞ ϵðLIDÞ ϵðπ0Þ ϵðTrackingÞ ϵðK0
SÞ

FEI
shape

w [1.00, 1.05) 18.17 17.54 1.52 0.99 4.29 0.64 0.19 0.23 0.07 0.02 0.54
[1.05, 1.10) 13.83 13.25 0.62 1.01 3.68 0.64 0.08 0.22 0.08 0.01 0.36
[1.10, 1.15) 15.46 14.97 0.52 0.52 3.73 0.33 0.20 0.09 0.05 0.01 0.64
[1.15, 1.20) 10.31 9.96 0.56 0.09 2.58 0.13 0.05 0.01 0.01 0.00 0.14
[1.20, 1.25) 9.22 8.95 0.61 0.17 2.14 0.13 0.01 0.04 0.02 0.00 0.12
[1.25, 1.30) 9.73 9.42 0.61 0.27 2.32 0.16 0.01 0.05 0.02 0.01 0.11
[1.30, 1.35) 8.81 8.57 0.38 0.34 1.99 0.24 0.06 0.05 0.02 0.01 0.11
[1.35, 1.40) 10.62 10.25 0.28 0.38 2.74 0.26 0.13 0.07 0.02 0.01 0.31
[1.40, 1.45) 10.62 10.25 0.61 0.51 2.57 0.28 0.10 0.11 0.04 0.00 0.56
[1.45, 1.50) 10.10 9.81 1.30 0.50 1.93 0.33 0.14 0.12 0.03 0.01 0.14

cos θl [−1.00, −0.80) 24.18 23.33 2.15 0.46 5.91 0.38 0.05 0.12 0.02 0.01 0.73
[−0.80, −0.60) 28.25 27.62 0.64 0.36 5.87 0.16 0.08 0.08 0.03 0.01 0.02
[−0.60, −0.40) 18.36 17.95 0.39 0.22 3.82 0.08 0.05 0.05 0.01 0.01 0.32
[−0.40, −0.20) 14.41 14.01 0.34 0.14 3.36 0.12 0.05 0.03 0.02 0.00 0.23
[−0.20, 0.00) 12.87 12.51 0.38 0.13 2.98 0.07 0.08 0.01 0.02 0.00 0.04
[0.00, 0.20) 13.21 12.85 0.48 0.12 3.03 0.04 0.02 0.00 0.00 0.01 0.00
[0.20, 0.40) 11.78 11.51 0.42 0.08 2.49 0.06 0.04 0.03 0.00 0.01 0.15
[0.40, 0.60) 9.95 9.64 0.29 0.20 2.46 0.04 0.03 0.07 0.01 0.01 0.01
[0.60, 0.80) 9.86 9.54 0.36 0.21 2.44 0.05 0.03 0.00 0.01 0.00 0.33
[0.80, 1.00) 7.53 7.19 1.01 0.14 1.96 0.06 0.13 0.02 0.00 0.00 0.22

cos θV [−1.00, −0.80) 6.65 6.42 0.44 0.49 1.55 0.33 0.04 0.11 0.04 0.01 0.15
[−0.80, −0.60) 9.29 8.99 0.72 0.48 2.17 0.30 0.02 0.08 0.03 0.00 0.17
[−0.60, −0.40) 10.18 9.78 0.62 0.51 2.69 0.29 0.07 0.11 0.03 0.00 0.18
[−0.40, −0.20) 16.52 15.85 0.44 0.23 4.63 0.23 0.02 0.00 0.03 0.02 0.08
[−0.20, 0.00) 13.85 13.33 1.14 0.30 3.57 0.25 0.05 0.06 0.03 0.01 0.31
[0.00, 0.20) 20.53 19.89 1.08 0.20 4.92 0.19 0.07 0.03 0.02 0.01 0.44
[0.20, 0.40) 20.71 19.95 0.48 0.17 5.50 0.20 0.06 0.07 0.02 0.02 0.43
[0.40, 0.60) 18.42 17.76 0.72 0.25 4.71 0.19 0.12 0.07 0.01 0.03 0.95
[0.60, 0.80) 16.06 15.43 0.55 0.39 4.35 0.36 0.01 0.12 0.03 0.01 0.52
[0.80, 1.00) 13.64 13.20 0.24 0.92 3.27 0.56 0.02 0.14 0.06 0.01 0.12

χ [0.00, 0.63) 15.90 15.44 0.27 0.15 3.79 0.18 0.12 0.01 0.02 0.01 0.11
[0.63, 1.26) 15.17 14.64 0.26 0.19 3.95 0.10 0.02 0.08 0.01 0.01 0.12
[1.26, 1.88) 10.93 10.50 0.35 0.15 3.03 0.06 0.01 0.03 0.02 0.01 0.22
[1.88, 2.51) 13.29 12.84 0.19 0.16 3.40 0.06 0.06 0.00 0.01 0.01 0.08
[2.51, 3.14) 14.36 13.81 0.62 0.23 3.82 0.08 0.05 0.03 0.00 0.00 0.54
[3.14, 3.77) 11.45 11.06 0.59 0.11 2.88 0.10 0.03 0.06 0.00 0.01 0.02
[3.77, 4.40) 12.01 11.63 0.15 0.09 3.01 0.08 0.05 0.07 0.00 0.01 0.21
[4.40, 5.03) 10.40 10.03 0.37 0.08 2.74 0.05 0.02 0.02 0.00 0.01 0.04
[5.03, 5.65) 12.66 12.15 0.31 0.11 3.57 0.07 0.03 0.03 0.01 0.01 0.13
[5.65, 6.28) 14.49 14.06 0.33 0.15 3.47 0.09 0.11 0.03 0.03 0.01 0.25
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TABLE XIV. Uncertainties in % for the B− → D�eν̄e channel.

Total M2
miss fit

Unfolding and acceptance

Projection Bin FFðB→D�lν̄lÞ BðD→XÞ
MC

statistics ϵðπslowÞ ϵðLIDÞ ϵðπ0Þ ϵðTrackingÞ ϵðK0
SÞ

FEI
shape

w [1.00, 1.05) 9.33 8.91 1.50 0.14 2.24 0.44 0.29 0.02 0.01 0.01 0.31
[1.05, 1.10) 8.38 8.13 0.65 0.07 1.88 0.35 0.24 0.03 0.01 0.01 0.16
[1.10, 1.15) 8.38 8.18 0.33 0.12 1.76 0.23 0.16 0.01 0.00 0.00 0.01
[1.15, 1.20) 7.84 7.65 0.57 0.09 1.63 0.11 0.12 0.03 0.00 0.01 0.03
[1.20, 1.25) 10.42 10.17 0.56 0.12 2.22 0.10 0.02 0.02 0.00 0.00 0.13
[1.25, 1.30) 8.48 8.25 0.63 0.07 1.86 0.16 0.03 0.01 0.01 0.01 0.24
[1.30, 1.35) 10.01 9.71 0.36 0.03 2.42 0.18 0.07 0.00 0.01 0.00 0.04
[1.35, 1.40) 11.89 11.65 0.23 0.07 2.32 0.24 0.10 0.00 0.00 0.01 0.10
[1.40, 1.45) 10.27 9.99 0.65 0.12 2.24 0.23 0.25 0.00 0.00 0.00 0.26
[1.45, 1.51) 11.03 10.70 1.38 0.09 2.21 0.27 0.35 0.06 0.01 0.01 0.32

cos θl [−1.00, −0.80) 15.61 15.15 2.27 0.16 2.88 0.10 0.64 0.00 0.02 0.00 0.44
[−0.80, −0.60) 12.36 12.03 0.56 0.06 2.70 0.08 0.76 0.03 0.00 0.00 0.00
[−0.60, −0.40) 11.24 10.95 0.25 0.13 2.44 0.09 0.62 0.05 0.00 0.00 0.03
[−0.40, −0.20) 14.29 14.01 0.20 0.16 2.75 0.09 0.41 0.00 0.00 0.01 0.13
[−0.20, 0.00) 10.70 10.53 0.32 0.13 1.89 0.04 0.03 0.01 0.00 0.01 0.17
[0.00, 0.20) 11.63 11.38 0.38 0.14 2.35 0.05 0.25 0.04 0.01 0.00 0.31
[0.20, 0.40) 9.91 9.60 0.33 0.20 2.43 0.05 0.28 0.05 0.01 0.01 0.04
[0.40, 0.60) 9.38 9.14 0.36 0.13 2.04 0.03 0.25 0.04 0.01 0.01 0.01
[0.60, 0.80) 8.69 8.48 0.27 0.08 1.82 0.08 0.28 0.01 0.01 0.01 0.22
[0.80, 1.00) 7.10 6.93 0.64 0.05 1.35 0.06 0.22 0.02 0.00 0.01 0.11

cos θV [−1.00, −0.80) 8.11 7.88 0.34 0.07 1.84 0.43 0.09 0.03 0.00 0.00 0.03
[−0.80, −0.60) 11.03 10.68 0.47 0.15 2.70 0.40 0.04 0.01 0.01 0.00 0.13
[−0.60, −0.40) 15.42 15.07 0.70 0.15 3.17 0.34 0.04 0.03 0.01 0.01 0.13
[−0.40, −0.20) 19.97 19.42 0.22 0.18 4.60 0.43 0.04 0.04 0.00 0.01 0.16
[−0.20, 0.00) 19.21 18.67 0.73 0.28 4.44 0.19 0.15 0.00 0.01 0.00 0.04
[0.00, 0.20) 21.98 21.51 0.68 0.43 4.45 0.30 0.22 0.08 0.02 0.00 0.06
[0.20, 0.40) 20.46 20.02 0.20 0.50 4.21 0.20 0.02 0.09 0.02 0.00 0.12
[0.40, 0.60) 19.17 18.77 0.63 0.10 3.79 0.34 0.05 0.01 0.00 0.00 0.36
[0.60, 0.80) 13.46 13.12 0.43 0.12 2.96 0.46 0.04 0.05 0.01 0.01 0.19
[0.80, 1.00) 10.29 10.01 0.29 0.08 2.21 0.83 0.14 0.03 0.01 0.00 0.04

χ [0.00, 0.63) 14.24 13.93 0.17 0.17 2.97 0.09 0.02 0.03 0.03 0.00 0.03
[0.63, 1.26) 16.44 16.05 0.25 0.12 3.53 0.10 0.08 0.00 0.03 0.00 0.43
[1.26, 1.88) 11.91 11.61 0.11 0.08 2.64 0.07 0.06 0.01 0.01 0.00 0.28
[1.88, 2.51) 16.54 16.13 0.30 0.10 3.64 0.09 0.01 0.03 0.01 0.00 0.20
[2.51, 3.14) 15.07 14.78 0.20 0.15 2.91 0.12 0.05 0.04 0.00 0.01 0.18
[3.14, 3.77) 17.07 16.72 0.18 0.14 3.44 0.09 0.01 0.05 0.00 0.00 0.34
[3.77, 4.40) 17.25 16.90 0.27 0.12 3.47 0.10 0.05 0.01 0.01 0.01 0.14
[4.40, 5.03) 10.08 9.77 0.13 0.08 2.43 0.06 0.01 0.00 0.00 0.00 0.28
[5.03, 5.65) 15.55 15.23 0.24 0.08 3.12 0.09 0.01 0.03 0.00 0.01 0.11
[5.65, 6.28) 16.94 16.53 0.18 0.18 3.68 0.09 0.01 0.07 0.02 0.00 0.07
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the D branching fractions, from the limited MC statistics,
from the slow pion efficiency, from the lepton identifica-
tion, on the π0 efficiency, from the tracking efficiency, and
from the K0

S efficiency.

APPENDIX B: NESTED HYPOTHESIS TEST

We perform a nested hypothesis test (NHT) to determine
the optimal number of coefficients in the BGL form factor

expansion. Starting point for the NHT is Na ¼ 1, Nb ¼ 1,
and Nc ¼ 1 to allow at least one degree of freedom to each
contributing form factor. To truncate the series, we reject
hypotheses with Δχ2 < 1 when moving from N to N þ 1

free parameters in the fit. Additionally, we reject hypotheses
that introduce correlations over 95% in the free parameters
to avoid blind directions in the fit. TheNHT converges to the
choice of Na ¼ 1, Nb ¼ 1, and Nc ¼ 1. For our nominal fit
scenario we choose the fit one order higher to estimate

TABLE XV. Uncertainties in % for the B− → D�μν̄μ channel.

Total M2
miss fit

Unfolding and acceptance

Projection Bin FFðB→D�lν̄lÞ BðD→XÞ
MC

statistics ϵðπslowÞ ϵðLIDÞ ϵðπ0Þ ϵðTrackingÞ ϵðK0
SÞ

FEI
shape

w [1.00, 1.05) 9.22 8.82 1.53 0.06 2.10 0.40 0.07 0.00 0.01 0.01 0.45
[1.05, 1.10) 7.90 7.64 0.69 0.08 1.89 0.32 0.07 0.02 0.01 0.01 0.11
[1.10, 1.15) 6.20 5.93 0.32 0.11 1.76 0.21 0.04 0.02 0.00 0.02 0.02
[1.15, 1.20) 7.05 6.76 0.59 0.11 1.89 0.09 0.03 0.00 0.01 0.01 0.12
[1.20, 1.25) 7.88 7.62 0.54 0.04 1.92 0.09 0.03 0.02 0.01 0.01 0.12
[1.25, 1.30) 8.73 8.47 0.60 0.09 2.04 0.12 0.01 0.00 0.00 0.01 0.13
[1.30, 1.35) 10.07 9.83 0.35 0.10 2.17 0.15 0.01 0.01 0.01 0.00 0.10
[1.35, 1.40) 10.99 10.70 0.23 0.06 2.49 0.21 0.05 0.01 0.01 0.01 0.18
[1.40, 1.45) 11.52 11.22 0.60 0.07 2.52 0.26 0.13 0.03 0.01 0.01 0.09
[1.45, 1.51) 14.23 13.90 1.28 0.13 2.72 0.28 0.11 0.02 0.01 0.01 0.26

cos θl [−1.00, −0.80) 16.00 15.41 2.45 0.32 3.50 0.14 0.12 0.07 0.01 0.01 0.19
[−0.80, −0.60) 13.95 13.45 1.06 0.11 3.54 0.11 0.04 0.03 0.01 0.00 0.10
[−0.60, −0.40) 11.91 11.60 0.33 0.07 2.65 0.12 0.08 0.00 0.02 0.01 0.29
[−0.40, −0.20) 10.17 9.96 0.28 0.06 2.07 0.04 0.02 0.04 0.01 0.01 0.07
[−0.20, 0.00) 13.82 13.50 0.34 0.15 2.89 0.05 0.03 0.05 0.03 0.01 0.21
[0.00, 0.20) 9.31 9.02 0.42 0.06 2.27 0.08 0.02 0.00 0.02 0.00 0.26
[0.20, 0.40) 8.58 8.31 0.40 0.05 2.12 0.04 0.03 0.03 0.01 0.01 0.07
[0.40, 0.60) 9.67 9.29 0.42 0.08 2.66 0.06 0.02 0.00 0.00 0.01 0.10
[0.60, 0.80) 7.69 7.46 0.32 0.06 1.82 0.08 0.02 0.00 0.00 0.01 0.11
[0.80, 1.00) 6.28 6.03 0.59 0.11 1.64 0.05 0.07 0.01 0.01 0.01 0.11

cos θV [−1.00, −0.80) 7.45 7.17 0.38 0.08 1.94 0.42 0.02 0.03 0.00 0.01 0.05
[−0.80, −0.60) 13.10 12.53 0.40 0.30 3.75 0.39 0.10 0.03 0.02 0.01 0.02
[−0.60, −0.40) 14.52 14.03 0.61 0.18 3.66 0.32 0.05 0.07 0.00 0.01 0.01
[−0.40, −0.20) 14.75 14.22 0.27 0.19 3.89 0.31 0.03 0.03 0.02 0.00 0.26
[−0.20, 0.00) 17.37 16.70 0.66 0.16 4.72 0.27 0.02 0.02 0.03 0.01 0.16
[0.00, 0.20) 24.57 23.80 0.65 0.33 6.03 0.25 0.01 0.04 0.00 0.01 0.36
[0.20, 0.40) 17.57 17.06 0.18 0.16 4.14 0.29 0.05 0.00 0.00 0.00 0.52
[0.40, 0.60) 18.88 18.33 0.68 0.14 4.42 0.33 0.01 0.01 0.01 0.01 0.26
[0.60, 0.80) 13.11 12.71 0.47 0.28 3.11 0.45 0.06 0.04 0.01 0.01 0.26
[0.80, 1.00) 9.83 9.57 0.33 0.10 2.08 0.79 0.03 0.02 0.01 0.01 0.00

χ [0.00, 0.63) 20.04 19.45 0.26 0.16 4.73 0.26 0.01 0.12 0.03 0.00 0.90
[0.63, 1.26) 15.46 15.14 0.25 0.09 3.14 0.13 0.02 0.04 0.00 0.00 0.10
[1.26, 1.88) 11.24 10.90 0.13 0.11 2.72 0.05 0.03 0.00 0.01 0.01 0.17
[1.88, 2.51) 12.76 12.36 0.22 0.11 3.16 0.08 0.04 0.03 0.02 0.01 0.08
[2.51, 3.14) 14.73 14.22 0.28 0.18 3.79 0.21 0.03 0.01 0.00 0.01 0.09
[3.14, 3.77) 12.91 12.58 0.18 0.18 2.87 0.15 0.02 0.00 0.00 0.00 0.05
[3.77, 4.40) 14.18 13.72 0.18 0.10 3.54 0.05 0.06 0.01 0.01 0.01 0.47
[4.40, 5.03) 11.57 11.09 0.11 0.15 3.27 0.07 0.04 0.02 0.00 0.01 0.41
[5.03, 5.65) 13.26 12.80 0.21 0.07 3.45 0.05 0.02 0.01 0.00 0.01 0.19
[5.65, 6.28) 14.52 14.01 0.22 0.15 3.82 0.10 0.01 0.03 0.01 0.02 0.05
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truncation related uncertainties. The fit with Na ¼ 1,
Nb ¼ 2, and Nc ¼ 1 is the only N þ 1 hypothesis that does
not introduce larger than 95% correlations. The full set of
NHT results are tabulated in Table XVI.
We also perform the NHT as a cross-check by enforcing

unitarity bounds of the form

XN
n¼0

janj2 ≤ 1;

XN
n¼0

ðjbnj2 þ jcnj2Þ ≤ 1; ðB1Þ

on the coefficients an, bn, and cn. The NHT results with the
unitarity bound are tabulated in Table XVII.

APPENDIX C: BGL332 BEYOND
ZERO-RECOIL FITS

In this fit we directly incorporate the lattice data in the
form of constraints on the coefficients in the BGL332 form
factor expansion as provided by Ref. [16]. We use the
values provided solely based on the lattice calculation,
without any further experimental inputs. The corresponding
term in the χ2 functions is modified to

χ2LCQD ¼ ð  xLQCD −  xÞC−1
LQCDð  xLQCD −  xÞ ðC1Þ

with  x ¼ ða0; a1; a2; b0; b1; b2; c1; c2Þ and the correspond-
ing covariance matrix CLQCD. The fitted coefficients are
listed in Table XVIII. The fitted differential shape, together
with our fits from the main text, are compared in Fig. 12.
We also compare the fitted form factors hA1

, R1, and R2 in
Figs. 13–15, respectively.

TABLE XVI. The result of the NHTwithout the unitarity bound
on the coefficients an, bn, and cn. The ρmax columns is the largest
off-diagonal correlation coefficients and used to reject hypothesis
if ρmax ≥ 0.95. Highlighted in bold is the expansion order used in
the main text.

jVcbj χ2 d.o.f. N jρmaxj
BGL111 40.4� 0.8 45.6 34 3 0.70
BGL112 40.9� 0.9 43.4 33 4 0.98
BGL121 40.7� 0.9 45.2 33 4 0.60
BGL122 41.5� 1.1 42.3 32 5 0.98
BGL131 38.1� 1.7 41.7 32 5 0.98
BGL132 39.0� 1.6 37.5 31 6 0.98
BGL211 39.7� 1.0 42.7 33 4 0.99
BGL212 40.4� 1.0 39.3 32 5 0.99
BGL221 37.1� 1.2 37.7 32 5 0.99
BGL222 37.9� 2.0 37.5 31 6 1.00
BGL231 37.2� 1.8 37.7 31 6 0.99
BGL232 38.8� 1.7 37.2 30 7 0.98
BGL311 38.5� 0.9 40.1 32 5 0.95
BGL312 39.9� 1.1 36.9 31 6 0.98
BGL321 37.3� 1.2 37.3 31 6 0.97
BGL322 38.9� 2.1 36.5 30 7 0.99
BGL331 39.6� 2.3 36.3 30 7 0.99
BGL332 40.1� 2.3 35.9 29 8 0.99

TABLE XVII. The result of the NHT when enforcing the
unitarity bound given in Eq. (B1) on the coefficients an, bn,
and cn. The ρmax columns is the largest off-diagonal correlation
coefficients and used to reject hypothesis if ρmax ≥ 95. High-
lighted in bold is the expansion order used in the main text.

jVcbj χ2 d.o.f. N jρmaxj
BGL111 40.4� 0.8 45.6 34 3 0.70
BGL112 40.9� 0.9 43.4 33 4 0.98
BGL121 40.7� 0.9 45.2 33 4 0.60
BGL122 41.5� 1.1 42.3 32 5 0.98
BGL131 40.0� 0.9 43.6 32 5 0.59
BGL132 40.9� 1.1 40.2 31 6 0.98
BGL211 39.7� 1.0 42.7 33 4 0.99
BGL212 40.4� 1.0 39.3 32 5 0.99
BGL221 38.6� 0.9 39.9 32 5 0.65
BGL222 39.3� 1.0 38.0 31 6 0.98
BGL231 38.2� 1.6 39.8 31 6 0.99
BGL232 38.7� 1.1 37.6 30 7 0.97
BGL311 39.6� 1.0 42.7 32 5 0.99
BGL312 40.4� 1.0 39.2 31 6 0.99
BGL321 38.6� 0.9 39.9 31 6 0.61
BGL322 39.3� 1.0 38.0 30 7 0.98
BGL331 38.2� 1.6 39.8 30 7 0.99
BGL332 38.7� 1.1 37.6 29 8 0.97

TABLE XVIII. Fitted BGL332 coefficients and correlations with the constraint on the coefficients from Ref. [16].

Value Correlation

a0 × 103 32.08� 1.11 1.00 −0.42 −0.07 0.21 −0.05 0.01 0.07 −0.01 −0.24
a1 × 103 −202.06� 46.52 −0.42 1.00 −0.47 0.04 0.24 −0.17 0.18 −0.13 −0.18
a2 × 103 −799.65� 954.41 −0.07 −0.47 1.00 0.06 −0.01 −0.08 0.02 −0.06 −0.02
b0 × 103 12.41� 0.22 0.21 0.04 0.06 1.00 −0.16 0.10 −0.05 0.01 −0.70
b1 × 103 −7.36� 11.34 −0.05 0.24 −0.01 −0.16 1.00 −0.75 0.74 −0.63 −0.26
b2 × 103 189.45� 329.62 0.01 −0.17 −0.08 0.10 −0.75 1.00 −0.60 0.54 0.06
c1 × 103 −5.41� 2.18 0.07 0.18 0.02 − 0.05 0.74 −0.60 1.00 −0.91 −0.34
c2 × 103 99.18� 40.53 −0.01 −0.13 −0.06 0.01 −0.63 0.54 −0.91 1.00 0.21
jVcbj × 103 42.78� 1.00 −0.24 −0.18 −0.02 −0.70 −0.26 0.06 −0.34 0.21 1.00
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