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Abstract—In this paper, we propose a sparse matrix multipli-
cation in a decentralized setting, where a set of worker nodes
wishes to compute a task collaboratively over a logical ring.
We consider a subset of Byzantine nodes in the system who
want to maliciously corrupt the result by corrupting their own
computed blocks. In particular, the main focus of this paper
is to compute the result with the least possible distortion by
identifying the Byzantine nodes and re-assigning their tasks to
the benign nodes. Our results demonstrate the feasibility of our
proposed decentralized scheme and provide a trade-off between
the computational complexity required at each worker node and
the reconstruction distortion.

Index Terms—Distributed matrix multiplication, decentralized
computation, sparse matrices, byzantine attack

I. INTRODUCTION

Recently, tensor operations such as matrix multiplication
have emerged as an important ingredient of many signal pro-
cessing and machine learning applications. These operations
are often complex due to the large size of the associated
matrices, even if these matrices in many cases are sparse,
as, e.g., in recommender systems [1]. Thus, due to limited
memory size and restricted computational capabilities, a server
often is not able to perform these computations on its own.
Therefore, the server typically partitions the input matrices
into submatrices and offloads those to a set of worker nodes
in the cloud. In such a system, the worker nodes compute
their assigned task(s) in parallel and return it to the server,
where the results are aggregated to obtain the multiplication
result [2].

As these worker nodes are cloud-based and thus may
not be trusted, there exists the threat of Byzantine attackers
interfering arbitrarily with the computation of these worker
nodes. This represents an important security bottleneck in
distributed computation systems [3]. Also, verification of the
results and identification of the attacked workers impose extra
computational complexity on the server. In addition, the server,
considered as a trusted entity by the worker nodes in the
system, may be maliciously attacked as well [4].

An alternative is to consider a fully decentralized setting
where the nodes exchange their partial computation results
in such a way that each of them ends up with the complete
result. An example of such a scenario is the internet-of-things
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(IoT) setting, where the IoT devices aim to complete the
same computation individually, but rely on their neighbors
to perform this computation due to their limited hardware
capabilities. As in general such an environment is untrusted,
the additional goal beyond computation is to detect and mit-
igate partial results provided by adversarial neighbors. While
decentralized computation has been proposed in the context
of decentralized learning (see, e.g., [5]–[9]), to the best of
our knowledge, a fully decentralized matrix multiplication
approach has not been addressed in the open literature. We
aim to fill this void in this paper and, inspired by results from
decentralized learning, propose a decentralized sparse matrix
multiplication approach on a logical ring. Additionally, we
take the potential presence of Byzantine nodes into account to
address the security concerns in such a setting.

Note that in recent years the majority of the works in dis-
tributed matrix multiplication have focused on dense matrices.
Specifically, it has been shown that encoding the input matrices
via polynomial codes can improve the system performance in
terms of latency and straggler tolerance [10]. Different coding
schemes provide different trade-offs between the recovery
threshold, i.e., the number of workers that have to complete
their tasks before the server can recover the result, and the
communication load, i.e., the amount of information to be
downloaded from the workers (see, e.g., [2], [11]–[14]).

However, for sparse input matrices, encoding the sub-
matrices in general decreases the sparsity of their coded
representations sent to the worker nodes. This eliminates the
complexity gains obtained by offloading the computation;
for example, a coded sparse matrix multiplication scheme
proposed in [15] achieves a sub-optimal recovery threshold. In
[16], the authors consider a convolutional coding scheme and
low-complexity peeling decoder for sparse distributed matrix-
vector multiplication. The papers [17], [18] propose coding
schemes for sparse matrix multiplication, which provides a
trade-off between straggler resilience and worker computation
speed. A coded scheme for distributed vector-matrix multipli-
cation proposed in [19] is based on a secret sharing scheme
and trades privacy guarantees with sparsity.

Similarly, distributed matrix multiplication in the presence
of Byzantine attackers has been addressed recently for archi-
tectures with a centralized server. Specifically, in [20], [21], a
distributed matrix-vector multiplication in presence of a subset
of Byzantine workers is considered. In [20] a probabilistic
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scheme based on group testing is proposed to identify the
attacked workers with high probability. Further, [22] presents
a coded distributed computing scheme to preserve data security
and privacy by improving the adversarial tolerance. A private
and secure coded matrix-matrix multiplication scheme SRPM3
is proposed in [23], where Freivalds’ test [24] is applied
to detect the adversaries. However, little attention has been
devoted to decentralized adversarial schemes.

In summary, our work has the following novel contributions
beyond existing work in distributed matrix multiplication. (i)
We extend the well-known setting with a trusted server to the
fully decentralized case on a logical ring. Our scheme uses an
uncoded scheme which preserves the computational savings
at the workers for sparse input matrices. (ii) We propose
a new algorithm to detect and mitigate Byzantine nodes
in the fully decentralized setting under sparsity assumptions
for the input matrices. The resulting algorithm is applied to
both deterministic and probabilistic Byzantine adversaries and
allows for both perfect recovery and an approximation of the
correct matrix product at each node, depending on the number
of active adversaries in the system.

Notation: We denote by Fq the finite field of size q.
Matrix and vectors are denoted in boldface: A and a. The
transposition of matrix A is denoted by AT , and coli(A)
denotes the i-th column of A. For a vector a, we denote by
supp(a) the set of indices of the non-zero entries of a, and
by wH(a) its Hamming weight. The probability of an event A
is denoted by P[A].

II. SYSTEM MODEL

Consider a computing system where N worker nodes W =
{W0, . . . ,WN−1} need to compute the multiplication C =
ATB of two large sparse matrices A ∈ FP×S

q , and B ∈
FP×D
q . It is assumed that the sparsity levels of input matrices

A and B are L(A) and L(B), respectively.

Definition 1. The sparsity level of matrix X = (xij) ∈ Fm×n
q ,

denoted by L(X), is the fraction of the number of zero
elements with respect to the size of the matrix, i.e.,

L(X) ≜
|{i, j : xij = 0}|

mn
. (1)

We assume that all the worker nodes have enough memory
capacity to store the entire input matrices A and B, possibly
in a compressed form1. As mentioned, the goal is to compute
C = ATB, however, due to computational complexity con-
straints, each node Wn can compute only dn multiplication
tasks. This number in general depends on the size of the
tasks. For the sake of simplicity, we assume that dn = d
holds for all the nodes. However, the scheme can be easily
adapted to the case of different dn’s. Therefore, the nodes
employ a decentralized protocol where each node computes its
corresponding task and sends it to its neighbor downstream,
according to some predefined path. We generally assume that

1Compressed sparse row (CSR) and compressed sparse column (CSC) are
the most common compression techniques for sparse matrix storage [25].

nodes can communicate on a complete graph where some
links are associated with smaller communication costs than
others, e.g., as in wireless networks. Therefore, some links are
preferred for communication, and they may follow a logical
ring as depicted in Fig. 1(a). Additionally, the ring topology
eases the information exchange between the nodes to facilitate
decentralized matrix multiplication.

To this end, the worker nodes partition the input matrices
A, B into ∆A and ∆B block-columns as

A=
[
A0, . . . ,A∆A−1

]
, B=

[
B0, . . . , B∆B−1

]
, (2)

where each block-column Ai is of size P × S′, S′ = S/∆A,
and Bj is of size P ×D′, D′ = D/∆B. We imply that S is
divisible by ∆A and that D is divisible by ∆B , and thus both
S′ and D′ are integers. With such a partitioning, the matrix
C ∈ FS×D

q consists of blocks Cij=AT
i Bj ∈ FS′×D′

q .
We consider a multiplication of two block-columns AT

i Bj ,
i∈ [∆A], j∈ [∆B ], to be one multiplication task. Hence, the
total number of tasks is ∆A∆B = ∆. We use both double
indexing (i, j) ∈ [∆A] × [∆B ] and single indexing n ∈ [∆]
interchangeably, when it is not ambiguous.

We assume that the worker nodes can run their computations
in parallel. Additionally, they are able to communicate in
parallel, i.e., each node transmits and receives a bounded
number of computed block-columns simultaneously within a
fixed amount of time, which is synchronized across all the
worker nodes.

Ideally, each node computes one block Cij=AT
i Bj , and

then the nodes exchange their results over the ring. However,
there may exist an arbitrary subset of non-colluding Byzantine
worker nodes (i.e., adversaries) {Wn}n∈A indexed by A⊂ [N ]
with cardinality |A|=z in the system (the N−z benign nodes
remain benign during the whole process). The adversaries want
to maliciously corrupt the result by sending wrong results C̃ij

to the next neighboring worker node. It is assumed that these
Byzantine nodes can only manipulate their own computed
blocks. This means that each worker node sends the read-
only version of its computed task to the next worker node
on the ring [26]. Note that the read-only requirement can be
implemented by cryptographic tools.

We model the existence of adversaries via a probabilistic
model. More precisely, each nodeWn is adversarial with prob-
ability α, independently of others. The number of adversaries
z is then a random variable (RV), distributed according to the
binomial distribution with parameters N and α. Moreover,

Cij =

{
AiBj with probability 1− α,

Zij with probability α.
(3)

To verify the results and also to detect the Byzantine worker
nodes, we apply Freivalds’ test [24] as outlined below.

A. Adversarial attack detection

Verifying the correctness of the results and also identi-
fying the attacked worker nodes is a critical design issue
in distributed computation systems. Freivalds’ test [24] is a
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Fig. 1: Decentralized sparse matrix multiplication in the pres-
ence of Byzantine nodes.

well-known randomized method to verify the correctness of a
matrix multiplication more efficiently than by recomputing the
product. The algorithm is based on the following observation.
If AT

i Bj ̸=Cij , then for a vector v drawn uniformly at random
from FD

q , the probability that AT
i Bjv=Cijv is small. At the

same time, computing this requires only three matrix-vector
multiplications, instead of one matrix-matrix multiplication.
Note that the time complexity of matrix-vector multiplica-
tion is much smaller than the complexity of matrix-matrix
multiplication. The test can be amplified by drawing several
independent vectors v. The original paper [24] provides an
upper bound on the failure probability (i.e., the misdetection
probability) of the test for a general attack model. Since Zij

is uniformly distributed in our model, we can improve on
this probability as outlined in the following lemma. We also
use random vectors v of a constant weight wH > 0. The
misdetection probability is the same for any fixed weight, and
the multiplication by sparse vectors reduces complexity.

Lemma 1. Assume Wn is an adversary. If we draw vec-
tors v1,v2, . . . ,vζ uniformly at random from {v ∈ FD′

q :
wH(v) = wv}, the probability of misdetection is

Pm ≜ P
[
AT

i Bjvk = Zijvk, ∀k = 1, 2, . . . , ζ
]
=

1

qS′ζ

Proof: The proof of the lemma follows along the lines
of the original result by Freivalds [24] with the exploitation
of the fact that the entries of matrix Zij are independent
and uniform. Having ζ i.i.d vectors, v1,v2, . . . ,vζ , drawn
uniformly at random from {v ∈ FD′

q : wH(v) = wv}, and
independent from the input matrices we have that

Pm =
(
P
[
(AT

i Bj − Zij)v1 = 0
])ζ

,

Moreover, since Zij is uniform and independent of Ai and
Bj , the matrix U = AT

i Bj−Zij is uniform over FS′×D′

q (Zij

acts as a one-time pad). For each fixed v, there are precisely
qD

′−1 vectors u ∈ FD′

q , such that uTv = 0 (as the number
of solutions of the linear system uTv = 0 which has rank 1
and D′ variables). Therefore, there are q(D

′−1)S′
matrices U

in FS′×D′

q such that Uv = 0. In other words,

P[Uv = 0] =
q(D

′−1)S′∣∣FS′×D′
q

∣∣ =
1

qS′ .

and we obtain the statement of the lemma.
Note that the misdetection probability decreases exponen-

tially with the increase of the field size q.

III. PROPOSED SCHEME

In this section, we present our proposed scheme in two
variants: either perfect or imperfect reconstruction of the
product C, which we denote by Ĉ. In the proposed scheme,
each node computes its assigned block multiplication task
and shares the results over the ring in a sequence of parallel
transmissions. Each node is responsible for verification of the
calculation results from its upstream neighbors by employing
Freivalds’ test.

After the computed blocks have been distributed among all
the nodes, the nodes skip all the identified adversaries, and
thus the communication is performed over the smaller ring,
albeit at a potentially higher communication cost.2 The block
multiplications that were assigned to the adversaries are re-
assigned between the remaining nodes, and they proceed in
a similar manner. If the number of remaining multiplication
tasks is larger than the number of benign nodes, this procedure
may be repeated several times.

A. Perfect reconstruction

First, we describe the case of reconstructing the product C
perfectly. This is possible if the total number of multiplication
tasks the benign nodes can perform is larger than the number
of the tasks, i.e., |B|d ≥ ∆. The proposed scheme has multiple
steps including computation, communication, and verification.
Since every node has full access to A and B, it can verify
(via Freivands’ test) any block multiplication result.

Task assignment: The workers form the pool of computa-
tional tasks T , and each node is assigned one task from T .

Computation: Each worker node computes the assigned
task.

Verification and distribution: The steps below are per-
formed in a synchronized fashion in parallel by all the nodes
repeatedly until all the nodes receive all the blocks (exactly
N − 1 repetitions required). At step t = 1, 2, . . . , N − 1, a
node

1) receives a new block forwarded by the upstream node;
2) performs Freivalds’ test on the received block;
3) if the test fails, marks the node that produced this block as

an adversary, and returns the corresponding computation
task back to T for further computation;

4) forwards the received block further downstream.
After that, everybody has the same list of nodes marked

adversarial since they all have tested the same computed
blocks. Now, the benign nodes are renumbered in increasing
order and skip all the adversaries, thus forming a smaller ring.

If there are still tasks left to compute and each benign
node has performed less than d computations, the protocol
execution goes back to the task assignment step, otherwise, it

2We do not consider communication cost in this work to show the feasibility
of our proposed scheme and leave it for future work.
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Algorithm 1: Proposed scheme
Input: matrices A and B, ∆A, ∆B , node Wn

Output: Ĉ
1 Partition A and B into ∆A and ∆B blocks, resp.
2 A ← ∅, B ← [N ], ∆← ∆A∆B , T ← [0 : ∆− 1]
3 for t = 1 : d do
4 m0,m1, . . . ,mN−1 ← first N elements3 of T
5 T ← T \ {mn}
6 Compute Cmn = Amn (mod ∆A)B⌊mn/∆A⌋
7 Send Cmn to the node downstream
8 for i = 1 : N − 1 do
9 Receive Cmn−i (mod N)

from the node upstream
10 Run Freivalds’ test on Cmn−i (mod N)

11 if test succeeds then
12 Ĉmn−i (mod N)

← Cmn−i (mod N)

13 T ← T \ {mn−i (mod N)}
14 else
15 B ← B \ {n− i (mod N)}
16 Forward Cmn−i (mod N)

to the node downstream

17 N ← |B|, n← index of n in B
18 Renumber benign nodes:

W0, . . . ,WN−1 ← {Wm | m ∈ B}
19 B ← [0 : N − 1]
20 if T = ∅ then
21 goto Line 25

22 if T ̸= ∅ then
23 Replace γ = ∆− (N − z)d blocks with all-zero

blocks
24 goto Line 25

25 return Ĉ

finishes. The detailed description of the scheme is presented
in Algorithm 1. The same algorithm runs on every node, but
each node Wn is aware of its index n in the system.

Proposition 1. Algorithm 1 is resilient to at most N − ⌈∆/d⌉
adversaries.

Proof: Based on our construction, the total number of
tasks that benign worker nodes are able to perform must be not
smaller than the total number of tasks ∆, i.e., (N − z)d ≥ ∆,
which proves the proposition.

As a remark, once the nodeWn detectsWm as an adversary,
it can append the vector v to the corrupted block (i.e., Cm||v)
and forward it along with the corrupted result to help the
downstream nodes to run the Freivalds’ test faster. Indeed,
after such a vector v is found, it acts as a certificate that
proves the incorrectness of the multiplication. We omit this
optimization in the paper for the sake of clarity.

B. Imperfect reconstruction

For the case |B|d < ∆, perfect reconstruction of the multi-
plication result is not possible. In this case, γ = ∆−(N−z)d

tasks cannot be reconstructed since this exceeds the compu-
tational capabilities of the worker nodes. Due to the sparse
nature of the matrices, these γ blocks can be substituted with
all-zero blocks in Line 23 of alg. 1. This substitution is the
element-wise maximum likelihood estimate and it imposes a
relatively small error/distortion to the result. It should be noted
that unlike the scheme in Section III-A, this variant of the
scheme never fails, even if |B|d < ∆.

IV. RECONSTRUCTION DISTORTION

In this section, we present the results on the average
reconstruction distortion of the proposed scheme for random
matrices A and B, when the imperfect reconstruction variant
outlined in Section III-B is used. We consider two sparsity
models for the matrices A and B: (i) with constant column
weight and (ii) with i.i.d. entries distributed according to
Bernoulli distribution. We measure the reconstruction distor-
tion in terms of the normalized Hamming distance between
the matrices.

Definition 2. The normalized Hamming distance between two
m × n matrices X = (xij) and Y = (yij) is defined as the
number of positions where X and Y differ:

dH(X,Y) ≜
|{i, j : xij ̸= yij}|

mn
.

In both models below, the columns of A have the same
(marginal) distributions, and this is also true for the columns
of B. In this case, the average distortion depends only on the
expected sparsity level of the resulting matrix C.

Theorem 1. If the columns of A have the same marginal
distributions (the same for the columns of B), the proposed
scheme in Algorithm 1 with imperfect reconstruction achieves
the following expected distortion:

E
[
dH(C, Ĉ)

]
= E[L(C)]

×
N∑

z=N−⌈∆/d⌉

(
N

z

)
αz(1− α)N−z

(
1− (N − z)d

∆

)
.

Proof: If every column in A and B has the same marginal
distribution, then every element cij in matrix C has the same
marginal distribution as the product of the i-th column in A
and the j-th column in B, for any choice of i and j, and
P[cij = 0] = E[L(C)].

For a fixed number of adversaries z > N −⌈∆/d⌉, precisely
γ = ∆−(N−z)d blocks of C will be not computed and they
need to be substituted with all zeros. The average number of
non-zero elements in these blocks is γS′D′E[L(C)] and this
is also the average number of positions where C and C̃ differ.
Therefore, for a fixed number of adversaries z, the expected
normalized Hamming distance between C and C̃ is given as

γS′D′E[L(C)]

SD
= E[L(C)]

(
1− (N − z)d

∆

)
.

3If there are fewer tasks than remaining benign nodes, some of them do
not perform computations but still participate in verification and distribution.
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Finally, we need to average over the number of adversaries
z, which is binomially distributed with parameters N and α.
This yields the result of the theorem.

Below, we derive the exact expressions for E[L(C)] based
on the two sparsity models for A and B.

A. Constant column weight matrices

Let the matrix A be drawn uniformly at random from the
set of all matrices in FP×S

q with constant column weight wA

and the matrix B be drawn from FP×D
q with column weight

wB , respectively. We assume that A and B are independent.
With these distributions, the sparsity levels of the matrices are
deterministic: L(A) = 1− wA/P and L(B) = 1− wB/P . Note
that the non-zero entries of the input matrices are i.i.d. over
the multiplicative group of the field Fq .

Lemma 2. For random matrices A and B with constant
column weights wA and wB , resp., the expected sparsity level
of C = ATB is

E[L(C)] =

(
P−wA

wB

)(
P
wB

) +
1

q − 1

min(wA,wB)∑
ℓ=2

(
wA

ℓ

)(
P−wA

wB−ℓ

)(
P
wB

) . (4)

Proof: The element in i-th row and j-th column of C is
the dot product of coli(AT ) and colj(B). For fixed i and j and
random matrices, these columns are random vectors with fixed
weights. Let ℓ be the size of the intersection of supp(coli(A))
and supp(colj(B)), i.e., the number of positions where both
columns have non-zero values. Only these values are important
for the result of the dot product.

If ℓ = 0 (both supports have an empty intersection), the
dot product is trivially 0. If ℓ = 1, the dot product is never
0 as no product of two non-zero elements of Fq is 0. If 2 ≤
ℓ ≤ min(wA, wB), we have a dot product of two vectors of
ℓ elements each, where all the elements are non-zero. Since
these elements are drawn uniformly and independently from
Fq \ {0}, the probability of this product to be 0 is 1/(q−1).

The final ingredient of the proof is the distribution of ℓ.
There are wA non-zeros in coli(A

T ), and
(

P
wA

)
ways to choose

these positions. Among those wA positions, there are
(
wA

ℓ

)
ways to choose ℓ positions for the support intersection set.
Finally, there are

(
P−wA

wB−ℓ

)
ways to choose the remaining non-

zero positions of colj(B). Altogether, the size of the support
intersection set equals ℓ with probability(

P
wA

)(
wA

ℓ

)(
P−wA

wB−ℓ

)(
P
wA

)(
P
wB

) =

(
wA

ℓ

)(
P−wA

wB−ℓ

)(
P
wB

) .

B. Matrices with i.i.d. entries

Again, we assume that A and B are drawn independently.
Each element of A is 0 with probability 1 − λa, and any
other element of Fq with probability λa/(q−1). Likewise, each
element of B is 0 with probability 1−λb and any other element
of Fq with probability λb/(q−1). The expected sparsities are as
follows:

E[L(A)] = 1− λa, E[L(B)] = 1− λb.
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Fig. 2: Expected normalized distortion versus the probability
that a node is adversarial

Lemma 3. For random matrices A and B with independent
entries, the expected sparsity level of C = ATB is

E[L(C)] =

(
1− 1

q − 1

)
(1− λ)P +

1− Pλ(1− λ)P

q − 1
,

where λ = λaλb.

Proof: The proof of the lemma follows along the same
lines as the proof of Lemma 2. The only difference is the
distribution of the support intersection size ℓ: it follows a
binomial distribution with parameters P and λ,

V. COMPUTATIONAL COMPLEXITY

The average computational complexity of the proposed
scheme for each worker node can be summarized as follows.
Considering L(A), L(B), and L(C) as the sparsity levels
of the input matrices A, B, and the resulting matrix C,
resp., and by defining L1 = max(L(A),L(B)), the com-
putational complexity required at each worker node is at
most O(S′(1−L1)PD′) to compute its corresponding task.
Note that this complexity is much lower in practice, due
to the sparsity of the input matrices and also the uniform
i.i.d. distribution of the non-zero elements in each col-
umn. Hence, we have supp(coli(A)∩colj(B))≪(1−L1)P .
The computational complexity of running one round of
Freivalds’ test for each node to verify one block-column is
at most O(P (1−L2)D

′+S′(1−L3)P+S′(1−L4)D
′), where

L2 = max(L(B),L(v)), L3 = max(L(A),L2), L4 =
max(L(C),L(v)). L(v) = 1−wv/D

′ denotes the sparsity
level of vector v.

VI. PERFORMANCE EVALUATION

In this section, we evaluate the performance of our proposed
scheme based on the analytical results derived in Section IV
and compare them with the “no-detection” case, in which the
environment is considered as fully trusted and the worker
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nodes do not verify their neighboring nodes. The expected
normalized distortion, considering the probabilistic model for
an adversarial attack, is illustrated in Fig. 2. We consider z
adversarial nodes, z being distributed according to a binomial
distribution with parameters N = 100, the total number of
nodes, and α, the probability of each node being adversarial.
Therefore, the normalized distortion for the no-detection case
is

(
1− 1

q

)
α.

Fig. 2 shows the results for different numbers of tasks that
each worker node can perform, i.e., d=1, 2, 3, and two sparsity
levels L(A) = L(B) of 0.98 and 0.99 for input matrices A
and B of size 5000×10000. The column weights are set to
wA = wB = 50 and wA = wB = 100 for sparsity levels
of 0.99 and 0.98, respectively. A moderate-size prime field
Fq = F210−3 is considered for this implementation. As can
be seen from the figure, the adversarial tolerance increases
significantly with the number of tasks that each worker node
can perform. For example, for d = 1 no adversaries can be
tolerated, but for d = 2, the system can tolerate roughly up
to z = N/2 adversaries without any distortion in the final
result. The effect of sparsity on the distortion can also be
observed in Fig. 2. As shown, the straight dash-dotted lines in
Fig. 2 depicts precisely the fraction of non-zero elements in
the resulting matrix C. Similar observations can be made for
the i.i.d. entry case in Section IV-B. This is due to the fact that
the reconstruction distortion is only a function of the sparsity
level of C. In fact, we can observe from Theorem 1 that the
expected distortion only depends multiplicatively on L(C),
and therefore the i.i.d. entry case shows qualitatively the same
behavior as the constant column-weight case in Fig. 2.

VII. CONCLUSION

In this paper, we have proposed a new scheme to show the
feasibility of sparse matrix multiplication in a decentralized
manner. We have considered the potential presence of Byzan-
tine nodes to address the security concerns in such a setting,
and evaluated our proposed scheme by applying an adversarial
detection method. Then the scheme was applied to both de-
terministic and probabilistic Byzantine adversaries for perfect
and imperfect reconstruction of the matrix product. Our results
demonstrated the feasibility of the proposed scheme and also
show a significant performance improvement compared to the
no-detection case.
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