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Visualizing and characterizing excited states from
time-dependent density functional theory

John M. Herberta∗

Time-dependent density functional theory (TD-DFT) is the most widely-used electronic structure
method for excited states, due to a favorable combination of low cost and semi-quantitative accu-
racy in many contexts, even if there are well recognized limitations. This Perspective describes
various ways in which excited states from TD-DFT calculations can be visualized and analyzed,
both qualitatively and quantitatively. This includes not just orbitals and densities but also well-
defined statistical measures of electron–hole separation and of Frenkel-type exciton delocaliza-
tion. Emphasis is placed on mathematical connections between methods that have often been
discussed separately. Particular attention is paid to charge-transfer diagnostics, which provide
indicators to diagnose when TD-DFT may not be trustworthy due to its categorical failure to de-
scribe long-range electron transfer. Measures of exciton size and charge separation that are di-
rectly connected to the underlying transition density are recommended over more ad hoc metrics
for quantifying charge-transfer character.

1 Introduction
Amongst various formulations of density functional theory (DFT)
for electronic excited states,1 by far the most widely used is
linear-response DFT.1–5 For historical reasons,6 that formulation
is commonly known as “time-dependent” (TD-)DFT,1,5–8 despite
the absence of time in its static, frequency-domain formulation.
Semantics aside, the linear-response TD-DFT formalism has a
pleasing familiarity for chemists, as it can be cast in the form of an
eigenvalue problem in a space of singly-substituted Slater deter-
minants. This is analogous to the method of configuration inter-
action with single substitutions (CIS),9 but incorporating dynami-
cal electron correlation in the TD-DFT case. In favorable contexts,
including the electronic spectroscopy of many medium-sized or-
ganic molecules, TD-DFT achieves a mean accuracy of ∼ 0.3 eV
for vertical excitation energies,1,10–14 which is often sufficient for
solution-phase spectroscopy. At the same time, TD-DFT’s formal
scaling and computational cost are comparable to ground-state
DFT,8,15 meaning that it is often the only ab initio method for
excited states that can address large chemical systems. These
considerations have made TD-DFT into the de facto workhorse
of computational electronic spectroscopy.

The present work provides an overview of visualization and
analysis methods for linear-response TD-DFT, going beyond
molecular orbitals (MOs) and aiming to describe (and potentially
quantify) how charge is rearranged upon electronic excitation.
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Both density-based and orbital-based visualization tools are con-
sidered, as are certain atomic partitions of the density change
upon excitation,

∆ρ(r) = ρexc(r)−ρ0(r) . (1.1)

These can be used to characterize the nature of an excited state
in both qualitative and quantitative terms. Many of these analy-
sis and visualization methods have been around for a long time,
but only occassionally have the connections between them been
discussed,1,16–22 and often in a general form for correlated wave
functions with arbitrary levels of excitation.18–22 This obscures
certain simplifications that are possible for CIS- and TD-DFT-type
wave functions, for which the particle–hole picture is clear and
explicit. The present work is limited to those particular ansätze,
with an emphasis on connections between different visualization
and analysis tools that exist in the literature.

Especially relevant are a variety of charge-transfer (CT) met-
rics.22–27 These can be used as prognosticators of (potentially
catastrophic) problems with conventional TD-DFT’s description
of long-range CT.1,28–33 The practical effect is that TD-DFT sig-
nificantly underestimates excitation energies for states having
significant CT character,1,9,34–36 including Rydberg states.11,34

Although significant progress has been made towards correct-
ing this behavior,37–39 via long-range corrected (LRC) den-
sity functionals40–46 and other range-separated hybrid (RSH)
schemes,47–51 it remains important to possess a means to diag-
nose problematic cases.

The remainder of this work is organized as follows. Section 2
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provides a brief introduction to the formalism of linear-response
TD-DFT and also introduces some visualization tools based on
the density matrix, which are more incisive than simply plot-
ting ∆ρ(r) in real space. Orbital-based visualization tools, which
remain the most popular means for qualitative characterization
of an excited state, are introduced in Section 3. To quantify
charge rearrangement during excitation, it is useful to introduce
an atomic partition of ∆ρ(r) that can be made into a metric for CT,
and can also assist in understanding states that are delocalized
across more than one chromophore. These tools are introduced
in Section 4. Section 5 introduces additional ways to quantify
exciton delocalization that have a direct connection to the under-
lying Kohn-Sham wave function or transition density. Finally, the
CT problem in TD-DFT is described in Section 6 along with a dis-
cussion of various metrics that can be used to indicate when (and
for which excited states) this becomes an issue.

2 Theoretical background
We begin with a brief recapitulation of the linear-response TD-
DFT formalism (Section 2.1), then introduce densities and den-
sity matrices for ground and excited states (Section 2.2). Attach-
ment and detachment densities,52 which are important tools for
excited-state visualization, are introduced in Section 2.3.

2.1 Linear-response TD-DFT

Mathematical derivations of linear-response TD-DFT, starting
from time-dependent response theory applied to the Kohn-Sham
ground state, can be found elsewhere;1–5 see Ref. 1 for a ped-
agogical version. The linear-response formalism is what is most
often implied by “TD-DFT”, as it is (by far) the most common
form. An explicitly time-dependent or “real-time” formalism also
exists,1,53–55 which can be used to describe attosecond electron
dynamics in an external electric field.56–63 For excitation en-
ergies and most molecular electronic spectroscopy applications,
however, the real-time method is much less efficient.15 Real-
time methods are not considered here, and visualization tools are
somewhat different for that approach.64–69

Starting from the ground-state solution of the Kohn-Sham
eigenvalue problem,70

F̂ψr = εrψr , (2.1)

the basic equation of linear response theory is(
A B
B∗ A∗

)(
x(n)

y(n)

)
= ωn

(
111 000
000 −111

)(
x(n)

y(n)

)
. (2.2)

This is a non-Hermitian eigenvalue problem for the excitation am-
plitudes x(n) = (x(n)ia ) and de-excitation amplitudes y(n) = (x(n)ia ),
for the nth excited state whose vertical excitation energy is ωn.
Throughout this work, we use indices i, j, . . . to denote occupied
MOs; a,b, . . . to indicate virtual (unoccupied) MOs; and r,s, . . . to
denote arbitrary MOs. Spin indices are omitted here; see Ref. 1
for a version of these equations that includes them. The matrices
A and B in eqn. (2.2) are Hessians with respect to orbital rota-
tions.1,71 In the canonical MO basis that diagonalizes the Fock

matrix F, their matrix elements are

Aia, jb = (εa− εi)δi jδab +
∂Fia

∂Pjb
(2.3a)

and

Bia, jb =
∂Fia

∂Pb j
, (2.3b)

where P is the one-electron density matrix. Expressions for A
and B in terms of electron repulsion integrals and the exchange-
correlation (XC) kernel can be found elsewhere.1,8,9 Lastly, the
quantities εa − εi in eqn. (2.3a) are differences between virtual
(εa) and occupied (εi) Kohn-Sham energy levels defined by the
ground-state eigenvalue problem, eqn. (2.1). The difference εa−
εi appears along the diagonal of A and constitutes a zeroth-order
approximation to an electronic excitation energy, consistent with
a zeroth-order picture in which an electronic transition consists
in promotion of one electron from a single occupied MO into a
single virtual MO, ψi→ ψa.

A TD-DFT calculation consists of the iterative solution of
eqn. (2.2) for a certain number of excited states, each charac-
terized by vectors x(n) and y(n). These are subject to an uncon-
ventional normalization,

∑
ia
(x2

ia− y2
ia) = 1 , (2.4)

consistent with the metric matrix in eqn. (2.2).4,72–74 For brevity,
we omit the state index n in eqn. (2.4) and subsequent expres-
sions. Amplitudes {xia} and {yia} parameterize the transition den-
sity matrix (TDM) for the excitation in question. As a position-
space kernel, that object is4,8,73

T (r,r′) = ∑
ia

[
xia ψa(r)ψ

∗
i (r
′)+ yia ψi(r)ψ

∗
a (r
′)
]
. (2.5)

It provides one possible visualization tool, usually in the form of
the transition density, T (r)≡ T (r,r).

Often, eqn. (2.2) is simplified by invoking the Tamm-Dancoff
approximation (TDA),3,75 in which the de-excitation amplitudes
yia are neglected. These amplitudes arise naturally in the
equation-of-motion formalism for the one-particle density ma-
trix,4,74 yet in molecular TD-DFT calculations they are typically
∼ 100× smaller than the largest xia. (This may not always be the
case for solids.76,77) The matrix B is absent from the resulting
TDA eigenvalue problem, which is simply

Ax = ωx . (2.6)

For historical reasons,78 the original eigenvalue problem in
eqn. (2.2) is sometimes called the random phase approximation
(RPA),9 in order to distinguish it from the simpler Hermitian
eigenvalue problem in eqn. (2.6). That terminology is avoided
here, so as not to confuse it with other methods known as
RPA.78–81 Where we need to make a distinction, we refer to
eqn. (2.2) as “full” TD-DFT and eqn. (2.6) as TD-DFT/TDA.
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Use of the TDA is often essential for avoiding triplet instabilities
and obtaining accurate triplet excitation energies.82–85 Triplet in-
stabilities in the ground-state Kohn-Sham solution indicate that
an unrestricted wave function would lower the energy with re-
spect to the (unstable) closed-shell solution,86 and these instabil-
ities manifest as negative excitation energies.87 Triplet instabili-
ties are common at bond-stretching geometries, where singlet and
triplet states become quasi-degenerate,88,89 but may also occur
near the ground-state geometry when the fraction of Hartree-Fock
exchange is large,90–95 or for large values of the range separation
parameter in RSH or LRC functionals.82,83,96–98 Beyond indicat-
ing an instability, solutions with negative excitation energies are
not physically meaningful and can lead to convergence failure in
solving eqn. (2.2), if the iterative algorithm is predicated on the
excitation energies being positive. Invoking the TDA decouples
the stability problem from the excitation energy problem and is
used in most calculations that are described here.

The TDA simplifies the structure of the transition density into
a form where one can imagine a Kohn-Sham wave function2,99

(determinant) whose form is analogous to the CIS ansatz, namely

∣∣Ψexc
〉
=

occ

∑
i

vir

∑
a

xia
∣∣Ψa

i
〉
, (2.7)

Here, |Ψa
i 〉 is a Slater determinant that differs from the ground

state by a single substitution, ψi→ψa. Given this form for |Ψexc〉,
the real-space kernel T (r,r′) in eqn. (2.5) can be connected to its
more general definition in wave function theory,17,73 which is

T (r,r′) = N
∫

Ψ
∗
0(r
′,r2, . . . ,rN) Ψexc(r,r2, . . . ,rN) dr2 · · ·drN ,

(2.8)
where Ψ0(r1, . . . ,rN) is the ground-state wave function. The def-
inition of T (r,r′) in Eq. (2.8) is also valid for correlated wave
functions.18

It has been argued that eigenvalue differences εa − εi should
be good approximations to true excitation energies in exact Kohn-
Sham theory,99–102 albeit without spin coupling so there is no
distinction between excitations to different spin multiplicities. To
the extent that this remains true in approximate DFT, one might
imagine that configuration mixing in eqn. (2.7) occurs to a lesser
extent in TD-DFT as compared to CIS, which is indeed observed
to be the case.103 For example, Figs. 1a and 1b compare am-
plitudes xia for S0 → S1 excitation of formaldehyde, computed
using TD-DFT/TDA with the PBE functional and also with the
Hartree-Fock functional, equivalent to the CIS method. The TD-
PBE eigenvector consists almost exclusively of the 2b2→ 2b1 am-
plitude whereas in a converged CIS calculation (including all vir-
tual orbitals), this amplitude accounts for less than 20% of the
norm of the transition density. (These calculations were per-
formed using a real-space electronic structure code,104 so there
is no finite-basis approximation. CIS results with conventional
Gaussian basis sets are shown in Fig 1c.) Truncating the virtual
space leads to a more compact expansion and a larger 2b2→ 2b1

coefficient in the CIS case, but this has a disastrous effect on the
excitation energy (Fig 1b). This is not a useful strategy.

That said, significant configuration mixing may be an unavoid-

configuration mixing coefficients, xia
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Fig. 1 Bar graph of configuration mixing coefficients xia for the 1 1A2
state of formaldehyde: (a) TD-PBE/TDA calculations using active spaces
containing nvirt virtual orbitals, as implemented in a real-space electronic
structure code; (b) CIS calculations using the same active spaces; and
(c) conventional CIS calculations in Gaussian basis sets. Calculated ex-
citation energies provide a measure of convergence with respect to active
space or basis set. Adapted from Ref. 103.

able consequence of using hybrid functionals that contain some
fraction of “exact” (Hartree-Fock) exchange. Virtual MOs in
Hartree-Fock theory experience an N-electron potential rather
than a (N− 1)-electron potential,105 so the virtual levels εa are
upshifted such that even the frontier virtual MOs are often un-
bound (εa > 0). These are discretized continuum states,106 and
a large number of them will need to mix together in order to
generate the localized wave function of a bound excited state. In-
clusion of diffuse basis functions, which are often necessary to
obtain converged excitation energies,7,107 also generate signifi-
cant configuration mixing as shown in Fig. 1c.

Configuration mixing muddies the picture of electron and hole,
so it is desirable to have alternative ways of visualizing an excita-
tion besides plotting a potentially large number of occupied and
virtual MOs, corresponding to the significant amplitudes xia. To
that end, we next introduce excited-state electron densities that
can be used to visualize an excitation in real space.

2.2 Densities and density matrices
Within TD-DFT, the density matrix for an excited state can be
expressed as

Pexc = P0 +∆Pelec +∆Phole +Z . (2.9)

Here, P0 is the ground-state density matrix and

∆P = ∆Pelec +∆Phole (2.10)

is the (unrelaxed) difference density matrix. The quantity Z is
the so-called “Z-vector” contribution that accounts for orbital re-
laxation in the excited state.8,94,108

The “particle” (or electron) and “hole” components of ∆P are
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available from the TD-DFT response vectors:94,108–110

∆Pelec = 1
2

[
(x+y)†(x+y)+(x−y)†(x−y)

]
(2.11a)

∆Phole =− 1
2

[
(x+y)(x+y)† +(x−y)(x−y)†

]
. (2.11b)

Expressions for the matrix elements in the MO basis can be sim-
plified to afford109

(∆Pelec)ab = ∑
i
(x∗iaxib + y∗iayib) (2.12a)

(∆Phole)i j =−∑
a
(xiax∗ja + yiay∗ja) . (2.12b)

These quantities are normalized such that

tr(∆Pelec) = 1 =− tr(∆Phole) . (2.13)

Although we have not been explicit about spin indices, the spin-
orbital indices (i, a, etc.) could be limited to either α or β spin.
By doing so, one could obtain a spin density matrix for either
the particle (∆Pelec

ααα −∆Pelec
βββ

) or the hole (∆Phole
ααα −∆Phole

βββ
), whose

real-space representation would reveal spin polarization for an
open-shell system.

Whereas ∆P is available from x and y alone, calculation of Z in
eqn. (2.9) requires solution of the coupled-perturbed equations
that are associated with the TD-DFT excited-state gradient.94,110

The density matrix Pexc that includes Z is known as the “relaxed”
density matrix, whereas

Punrlx = P0 +∆P (2.14)

is the unrelaxed density matrix. Examples illustrating the role of
Z are deferred to Section 2.3.

The quantities ∆Pelec and ∆Phole can be conceptualized as sep-
arate densities for the excited electron and the hole that it leaves
behind in the occupied space. More precisely, this is true of the
real-space densities ∆ρelec(r) and ∆ρhole(r) that are encoded by
these density matrices. Unlike the difference density,

∆ρ(r) = ∆ρelec(r)+∆ρhole(r) , (2.15)

which exhibits both positive and negative regions in space,
∆ρelec(r) ≥ 0 everywhere in space, and ∆ρhole(r) ≤ 0. Sometimes
it is more informative to visualize these two quantities separately.
It is therefore suggested that ∆ρelec(r) should be called the parti-
cle density and ∆ρhole(r) the hole density. (These terms are some-
times used differently,18 but our usage is consistent with the idea
of ∆Phole as the density matrix for the hole.72) An example is de-
picted in Fig. 2, where the particle and hole densities can be visu-
ally superimposed by the reader to suggest the difference density
∆ρ(r), which is also shown. The Z-vector contribution is omitted
in this example, so these are unrelaxed densities.

The molecule in Fig. 2 is a polyfluorene oligomer with a sin-
gle keto defect (fluorenone) in one of the terminal monomer
units.111 It provides an example of how particle and hole den-
sities are useful for interpreting excited states that are strongly
mixed in the canonical MO basis, meaning there are numerous

(a) particle (attachment) density

(b) hole (detachment) density

(c) difference density

(d) transition density

Fig. 2 Unrelaxed densities for the S0 → S2 transition of a five-unit
fluorenone-terminated polyfluorene whose leftmost fluorene unit contains
a carbonyl defect: (a) particle density (∆ρelec), (b) hole density (∆ρhole),
(c) difference density (∆ρ = ∆ρelec + ∆ρhole), and (d) transition density
T (r). TD-DFT/TDA calculations were performed at the CAM-B3LYP/
3-21G* level. Adapted from Ref. 1; copyright 2023 Elsevier.

amplitudes xia that are similar in magnitude. In this particu-
lar example, the frontier MOs are completely delocalized along
the length of the oligomer, which is not atypical for π-conjugated
chromophores. Nevertheless, it is obvious from the densities in
Fig. 2 that the excited state in question is localized as a result
of the defect. This is not obvious within the canonical MO ba-
sis, however, wherein the transition density consists of a roughly
equal mixture of four different ψi → ψa excitations, as shown in
Fig. 3a. Localization arises from phase interference in a coherent
superposition of four terms, but this is essentially impossible to
discern by inspecting the relevant MOs alone.

2.3 Attachment and detachment densities
For CIS and TD-DFT calculations, the particle and hole densities
defined in Section 2.2 coincide precisely with the attachment den-
sity and the detachment density, respectively, quantities that were
originally defined in a manner that is not be limited to single-
excitation theories.52 This definition sheds additional light on the
nature of ∆Pelec and ∆Phole in TD-DFT. First, let us diagonalize a
difference density matrix ∆P and express the result in the form

U†(∆P)U =

(
a 000
000 d

)
(2.16)

where the nonzero blocks a and d are diagonal matrices that con-
tain the positive and the negative eigenvalues of ∆P, respectively.
Density matrices corresponding to the attachment and detach-
ment densities are then defined as16,17,52

∆Pattach = U

(
a 000
000 000

)
U† (2.17a)
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(a) canonical molecular orbitals
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LUMO

26%
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20%

(b) natural transition orbitals

96%

Fig. 3 Transition density for the fluorenone-terminated polyfluorene oligomer that is also depicted in Fig. 2, viewed here in two different representations:
(a) the canonical MO representation, with weights x2

ia given as percentages, and (b) the NTO representation, with a single weight λ 2
1 that is also given

as a percentage. TD-DFT/TDA calculations were performed at the CAM-B3LYP/3-21G* level. Adapted from Ref. 1; copyright 2023 Elsevier.

and

∆Pdetach = U

(
000 000
000 d

)
U† . (2.17b)

Note that ∆Pattach is positive semidefinite and ∆Pdetach is negative
semidefinite.

This procedure could be followed for any difference density
matrix, including the relaxed one from a TD-DFT calculation,
or one that is obtained from a correlated wave function. In
the special case that ∆P is the unrelaxed difference density ma-
trix from a TD-DFT calculation [eqn. (2.10)], it follows that
∆Pattach ≡ ∆Pelec and ∆Pdetach ≡ ∆Phole. Although this equiva-
lence has been noted before,1,17 it does not seem to be widely
appreciated. It arises from a unique feature of single-excitation
theories, namely, a direct correspondence between CI coefficients
and matrix elements of the TDM.18,73,74,112 In the CIS case, for
example, xia = 〈Ψexc|â†

aâi|Ψ0〉.

Considering the specific case of ∆P in eqn. (2.10), qualitative
insight into the nature of an excited state can often be gleaned
by analyzing its particle and hole components, ∆Pelec and ∆Phole.
It must be borne in mind, however, that electron/hole separa-
tion does not survive the contribution from orbital relaxation,
i.e., from Z in eqn. (2.9). Nonzero matrix elements Zia = Zai in-
troduce occupied–virtual coupling, in contrast to the occupied–
occupied and virtual–virtual terms that define the unrelaxed dif-
ference density [eqn. (2.12)]. However, one may construct the

relaxed difference density,

∆Prlx = Pexc−P0 = ∆P+Z , (2.18)

and substitute this for ∆P in eqn. (2.16). This defines attachment
and detachment contributions to the relaxed density and recovers
a particle/hole picture that includes orbital relaxation.

Orbital relaxation effects can be especially significant for states
with CT character, as demonstrated in Fig. 4 for the case of
a donor–acceptor complex consisting of naphthalene and tetra-
cyanoquinone. Unrelaxed particle and hole densities (on the left
in Fig. 4) suggest that the S1 state of the complex has almost per-
fect CT character, with the excited electron localized on the ac-
ceptor (tetracyanoquinone) and the hole localized on the donor
(naphthalene). A dipole moment change ∆µ = 14.9 D upon exci-
tation underscores this CT character. However, the corresponding
relaxed densities (on the right in Fig. 4) are both delocalized over
both monomers. The change in dipole moment computed from
the relaxed density is substantially reduced although still quite
large: ∆µ = 10.9 D. Note that the excitation energy is precisely
the same regardless of which densities are used to visualize the
transition, as is the ground-state dipole moment of 1.3 D, but the
value of the excited-state dipole moment depends substantially
on whether it is computed using the relaxed or unrelaxed density
matrix for the excited state.

This example underscores the fact that the use of ∆Prlx rather
than ∆P can have a significant effect on excited-state proper-
ties,108,113,118 especially for states with a high degree of CT char-
acter.108 The relaxed dipole moment, which is the correct dipole
moment for the excited state (according to linear response the-
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Fig. 4 Relaxed and unrelaxed detachment densities (upper images, in
orange) and attachment densities (lower images, in magenta) for the S0
→ S1 transition of a donor–acceptor complex involving naphthalene and
tetracyanoquinone. Calculations were performed at the TD-ωB97X-D/
6-31G* level within the TDA and all densities are plotted using 90% iso-
probability contours. Unrelaxed densities (on the left), corresponding
to density matrices in eqn. (2.11), are localized on either the donor or
the acceptor. Relaxed densities (on the right) are delocalized over both
molecules, although the state maintains significant CT character as evi-
denced by the dipole moment change upon excitation, ∆µ.

ory), is computed as µ rlx
x = tr(µµµxPexc) for the x component, and

its unrelaxed analog is µunrlx
x = tr(µµµxPunrlx). In Table 1, these two

quantities are juxtaposed for the first excited state of formalde-
hyde (1A2), and for an excited state of p-nitroaniline that is
characterized by CT from the amino group to the nitro group.
Even for the comparatively benign case of formaldehyde, use
of the relaxed density alters the total dipole moment by more
than 1 D for several different density functionals, bringing the
value much closer to experiment. The contrast is more dramatic
for p-nitroaniline, whose 1CT state exhibits a large dipole mo-
ment (µ ≈ 13 D),117,119 leading to significant orbital relaxation.
For certain functionals, the unrelaxed density overestimates the
excited-state dipole moment by more than a factor of two, al-
though the effect decreases as the fraction of exact exchange
is increased. (Relaxed and unrelaxed dipole moments differ by
more than a factor of two for formaldehyde as well,113,118 but
the dipole moment is much smaller in that case.)

Although relaxed densities are required for reliable and quan-
titative excited-state property calculations, there is much quali-
tative information to be gleaned from unrelaxed densities. For
example, the CT nature of the donor→ acceptor transition in the
naphthalene–tetracyanoquinone dimer (Fig. 4) comes through in
both the relaxed and unrelaxed dipole moments, even if orbital
relaxation serves to delocalize both particle and hole across both
monomers. Other examples considered below will neglect the Z-
vector contribution, which is adequate for a quick survey of the
nature of the excited states.

3 Natural transition orbitals
Densities reveal how charge is moved around upon excitation but
they sacrifice the phase (sign) information that is contained in the
orbitals, which might be helpful for understanding the character

Table 1 Excitation energies and excited-state dipole moments
compared to experiment.a

Molecule & Method
∆E µ (D)b

(eV) unrelaxed relaxed
formaldehyde (1A2)
TD-BLYP 3.82 −0.05 −1.34
TD-B3LYP 3.98 −0.22 −1.40
TD-BH&HLYP 4.08 −0.39 −1.40
TD-HF 4.39 −0.60 −1.26
CASSCF(12,10) −1.29
experiment 4.07c −1.56±0.07d

p-nitroaniline (1CT)
TD-BLYP 3.61 23.57 11.71
TD-B3LYP 4.07 20.81 12.40
TD-BH&HLYP 4.63 16.81 12.43
TD-HF 4.89 11.53 10.71
CASSCF(12,12) 16.35
experiment 4.24e 13.35 f

aData are from Ref. 113 except where indicated. bMinus signs indicate
that the dipole moment changes direction upon excitation. cRef. 114.
dRef. 115. eRef. 116. f Ref. 117.

of an excited state. If the number of significant amplitudes xia

is small, then the canonical Kohn-Sham MOs are a good way to
visualize the state in question while retaining phase information,
but this may be inconvenient if there are too many participating
amplitudes, which is often the case with hybrid functionals and
high-quality basis sets.

The quantity T (r,r′) that is defined in eqns. (2.5) and (2.8)
does contain phase information, and can be plotted in three-
dimensional space by setting r = r′. However, the transition den-
sity T (r) ≡ T (r,r) cannot be directly interpreted in terms of the
movement of charge. For example, consider the transition den-
sity for the fluorenone-terminated polyfluorene oligomer that was
considered above (Fig. 2d). Although its nodal structure contains
elements of the nodal structures of both ∆ρelec(r) and ∆ρhole(r),
the transition density T (r) is clearly distinct from the difference
density ∆ρ(r). What can be gleaned from T (r) is the nature of
the transition moment for the excitation in question, which must
lie along the long axis of the molecule in Fig. 2d because the neg-
ative and positive lobes of T (r) approximately cancel along the
short axis. Clearly, the result of the fluorenone defect is that this
particular excited state is a property of the terminal monomer
(fluorenone), not a property of the whole polymer. That fact is
not obvious from the canonical MOs that participate in the tran-
sition, which are shown in Fig. 3a. The natural transition orbitals
(NTOs),120 which are plotted in Fig. 3b and introduced below,
will help to recover an electron/hole picture within a representa-
tion that contains phase information.

3.1 Theory

Starting from ∆Pelec and ∆Phole in eqn. (2.12), phase informa-
tion can be restored (in a manner that maximally preserves the
qualitative characteristics of these densities) by using their eigen-
vectors to define a change-of-basis for the canonical MOs. The
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transformation Uo that diagonalizes ∆Phole defines a transforma-
tion of the occupied MOs that we express as

U†
o(∆Phole)Uo =


λ 2

1 0 0 · · ·
0 λ 2

2 0 · · ·
. . . 0

0 · · · 0 λ 2
nocc


︸ ︷︷ ︸

ΛΛΛ
2

. (3.1)

The nocc × nocc diagonal matrix ΛΛΛ
2 contains the eigenvalues of

∆Phole. (It is the square of a diagonal matrix ΛΛΛ that will be in-
troduced in Section 3.2, where we will discover that the values
λi have their own significance.) Eigenvalues of ∆Phole are non-
negative, which we indicate by writing them as λ 2

i , and they are
normalized such that ∑i λ 2

i = 1 [cf. eqn. (2.13)]. In similar fash-
ion, we introduce a matrix Uv that diagonalizes ∆Pelec,

U†
v(∆Pelec)Uv =

(
−ΛΛΛ

2 000
000 000

)
, (3.2)

which defines a transformation of the virtual MOs. For single-
excitation wave functions, the matrices ∆Pelec and ∆Phole have the
same eigenvalues, up to a sign,111,120 so ΛΛΛ

2 is the same matrix in
both eqns. (3.1) and (3.2). (Extra zeros in the latter are needed
to dimension the matrices consistently.)

The matrix Uo transforms the canonical occupied MOs into a
set of “hole” orbitals that we will call {ψhole

i (r)}, while Uv trans-
forms the canonical virtual MOs into a corresponding set of “par-
ticle” (or “electron”) orbitals {ψelec

i (r)} where i = 1, . . . ,nocc in
both cases; even for the virtual orbital transformation in eq. (3.2),
there are only nocc nonzero eigenvalues. These transformed or-
bitals are the NTOs for the hole and for the excited electron, re-
spectively. They are potent tools for qualitative analysis because
they reduce the 2noccnvirt excitation amplitudes xia and yia into
just nocc unique amplitudes, as discussed further in Section 3.2.
For now, we simply note that the particle and hole densities are
weighted averages of single-NTO probability densities:

∆ρelec(r) =
nocc

∑
i=1

λ
2
i
∣∣ψelec

i (r)
∣∣2 (3.3a)

∆ρhole(r) =−
nocc

∑
i=1

λ
2
i
∣∣ψhole

i (r)
∣∣2 . (3.3b)

Examples of NTOs are provided in Sections 3.3 and 3.4.
The term “NTO” was first suggested by Martin in 2003,120 but

this form of analysis was introduced much earlier by Luzanov and
co-workers.121,122 It has since been rediscovered (and expressed
in the notation used above) by others.112,120,123 The terminology
reflects the sense in which “natural” is used in quantum chem-
istry to mean eigenfunctions of a density matrix.124–126 Just as
natural orbitals are eigenfunctions of P (even in the case of a cor-
related wave function),124 with eigenvalues that are natural occu-
pation numbers, the NTOs diagonalize the TDM. Within a single-
excitation model, this is equivalent to diagonalizing the unrelaxed
difference density matrix ∆P, although that equivalence is lost in
the case of a correlated wave function. (In the latter case, one

must distinguish between NTOs that diagonalize the TDM and the
natural difference orbitals (NDOs) that diagonalize the difference
density matrix.18,19) Similarly, natural ionization orbitals diago-
nalize the difference density obtained upon electron removal.127

None of these quantities should be confused with natural bond or-
bitals or any of the other “natural” concepts introduced by Wein-
hold and co-workers.128–130

3.2 Interpretation

The transformations in eqns. (3.1) and (3.2) fully define the NTOs
in TD-DFT, but an equivalent and illustrative definition is possi-
ble. Keeping to the TDA case for simplicity, we consider x to be
a rectangular matrix of dimension nocc× nvirt. Hole and particle
NTOs are defined by separate unitary transformations of the occu-
pied and virtual MOs (Uo and Uv, respectively), and an equivalent
definition of these two transformations involves a singular value
decomposition (SVD) of x:

U†
o xUv =

(
ΛΛΛ 000
000 000

)
. (3.4)

Here, ΛΛΛ is the nocc× nocc matrix of singular values λi, the same
matrix that appears (as ΛΛΛ

2) in eqs. (3.1) and (3.2). According
to eqn. (3.4), the matrices Uo and Uv contain the left and right
singular vectors of x, respectively, but they are identical to the
eponymous transformations defined as eigenvectors of ∆Phole and
∆Pelec.

As compared to the how NTOs were introduced in Section 3.1,
the construction in eqn. (3.4) demonstrates more clearly why no
more than nocc of the singular values are non-zero, and shows
why the eigenvalues of ∆Phole and ∆Pelec occur in pairs.120 From
yet another point of view, eqn. (3.4) is a special case of a cor-
responding orbitals transformation,131–133 which selects a subset
of virtual orbitals in one-to-one correspondence with the occupied
orbitals. In this case, the NTOs are obtained from the correspond-
ing orbitals transformation that diagonalizes the TDM.

If ∆Phole is dominated by a single NTO then so is ∆Pelec, which
is a consequence of the correspondence between amplitudes xia

and elements of the one-particle density matrix (Section 2.3). As
a result, for single-excitation theories (only), the NTOs are equiv-
alent to excited-state natural orbitals.112 For CIS-type wave func-
tions, the eigenvalues in the natural orbital basis (i.e., the natural
occupation numbers) can be specified in terms of the singular val-
ues of the transition amplitudes:112

nr =


1−λ 2

r , 1≤ r ≤ nocc

λ 2
r , nocc < r ≤ 2nocc

0, r > 2nocc

. (3.5)

The values nr = 1− λ 2
r represent the hole that is created, and

nr = λ 2
r correspond to the excited electron; this demonstrates

why ∆Pelec and ∆Phole have the same eigenvalues, up to a sign.
Redundant orbitals (nr = 0) have been eliminated by the SVD in
eqn. (3.4). Although the direct connection between the excitation
amplitudes, transition density, and one-electron density matrix
for the excited state is a unique feature of the single-excitation
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ansatz, the concept of attachment and detachment densities as
eigenfunctions of ∆P, separable based on the sign of the eigen-
values in eqns. (2.16) and (2.17), is generalizable to wave func-
tions of arbitrary complexity. The individual eigenfunctions of ∆P,
which are the NDOs,18 then generalize the concept of NTOs for
many-body theories, without the need to introduce “correlated
NTOs”.134

Notice also that the TDM is diagonal in the NTO basis:

T (r,r′) =
nocc

∑
i

λi ψ
elec
i (r)

[
ψ

hole
i (r′)

]∗
. (3.6)

This constitutes another proof that the transformation to NTOs
distills a given excitation into the smallest possible number of oc-
cupied/virtual orbital pairs. In a well-defined sense, the NTO ba-
sis is the best choice for conceptualizing excited states in terms
of a one-electron promotion from an occupied MO into a virtual
MO. The NTOs are state-specific, so this optimal basis changes
from one excited state to the next. (State-averaged NTOs have
been suggested as a compact basis for correlated wave function
expansions.18) In eqns. (3.1) and (3.2), we have written the
eigenvalues of ∆Pelec and ∆Phole as λ 2

r in order to emphasize the
correspondence with probabilities x2

ia in the canonical MO basis,
whereas the singular values λr in eqn. (3.4) are the amplitudes
themselves, rotated into the NTO basis.

For chemists, there exists a temptation to designate the orbitals
comprising the first NTO pair (having the largest singular values
λi) as “HONTO” and “LUNTO”,135–157 in analogy to the highest
occupied MO (HOMO) and lowest unoccupied MO (LUMO). (The
terms “HOTO” and “LUTO” have also been used.111,158) This
seems to be especially prevalent in the literature on thermally-
activated delayed fluorescence (TADF) emitters.144–157 As even
some who use this terminology have acknowledged,137 this us-
age is incorrect insofar as “highest” and “lowest” are typically
used in the context of the aufbau principle, whereas orbital en-
ergies are undefined in the NTO basis because the Fock matrix is
not diagonal. As such, it makes no sense to discuss the energies
of NTOs, and this makes the “HONTO” and “LUNTO” terminology
especially confusing when discussed alongside HOMO/LUMO en-
ergy gaps, as is often done in the TADF literature. In this author’s
view, the terms “HONTO/LUNTO” should be avoided, so that vi-
sual descriptions of NTOs are kept separate from arguments based
on one-electron energy levels. In discussing the NTO pairs with
the largest singular values, a more appropriate term is principal
transition orbitals, or perhaps principal NTOs (pNTOs). The full
set of NTOs can be labeled pNTO,pNTO− 1,pNTO− 2, . . ., in or-
der of decreasing singular values λ1 > λ2 > λ3 > · · · . That is the
nomenclature that will be used here.

3.3 Examples

Equation (3.3) demonstrates how the NTOs extract the most im-
portant contributions to the particle and hole densities, or in other
words the most significant contributions to the unrelaxed attach-
ment and detachment densities. In the case where there is only
one significant singular value (λ 2

1 ≈ 1), then |ψelec
1 (r)|2≈∆ρelec(r)

and |ψelec
1 (r)|2 ≈ ∆ρhole(r), which are unrelaxed attachment and

(a) (b) (c)

Fig. 5 Orbitals participating in the lowest titanium K-edge transition in
Ti16O32H2, computed using TD-DFT/TDA (PBE0/def2-ma-SVP). (a) The
principal electron NTO ψelec

1 (r), for which λ 2
1 = 1.00. (b–c) Two canonical

virtual MOs ψa(r), for which x2
ia = 0.19 and 0.09. Isosurfaces plotted here

encapsulate 85% of the probability densities |ψ(r)|2.

detachment densities, respectively. This connection does not
seem to be widely appreciated.

In some cases the use of densities rather than orbitals may be
more convenient, especially when several singular values are sig-
nificant. That situation that is discussed in Section 3.4. On the
other hand, the NTOs preserve phase information that is lost upon
squaring the orbitals and that information may be useful in some
situations, e.g., to distinguish nπ∗ from ππ∗ in cases of significant
orbital mixing, or to reveal the π→ π∗ in a case with complicated
nodal structure, as in the example of Fig. 3b.

For a very different example, we turn to x-ray spectroscopy at
the titanium K-edge. Calculations on a Ti16O32H2 cluster (Fig. 5)
were performed at the PBE0/def2-ma-SVP level,15 where the ba-
sis set is “minimally augmented” (denoted “ma”),159 which is in-
tended to describe any nascent band structure. The K-edge con-
sists of transitions from Ti(1s) to valence virtual orbitals at al-
most 5,000 eV, and to access core-level excitations these calcula-
tions invoke the core/valence separation approximation.160 That
means omitting amplitudes xia unless ψi corresponds to a core
orbital of interest, meaning Ti(1s) in the present example, while
retaining the full virtual space. The principal particle NTO in
this example exhibits essentially just one nonzero singular value
(λ 2

1 = 1.00) and is depicted in Fig. 5a, where its Ti(3d) character
is evident along with some admixture of O(2p). The hole NTO is
not shown but corresponds to the Ti(1s) on a nearby atom, mean-
ing that the asymmetry of the cluster has localized this Ti(1s) →
Ti(3d) pre-edge feature to one end of the cluster.

In the canonical MO basis, the same transition is completely
scrambled and essentially uninterpretable. Two of the relevant
canonical virtual orbitals are shown in Figs. 5b and 5c but there
are 17 distinct amplitudes with |xia| & 0.1, the largest of which
contributes only 19% of the norm of the transition eigenvector,
and all 17 of which collectively contribute only 85%.

Note that Fig. 5 indicates the fraction of |ψ(r)|2 that is encapsu-
lated within each depicted isosurface, which is necessary in order
to make meaningful side-by-side comparisons of orbital localiza-
tion or size. Isoprobability surfaces can be readily computed,161

given volumetric data on a grid (e.g., in the format of a “cube”
file),106 and this functionality is available in some visualization
programs.162 Orbitals should not be compared side-by-side un-
less one is plotting a consistent fraction of |ψ(r)|2, lest one given
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1e1g 2e1g 1e2u 2e2u
HOMO–1 HOMO LUMO LUMO+1

Fig. 6 Frontier MOs for benzene (B3LYP/6-31G* level). The two occupied
orbitals are degenerate, as are the two virtual orbitals.

a false impression of relative size.
The example in Fig. 5 shows that x may be characterized in

some cases by just one singular value, with λ 2
1 ≈ 1. In such cases,

the principal NTO pair can be used to distill the picture into one
that involves just one occupied and one virtual orbital, without
loss of information. Such is also the case for the S0 → S2 tran-
sition of the fluoronone-terminated polyfluorene that is shown in
Fig. 3, for which λ 2

1 = 0.96. The NTO basis presents a simple
picture (Fig. 3b), but in the canonical MO basis there are four
different amplitudes xia contribute significantly to the same tran-
sition (Fig. 3a). The latter are highly delocalized in the occupied
space and form a localized hole only upon coherent superposi-
tion, whereas the localization is immediately evident in the NTO
basis. Higher-energy transitions of polyfluorenes do involve a
larger number of significant NTO pairs,136 which is not unusual.
Since NTOs are the optimal particle/hole basis, the presence of
more than one significant singular value λi is a signature of un-
resolvable multideterminant character in the excited-state wave
function, which cannot be rotated away by unitary change of ba-
sis.18,19,112 The next section considers this in more detail.

3.4 Static correlation
The presence of more than one significant singular value (λi)
in the SVD of x can be driven by symmetry-induced orbital de-
generacies. Such is the case for benzene, whose frontier MOs
(Fig. 6) consist of a pair of degenerate e1g orbitals (HOMO and
HOMO− 1) along with a pair of degenerate e2u orbitals (LUMO
and LUMO+ 1). In small basis sets, there is essentially no dif-
ference between the canonical MOs and the NTOs for the low-
lying excited states and they can be used interchangeably in the
following discussion. Four singly-excited determinants can be
constructed from the aforementioned frontier MOs, and together
these make up the first four singlet excited states of benzene.
These states are:

|S1(B2u)〉=
(∣∣Ψ1e2u

1e1g

〉
+
∣∣Ψ2e2u

2e1g

〉)
/
√

2 (3.7a)

|S2(B1u)〉=
(∣∣Ψ1e2u

1e1g

〉
−
∣∣Ψ2e2u

2e1g

〉)
/
√

2 (3.7b)

|S3(E1u)〉=
(∣∣Ψ1e2u

2e1g

〉
+
∣∣Ψ2e2u

1e1g

〉)
/
√

2 (3.7c)

|S3
′(E1u)〉=

(∣∣Ψ1e2u
2e1g

〉
−
∣∣Ψ2e2u

1e1g

〉)
/
√

2 . (3.7d)

States S1 and S2 are optically dark in one-photon spectroscopy
but S3 is dipole-allowed and doubly degenerate.164 Calculations

at the TD-B3LYP/6-31G* level conform to this simple four-orbital
model with > 99% fidelity. Although the TD-DFT results might at
first seem complicated, in the sense that there is no excited state
that is primarily HOMO(2e1g)→ LUMO(1e2u) in nature, there is
actually little else that these states could have been, given the
symmetry of the system. Symmetry here is a parlor trick that
makes the situation seem complicated by introducing unresolv-
able multiconfigurational character, wherein a minimum of four
orbitals and two determinants is required to describe the low-
lying excited states, even within a single-excitation theory such
as CIS or TD-DFT.

A more interesting example, which is not driven by symmetry, is
the keto-defect polyfluorene oligomer whose S0 → S2 transition
was considered in Figs. 2 and 3 and whose S0 → S3 transition
is depicted in Fig. 7a. There is interest in these molecules for
fabrication of organic light-emitting devices,165–170 as this is one
of the few classes of materials that can span the whole range of
visible wavelengths at low operating voltage,165 and with good
emission properties for blue light.166 These properties arise from
highly delocalized excited states of the π system that may exhibit
large polarizabilities and hyperpolarizabilities, giving rise to non-
linear optical properties.171 In the present example, such states
are accessed at higher excitation energies such as ω = 4.5 eV
for S0 → S3. The oscillator strength for this delocalized transi-
tion ( f = 4.5) is about 25 times greater than that of the defect-
localized S0 → S2 excitation.

For S0 → S3, even the principal NTOs are delocalized over the
length of the molecule (Fig. 7a), meaning that this is genuine de-
localization and is not an artifact of the representation. The prin-
cipal NTO pair accounts for only 67% of the transition density
while a second NTO pair contributes another 20%. Irreducible
mixing of more than one NTO pair is a signature of static cor-
relation in the excited state.18,19,112 (Note that there is no con-
tradiction with the use of a single-determinant formalism for the
ground state, because the CIS wave function ansatz is multide-
terminantal.) From another point of view, the presence of more
than one significant singular value in the TDM indicates that the
natural orbitals of the ground state differ significantly from those
in the excited state.112 A close examination of the NTOs in Fig. 7a
reveals that ψhole

1 (r) and ψhole
2 (r) are out of phase with one an-

other at the left end of the molecule, but evolve across its length
such that they are in phase on the right terminus of the molecule.
The same is true of ψelec

1 (r) and ψelec
2 (r), which suggests that the

excited state in question can only properly be described using a
minimum of two determinants. This would not be obvious from
attachment/detachment density analysis.

Formal analysis suggests that static correlation, manifesting as
more than one significant NTO pair, may occur in cases where
a molecule consists of two or more weakly-interacting chro-
mophores,172 even if these chromophores are but different chem-
ical moieties within the same molecule. An example is the
molecule shown in Fig. 7b that consists of three identical ligands
connected to a central 1,3,5-triazene moiety in a propeller motif,
wherein each ligand may be considered a distinct chromophore.
(This and other triazene derivatives have been investigated145 in
the context of optoelectronic applications such as triplet-triplet
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(a) 

54%

40%

(b) 

20% pNTO – 1

67% pNTO

(c) 

46%

19%

16%pNTO

pNTO – 1

pNTO

pNTO – 1

pNTO – 2

Fig. 7 NTOs for transitions that exhibit significant static correlation in the excited state: (a) S0 → S3 excitation (ω = 4.5 eV, f = 4.5) of a five-unit
polyfluorene polymer with a keto defect (as in Figs. 2 and 3), computed using TD-DFT/TDA at the CAM-B3LYP/3-21G* level; (b) S0 → S1 excitation
(ω = 2.8 eV, f = 0.4) of a 1,3,5-triazene derivative, 145 computed at the TD-ωB97X-D/TDA/6-31+G* level; and (c) S0 → S2 excitation of a 20-unit
MEH-PPV polymer, computed at the TD-ωB97X-D/6-31G* level. Panel (c) is adapted from Ref. 163; copyright 2014 American Chemical Society.

annihilation and TADF.173–177) Canonical MOs for this molecule
are not shown but are mostly delocalized over all three ligands,
nevertheless the NTOs for the S0 → S1 transition are delocal-
ized over just two of the three ligands (Fig. 7b). Although this
could be inferred also from the particle and hole densities, what
those densities cannot reveal is the role of static correlation: this
excited state is evidently an irreducible combination of two par-
ticle/hole pairs. Another example with multiple chromophores
within the same molecule is the poly[2-methoxy-5-(2-ethylhexyl-
oxy)-1,4-phenylene vinylene] (MEH-PPV) polymer that is shown
in Fig. 7c.163 Here, breaks in the conjugation divide the polymer
into several effective intramolecular chromophores, yet electronic
coupling between them is sufficient to maintain coherence of the
exciton across these gaps in conjugation.

The close connection between significant NTO pairs and static
correlation suggests that the NTOs can be used to infer elec-
tron configurations, and in particular to detect changes in elec-
tron configuration across a potential energy surface. (In fact, a
more descriptive name for the NTOs might be natural electron
configurations.179) Consider the electrocylic ring-opening of oxi-
rane (C2H4O), a prototypical reaction for which the Woodward-
Hoffmann rules were developed.180,181 Potential energy curves
along the C–C–O bond angle of the ring are plotted in Fig. 8 and
isosurface plots of the principal NTO pair are provided at various
points, for transitions to S2 and S3.178 The reaction involves a

conical intersection between these two excited states, at an an-
gle θCCO ≈ 62◦, and the nonadiabatic transition that occurs there
is accompanied by an abrupt switch in the qualitative nature of
ψelec

1 (r), as shown in Fig. 8a. On the other hand, ψhole
1 (r) re-

mains qualitatively consistent as the system passes through the
intersection. By means of these NTOs, one may assign the di-
abatic character of either state: for θCCO < 62◦, the S2 state is
n→ σ∗ and the S3 state is n→ 3pz, whereas this character is re-
versed for θCCO > 62◦. Away from any near-degeneracy between
Born-Oppenheimer potential surfaces, no such abrupt change is
seen in the nature of the dominant NTOs, as illustrated in Fig. 8b.

4 Atomic partitions
Orbitals and densities introduced above provide convenient tools
to visualize excited states in real space. The present section de-
scribes tools that attempt to quantify charge rearrangement in
∆ρ(r) by partitioning the density change into atomic contribu-
tions.

4.1 Mulliken analysis

Consider the 1CT state of p-nitroaniline whose dipole moment
change is listed in Table 1. Although the HOMO is nominally lo-
cated on the amino group and the LUMO on the nitro group, both
orbitals extend over a significant portion of this small molecule,
thus the CT character of the state in question may not be obvious
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Fig. 8 Energy profiles along the electrocyclic ring-opening coordinate of
oxirane (CH2CH2O), illustrating changes in the dominant NTO pairs at
different points along the reaction coordinate. (a) Near the S2/S3 inter-
section at θ = 62◦, the hole remains consistent on both states as the sys-
tem passes through the conical intersection, whereas the excited elec-
tron switches its character abruptly, from 3pz to σ∗. (b) Where the elec-
tronic states are well-separated (e.g., for θ = 65◦), the dominant NTOs
remain qualitatively consistent as the system moves along the potential
surface. Adapted from Ref. 178.

from the MOs. A Mulliken-style182–184 partition of ∆Pelec and
∆Phole might help to quantify the nature and extent of the charge
rearrangement. In this approach, the charge that is transferred to
atom A by electronic excitation is defined as

∆qelec
A = ∑

µ∈A
(S∆Pelec)µµ , (4.1)

where S is the atomic orbital (AO) overlap matrix. Simultane-
ously, atom A may lose some charge if it contributes to the hole,
which may be quantified as

∆qhole
A = ∑

µ∈A
(S∆Phole)µµ . (4.2)

Other common atomic partitions of a density matrix can be ap-
plied equally well, to obtain Löwdin charges rather than Mulliken
charges,105 for example. These decompositions are subject to the
same variability with respect to the choice of AO basis set that
characterizes ground-state Mulliken or Löwdin atomic charges,
and are intended only to aid qualitative understanding. Charges
derived from the molecular electrostatic potential185 are much
more reliable when it comes to reproducing electrostatic prop-
erties of excited states,24 such as dipole moments, while Hirsh-
feld charges have been recommended for tracking photochemical

changes in electronic structure.186

4.2 Charge-transfer numbers

A different sort of atomic partition are the CT numbers that were
first suggested by Luzanov and co-workers.72,121,122,187–189 Like
the difference charges ∆qelec

A and ∆qhole
A , these quantities attempt

to identify and quantify charge flow upon electronic excitation,
based on atomic indices. For atoms or groups of atoms A and
B, one might intuitively define an A→ B charge transfer number
according to72,189

lA→B = ∑
µ∈A

∑
ν∈B

(x2
µν + y2

µν ) (4.3)

where
xµν = ∑

ia
cµi xia cνa (4.4)

is a transition amplitude expressed in the AO basis.189 (The quan-
tity yµν is defined analogously and xµν is sometimes called a
pseudo-density.190,191) The idea behind eqn. (4.3) is that squared
amplitudes x2

µν and y2
µν are associated with probabilities for trans-

fer of charge from µ ∈ A to ν ∈ B. However, the formula in
eqn. (4.3) accounts neither for the normalization condition in
eqn. (2.4), nor for the fact that the AOs are non-orthogonal. This
may not be an issue when lA→B is used to analyze semi-empirical
calculations,188,192–198 where the inherent minimal basis might
be assumed to be orthonormal, but the same formula has been
put forward for all-electron TD-DFT calculations in arbitrary basis
sets.72,189 Normalization could be enforced in a straightforward
fashion,199 defining

l̃A→B =
lA→B

∑λσ (x2
λσ

+ y2
λσ

)
. (4.5)

Failure to account for the AO overlap matrix, however, leads to
significant discrepancies in CT numbers computed in small versus
large basis sets.199

For this reason, an alternative definition due to Plasser et al. is
preferable,18,200 as it accounts for non-orthogonality of the AO
basis functions. This definition starts from the normalization con-
dition ∫ ∣∣T (r,r′)∣∣2drdr′ = 1 . (4.6)

Rewriting this in terms of S∆P, as in eqns. (4.1) and (4.2), sug-
gests an atomic partition analogous to Mayer’s bond-order matrix,
M.201,202 For a closed-shell system, that quantity has matrix ele-
ments

MAB = ∑
µ∈A

∑
ν∈B

(PS)µν (SP)µν (4.7)

and thereby partitions (SP)µν into contributions µ ∈ A and ν ∈
B. A matrix ∆M, representing changes in bond orders, can be
obtained by swapping S∆P for SP in eqn. (4.7):

(∆M)AB = ∑
µ∈A

∑
ν∈B

[(∆P)S]µν [S(∆P)]µν . (4.8)

The quantity ∆MAB can then be taken as an alternative definition
of a CT number,200 a convention that has since been adopted
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by others.199,203–205 Alternatively, one might exploit trace in-
variance in tr(∆M) = ∑A,B(∆M)AB to partition the summand in
eqn. (4.8) in the spirit of a symmetric (Löwdin) orthogonaliza-
tion of ∆P.105,206–208 This means two factors of S1/2(∆P)S1/2 as
opposed to the separate factors of (∆P)S and S(∆P) that appear
in eqn. (4.8).27 This leads to a definition

ΩA→B = ∑
µ∈A

∑
ν∈B

[S1/2(∆P)S1/2]2µν (4.9)

to quantify the flow of charge from A to B, which amounts to a
Löwdin-style partition of ∆P.27 The quantity ΩA→B is a CT index
in the spirit of lA→B but corrected to take proper account of the
non-orthogonal AO basis set. A Mulliken-style partition has also
been formulated,18 in the spirit of eqn. (4.8), however Löwdin
populations are generally more stable and free of negative popu-
lation artifacts.27,184 That said, the value of ΩA→B certainly de-
pends on the choice of AO basis set, as does any Löwdin popula-
tion analysis.184

The method based on eqn. (4.9) has been called fragment tran-
sition density analysis,199,203,209 because in the case of a corre-
lated wave function one could imagine using the TDM in place
of ∆P. For TD-DFT there is no distinction, although one could
substitute ∆Prlx in place of ∆P, thereby using the relaxed density
to understand charge flow. This is likely the better approach for
analyzing CT states, for reasons discussed in Section 2.3.

The CT indices ΩA→B satisfy the normalization condition

∑
A,B

ΩA→B = 1 (4.10)

for single-excitation wave functions. (The normalization condi-
tion is more complicated for other types of wave functions.18)
An expression analogous to eqn. (4.10) has been suggested for
lA→B,189 yet this claim seems suspicious for all-electron TD-DFT
calculations in non-orthogonal basis sets. Several other concepts
introduced by Luzanov et al.72,189 in the context of the indices
lA→B would seem to be rigorously valid only when the alternative
definition ΩA→B is used instead. These include a gross excitation
localization index (GLI),72,189

GLIA = ΩA→A +CTA (4.11)

where
CTA =

1
2 ∑

B6=A
(ΩA→B +ΩB→A) . (4.12)

The quantity CTA is a measure of the charge that is shifted around
in ways that involve atom A. It follows that

∑
A

GLIA = 1 , (4.13)

which suggests that GLIA provides an atomic or functional group
partition of the excited electron. Along similar lines, it is possi-
ble to use the quantities ΩA→B to define the size of an exciton,
although we postpone that discussion until Section 4.5. The CT
character associated with atom A can be quantified using

NCT = ∑
A

CTA , (4.14)

which measures the total CT character associated with A. The net
charge transferred from A to B is

∆qA→B = ΩA→B−ΩB→A . (4.15)

4.3 Example: DMABN molecule
Mai et al.27 provide examples illustrating the use of CT num-
bers ΩA→B in complicated cases of photochemical reactions in-
volving transition metal complexes. Here, we consider a rela-
tively simple example, 4-(dimethylamino)benzonitrile (DMABN),
which has something of a history in TD-DFT. Its spectroscopy con-
sists of dipole-allowed ultraviolet transitions to a pair of states
known as 1La and 1Lb,210–212 in a notation that comes from
Platt’s free-electron model.213 (This notation is most often en-
countered in the spectroscopy of polycyclic aromatic hydrocar-
bons, PAHs.21,214–220) Setting aside detailed symmetry consid-
erations, these two states have roughly perpendicular transition
moments, along axes “a” and “b”. The S0 → 1La transition is pri-
marily a HOMO→ LUMO excitation, with significant ionic charac-
ter in PAHs, while S0 → 1Lb is a mixture of (HOMO−1)→ LUMO
and HOMO→ (LUMO+1).221 TD-DFT calculations sometimes af-
ford an unbalanced treatment of these two states,220–223 which
are quite close in energy in the case of DMABN.224

The DMABN molecule is a canonical example of the phe-
nomenon of dual fluorescence, or the appearance of two fluo-
rescence bands whose intensity ratio is highly sensitive to sol-
vent polarity.210,225–227 Other donor–π–acceptor (or “push-pull”)
systems also exhibit this behavior,228–230 and examples such as
push-pull porphyrins and thiophene-based push-pull polymers
have been widely studied as potential photosensitizers for solar
cells.231–238 Often, TD-DFT calculations have been used in an at-
tempt to establish design principles.239–243 Other categories of
push-pull systems may be useful as dopants to produce devices
with novel optoelectronic properties, including photoswitchable
molecules,244 and molecules that exhibit TADF without the use
of heavy metals.245–247

Dual fluorescence represents an exception to Kasha’s
rule,248–251 which states that emission typically occurs in a
single band originating from the lowest excited state, insofar
as radiationless internal conversion from higher-lying excited
states is usually rapid and efficient. The dependence on solvent
polarity has long been been interpreted in terms of excited-state
dynamics that access a twisted intramolecular CT (TICT) state,
characterized by rotation of the –N(CH3)2 group out of the
phenyl plane.210,225,252–260 In this picture, the TICT state is
stabilized in polar solvents, relative to the “locally excited”
(LE) state, which has 1ππ∗ character, and is the origin of the
longer-wavelength fluorescence band. This interpretation has
been questioned, however, in both DMABN261–268 and similar
donor–π–acceptor systems.269–272

What is not in dispute is that the S1 and S2 states of DMABN
exhibit different degrees of CT upon vertical excitation. In the gas
phase, S1 is the LE state and S2 is the CT state, as evidenced by
a dipole moment that is ≈ 6 D larger in S2 than S1, even while
the S1 dipole moment is ≈ 3 D larger than that of S0.224 This in-
terpretation is furthered by examining CT numbers and GLIs for
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Fig. 9 Analysis of intramolecular charge rearrangement for excitation to
the S1 and S2 states of DMABN, using color-coded fragments represent-
ing the cyano, phenyl, and amino moieties. CT numbers l̃A→B for selected
atoms (given here as percentages) are shown in black, at the arrows,
and gross excitation localization indices GLIA (also as percentages) are
shown at the brackets. Calculations were performed at the TD-B3LYP/
aug-cc-pVDZ level. Adapted from Ref. 72; copyright 2010 John Wiley
and Sons.

both states, which are provided in Fig. 9 based on Luzanov’s def-
inition (lA→B), normalized as percentages to sidestep issues with
the normalization of eqn. (4.3). These quantities suggest that the
S0 → S1 transition is characterized by a single large CT number
corresponding to electron transfer from the amino lone pair into
the phenyl ring, yet the GLI analysis suggests that 73% of the
excited electron is localized on the phenyl ring, consistent with
the idea that S1 is the ππ∗ state. For the S2 state, the CT num-
bers provide clear evidence of amino→ phenyl→ cyano electron
transfer, with smaller fractions of the excited electron localized
on the amino and phenyl groups as compared to S1, and a larger
fraction transferred to the cyano moiety.

4.4 Frenkel excitons and charge-resonance states

New forms of complexity emerge in systems having multiple
electronic chromophores that are identical or near-identical and
whose vertical excitation energies are quasi-degenerate. If the
electronic coupling between chromophores is sufficiently strong,
then the monomer excitations will mix and the excited-state wave
function for the aggregate system will be delocalized across more
than one chromophore.273–276 Consider the case of two identical
monomers in a high-symmetry arrangement, such as a cofacial
benzene dimer with D6h symmetry, for which the pNTOs are il-
lustrated in Fig. 10. As discussed in Section 3.4, a minimum of
four Slater determinants is required to describe the frontier ex-
citations of the benzene monomer [eqn. (3.7)], and the same is
true for the dimer but the relevant pNTOs are delocalized over
both monomers.

Collective excitations of electronically coupled chromophores
can be conceptualized as linear combinations of basis states
|Ψ∗1Ψ2〉 and |Ψ1Ψ∗2〉 in which one monomer or the other is excited.
These are the Frenkel exciton (FE) states, as in the classic case of
H- and J-aggregates of PAHs.277 In a high-symmetry system such
as the benzene dimer, the mixing coefficients are equal:∣∣ΨFE

±
〉
=

1√
2

(∣∣Ψ∗1Ψ2
〉
±
∣∣Ψ1Ψ

∗
2
〉)

. (4.16)

pNTO pNTO–1

pNTO–2 pNTO–3

27% 26%

24% 23%

Fig. 10 Principal NTO pairs pairs for the lowest dipole-allowed FE state
of the benzene dimer, in a cofacial D6h arrangement. Calculations were
performed at the TD-DFT/TDA level using CAM-B3LYP/6-31G* and these
isosurfaces contain 80% of the orbital densities.
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Fig. 11 Different representations of FE (or excitonic resonance) excited
states versus CT excited states, in a symmetric dimer whose ground-
state wave function is denoted |Ψ1Ψ2〉. Adapted from Ref. 200; copyright
2012 American Chemical Society.

In lower-symmetry examples, the isolated-monomer excitations
may not be exactly degenerate. Mixing may still occur but the
coefficients need not be equal, so a more general expression is∣∣ΨFE〉= c1

∣∣Ψ∗1Ψ2
〉
+ c2

∣∣Ψ1Ψ
∗
2
〉

(4.17)

for mixing coefficients c1 and c2.
When the chromophores are at close-contact (van der Waals)

separation, there is also the possibility of intermolecular CT,
which can be represented using basis states |Ψ+

1 Ψ
−
2 〉 and/or

|Ψ−1 Ψ
+
2 〉. For highly symmetric systems, these these forward and

backward CT states may be degenerate, leading to the formation
charge-resonance (CR) states,∣∣ΨCR

±
〉
=

1√
2

(∣∣Ψ+
1 Ψ
−
2
〉
±
∣∣Ψ−1 Ψ

+
2
〉)

, (4.18)

which are characterized by equal amounts of forward and back-
ward CT.46,274,278 If the electron-transfer process is similar in en-
ergy to the S0 → S1 monomer excitation energy, then either CT
excitons or else localized CT states may further mix with FE states.
This type of mixing has been widely discussed in the theory of ex-
cimers and photoluminescence.273,274,279–281 Various scenarios
are illustrated schematically in Fig. 11.

The states depicted in Fig. 11 form an idealized basis to guide
one’s thinking about delocalization and excitation energy trans-
fer in multichromophore systems. In the real world, these basis
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Table 2 Descriptors for the excimer states of a symmetric
dimer.a

Stateb ∆q1→2
c NCT

d PRe-h
e ΩΩΩ f

|Ψ∗1Ψ2〉 0 0 1
(

0 0
1 0

)
|Ψ1Ψ∗2〉 0 0 1

(
0 1
0 0

)
|Ψ−1 Ψ

+
2 〉 −1 1 1

(
1 0
0 0

)
|Ψ+

1 Ψ
−
2 〉 1 1 1

(
0 0
0 1

)
|ΨFE
− 〉 0 0 2

(
0 0.5

0.5 0

)
|ΨFE

+ 〉 0 0 2
(

0 0.5
0.5 0

)
|ΨCR

+ 〉 0 1 2
(

0.5 0
0 0.5

)
|ΨCR
− 〉 0 1 2

(
0.5 0
0 0.5

)
aAdapted in part from Ref. 200; copyright 2012 American Chemi-

cal Society. bSee Fig. 11. cEqn. (4.15). dEqn. (4.14). eEqn. (4.25).
f Eqn. (4.19).

states interact and mix, so the real picture may be more mud-
dled. An important case where both FE and CT states are in
play are the π-stacked nucleobase dimers.29,31,282–284 The FE
states are optically allowed from the ground state, whereas the
CT states are optically dark, but ultrafast spectroscopy provides
evidence for interplay between them.285–290 Low-lying excited
states of tetracene and pentacene also exhibit this type of FE/CT
mixing,46,291–295 which is relevant to the singlet fission (SF) pro-
cess.46,296–300 In the perylene diimide dimer, which is a common
molecular scaffold for SF,301,302 there has been much discussion
of solvent-induced symmetry breaking that can convert CR states
into localized CT states.303,304 Within a quantum chemistry cal-
culation, even low-polarity dielectric boundary conditions (ε = 3,
as in organic thin films) can provide sufficient polarization to
break the electronic symmetry and localize the CT states.278

In cases where mixing is significant, it can be challenging to
develop a conceptual picture based on detailed calculations, even
in a dimer system. Because each of the four wave functions |ΨFE

± 〉
and |ΨCR

± 〉 is delocalized over both chromophores, FE states can-
not be distinguished from CR states on the basis of particle/hole
or attachment/detachment densities.122 The key to differentiat-
ing them is to recognize that the CT indices (ΩA→B or lA→B)
contain information about correlations between particle and hole
that are averaged away in the densities ∆ρelec and ∆ρhole. This
has been analyzed in terms of the cumulant of the two-electron
density matrix,305 but a more straightforward analysis is to use a
2×2 matrix comprised of the quantities ΩA→B or lA→B, in which
fragments A and B represent the two monomers.200

The matrix ΩΩΩ comprised of the CT numbers ΩA→B is presented
in Table 2 for the delocalized states |ΨFE

± 〉 and |ΨCR
± 〉 that appear

Fig. 11, along with the four basis states that contribute to them.
We use a slightly unusual indexing convention for ΩΩΩ, which is

ΩΩΩ =

(
Ω2→1 Ω2→2

Ω1→1 Ω1→2

)
(4.19)

for the 2× 2 case spanned by monomers 1 and 2, as in Table 2.
This differs from the usual matrix indexing convention, and from
the ΩΩΩ matrices defined by Plasser and Lischka,200 but is con-
sistent with real-space plots of T (rhole,relec) that appear in Sec-
tion 5. In those plots, the particle and hole coordinates relec and
rhole have their coordinate origins in the lower left, per usual con-
vention, so it makes sense to put the Ω1→1 matrix element in the
lower left of ΩΩΩ, since this matrix presents a discretized version of
the same information that is conveyed by T (rhole,relec).

By means of the matrix ΩΩΩ, the FE and CR states become eas-
ily distinguishable: matrix elements along the diagonal (Ω2→1

and Ω1→2) are associated with charge separation while the anti-
diagonal direction (Ω1→1 and Ω2→2) is associated with charge-
neutral excitations and thus FE states. Note that the full matrix
ΩΩΩ is necessary in order to make these distinctions and the GLI in
eqn. (4.11) is insufficient. The metric NCT [eqn. (4.14)] differen-
tiates charge-neutral excitations (both localized and delocalized)
from charge-separated ones, and ∆q1→2 [eqn. (4.15)] establishes
the direction of charge flow.

This analysis is idealized in the sense that it assumes orthonor-
mal basis functions, and is intended to demonstrate simply that
the aforementioned metrics are capable of distinguishing between
delocalized states and thus providing information that ∆ρelec and
∆ρhole do not. (In real systems, a given excitation may exhibit
both FE and CT character, as discussed above.) These metrics
rely on our ability to assign amplitudes xµν to atoms and are
thus susceptible to the same basis-set sensitivity that can be prob-
lematic for Mulliken or Löwdin charge analysis. That said, this
type of analysis has been used in real calculations to classify
the excited states of π-stacked dimers of naphthalene,200 ade-
nine,200,283 and pyridine,306 for example.

4.5 Participation ratio

Table 2 also introduces the participation ratio (PR) as a means
to distinguish between localized and delocalized states. This is a
measure of delocalization over sites that is used in a wide variety
of contexts.18,307–312 A generic definition is

PR =
1

∑
n
i=1 p2

i
(4.20)

where pi is the probability of localization onto site i, for a system
with n sites. In quantum mechanics, pi is usually the square of
some coefficient that expresses the wave function as a linear com-
bination of localized basis functions that are assignable to sites,
say,

|ψk〉=
n

∑
i=1

aki |φi〉 . (4.21)
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The denominator in eqn. (4.20) then involves the fourth power
of the amplitudes aki,

PR(ψk) =

(
∑

n
i=1 a2

ki
)2

∑
n
j=1 a4

k j
. (4.22)

We assume normalized coefficients henceforth, in which case the
numerator in this expression equals unity, as in eqn. (4.20). If
pi = 1/n, indicating equal probabilities for each site, then PR =
n. In general, the PR may be interpreted as the number of sites
over which the wave function delocalizes, and for that reason it
has sometimes been called a collectivity index.72

The presence of a reciprocal in eqn. (4.20) seems to have led to
some confusion, whereby this quantity is sometimes called the in-
verse participation ratio (IPR).313–318 However, calling the quan-
tity defined in eqn. (4.20) a PR is consistent with the earliest ex-
amples in the literature,307–310 and perhaps more importantly it
means that the PR increases (rather than decreases) as additional
monomers participate in the excitation. With eqn. (4.20) taken
to define the PR, then its inverse is

IPR =
n

∑
i=1

p2
i , (4.23)

meaning that IPR = 1/n if pi = 1/n. That is consistent with
the idea of the inverse (reciprocal) of participation by n chro-
mophores, and also appears to be standard notation in the liter-
ature on localization phenomena.309–311,319–322 However, both
Mukamel and co-workers,312–314 as well as Fleming and co-
workers,315,323 are inconsistent regarding whether eqn. (4.20)
defines the PR or the IPR. In view of the arguments above, PR
should be defined by eqn. (4.20) and its inverse, if needed, can
be called 1/PR.

For TD-DFT, one might define separate PRs for the electron and
the hole:200

PRelec =

[
∑
B

(
∑
A

ΩA→B

)2
]−1

(4.24a)

PRhole =

[
∑
A

(
∑
B

ΩA→B

)2
]−1

. (4.24b)

(Note carefully the order of the summation indices and the fact
that ΩΩΩ is not symmetric. The quantities PRelec and PRhole are
distinct.) Combining these two quantities affords a PR for the
electron–hole pair:200

PRe-h =
1
2
(PRelec +PRhole) . (4.25)

Following appropriate coordinate transformations, each of these
PRs involves a summation over x4

µν , as in eqn. (4.22). In the
idealized case of the states presented in Fig. 11, one finds that
the four localized states are characterized by PRe-h = 1 and are
thus distinguishable from the four delocalized states, for which
PRe-h = 2. This is indicated in Table 2.

The quantities PRelec and PRhole measure the size of the ex-
citon in terms of the coordinates of the electron (relec) or the
hole (rhole), respectively. Their average, PRe-h, is thus a measure

rhole (or A)

r e
le

c (
or

 B
 )

PRdiag

rhole + relec

Lcoh

T(rhole,relec)

ΩA –B 
or

+ –+ –+ –
RR

PRdiag 
Lcoh(a)

(b)

2

Fig. 12 Guide to interpreting T (rhole,relec) as a two-dimensional prob-
ability distribution, or ΩΩΩ as a two-dimensional matrix, for a hypothetical
excitation in a conjugated polymer. (a) Schematic illustrations of the co-
herence length Lcoh [eqn. (4.26)], which measures electron–hole sep-
aration in the intracule coordinate relec − rhole, along with the diagonal
length PRdiag that measures overall exciton size via the extracule coordi-
nate relec + rhole. The entire exciton should be construed as a superpo-
sition of electron–hole pairs, each of which has a characteristic separa-
tion Lcoh, whereas the superposition extends over approximately PRdiag
distinct sites. (b) Schematic illustration of a two-dimensional probability
distribution |T (rhole,relec)|2. Heat maps of ΩΩΩ can be interpreted as two-
dimensional plots with the same axes (rhole,relec). In that case, distance
is measured in units of atoms or functional groups (sites A in ΩA→B),
depending on how the molecule is partitioned. The overall size of the ex-
citon is limited by the size of the molecule as an upper bound, and Lcoh is
then limited by PRdiag. This figure is based on a similar one in Ref. 312.

of exciton size along the extracule coordinate,324 relec + rhole.
A complementary metric is the coherence length of the exciton
(Lcoh),200,312 which measures exciton size in terms of the intrac-
ule coordinate,324 relec− rhole. The coherence length may be de-
fined using CT indices according to200

Lcoh =

[
(PRe-h)∑

A,B
(ΩA→B)

2
]−1

(4.26)

and a cartoon description for a conjugated polymer is provided
in Fig. 12a. Note how off-diagonal elements of ΩΩΩ (or ∆P) char-
acterize coherences between atoms or fragments in the electronic
excitation. Here, “off-diagonal” means ΩA→B where A 6= B; con-
sult the model ΩΩΩ matrices in Table 2 and beware of the unusual
indexing convention introduced in eqn. (4.19). A value Lcoh = 1
indicates that there is no such contribution from A 6= B, which im-
plies that the excitation is a superposition of localized excitations
(a FE state), or that it is simply localized on a single site.200

The length scale over which a FE state is delocalized is mea-
sured in the extracule coordinate, and a sensible definition of a
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Table 3 Excitation energies (∆E), oscillator strengths ( f ), and various
descriptors (PRe-h, Lcoh, PRNTO, and ΩΩΩ) for some singlet transitions
S0 → Sn in (PV)6Ph.a

S1 S2 S3 S4 S5 S6
1 1Bu 2 1Ag 21Bu 3 1Ag 41Ag 31Bu

∆E (eV) 3.15 3.56 4.00 4.22 4.39 4.47
f 5.66 0.00 0.61 0.00 0.00 0.02
PRe-h

b 5.53 6.32 6.69 5.14 6.30 3.80
Lcoh

c 3.90 3.38 3.03 4.98 3.04 2.20
PRNTO

d 1.59 2.14 2.99 2.39 4.00 4.16

ΩΩΩe

aCalculations performed at the ADC(2) level and reprinted from Ref. 200; copy-
right 2012 American Chemical Society. bEqn. (4.25). cEqn. (4.26). dEqn. (4.28).
eΩAB = ΩA→B, using a monomer-based partition; see Eq. (4.19).

PR to describe this is200

PRdiag =
(∑A ΩA→A)

2

∑B(ΩB→B)2 . (4.27)

This has been called a “diagonal” PR,200 or sometimes a diago-
nal length scale,312 as indicated by the notation. However, the
extracule coordinate lies along the anti-diagonal direction in a
real-space representation of T (rhole,relec); see Fig. 12b. The in-
dexing convention for ΩΩΩ in eqn. (4.19) reflects the fact that this
matrix is essentially a coarse-graining of T (rhole,relec). Within
this convention, the length scale PRdiag appears along the anti-
diagonal direction of ΩΩΩ, so that a heat map of the latter will re-
semble |T (rhole,relec)|2 in Fig. 12b.

For an example of the use of ΩΩΩ and other metrics introduced in
this section, we turn to poly(p-phenylene vinylene) or PPV, which
is the electroluminescent chromophore in one of the first organic
light-emitting diodes fashioned from a polymeric material.325–328

Excited states of a six-unit PPV polymer [(PV)6Ph] are considered
in Table 3.200 Although these calculations were performed using
a many-body wave function method, they are characterized in
Table 3 using the descriptors introduced above, which are equally
valid for TD-DFT. Indices A and B in these (PV)6Ph examples cor-
respond to PV monomer units and ΩΩΩ is depicted as a grayscale
heat map in Table 3.

For the lowest few singlet excited states, including the S1 bright
state, PRe-h ranges from 3.8–6.7 with PRe-h > 5 in all but one
case. This indicates near-complete delocalization of the exciton
over the molecule. The S1, S2, and S3 states are characterized by
zero, one, and two nodes along the extracule coordinate, respec-
tively, and could be interpreted as sequential states belonging to a
single exciton band, with particle-in-a-box character along the ex-
citon center-of-mass coordinate. The S4, S5, and S6 states (again
with zero, one, and two nodes, respectively) constitute a second
exciton band. This is consistent with the idea that the intracule
and extracule coordinates relec± rhole sometimes behave as sep-
arable quasiparticle coordinates in conjugated polymers.163,329

However, Plasser and Lischka question whether these should in-
deed be characterized as FE states, given their significant coher-
ence lengths (e.g., Lcoh = 3.9 for S1 and Lcoh = 5.0 for S4).200

These values quantify the diagonal length scale in the ΩΩΩ heat

maps and can be interpreted as electron–hole separation, mea-
sured in units of PV monomers. The computed values suggest
that the electron and hole are well separated, unlike the conven-
tional FE picture of a tightly-bound electron and hole.

Evidence of static correlation in this PPV system can abe de-
tected using the quantity

PRNTO =
1

∑i λ 4
i
, (4.28)

where the λi are the singular values associated with each NTO
pair. The quantity PRNTO is a participation ratio in the NTO basis;
cf. eqns. (4.20) and (4.22). For the six-unit polymer described
in Table 3, the quantity PRNTO starts at a value of 1.6 for the S1

state and increases monotonically as one moves up the excitation
manifold, with PRNTO ≈ 4 for states S5 and S6. These two states
are each characterized by an average of four significant particle/
hole pairs, indicating significant static correlation.

The PR makes an appearance in certain analytic theories of ex-
citon transport in organic photovoltaic materials.316,317,330 For
example, a simple analytic theory predicts that the effective
Huang-Rys parameter (linear exciton–phonon coupling constant)
should be S(n) = S(1)/PR in a polymer with n repeat units, where
S(1) is the Huang-Rys parameter for the monomer unit.316

The PR is also used in studies of conjugated polymers to define
an effective length scale for an exciton, which need not be the
same as the conjugation length in the ground state. With this in
mind, it is interesting to revisit the NTOs for MEH-PPV that are
depicted in Fig. 7c, where three pairs of NTOs are needed to re-
cover 81% of the transition density. These NTOs show that the
excitation delocalizes around the bent portion of the molecule,
suggesting that a purely geometric definition of broken conjuga-
tion is insufficient to understand exciton localization in this sys-
tem, and similarly inadequate to define the effective size of the
chromophore; other mechanisms such as dipole-dipole coupling
and superexchange can drive delocalization even when geomet-
ric distortion leads to loss of conjugation.163 With an excited-
state wave function in hand, however, an effective chromophore
size can be inferred by measuring the particle–hole separation
for the exciton.163 This is the anti-diagonal coordinate in the ΩΩΩ

plots of Table 3, for a different PPV system. This analysis tech-
nique and other statistical measures of electron–hole correlation
are described in the next section.

5 Exciton wave function
The concept of an “exciton” or bound particle/hole pair is ubiqui-
tous in solid-state physics yet it can be difficult to connect that lan-
guage to the MO-based concepts that are used in quantum chem-
istry.20,331 Any excited state in a single-excitation theory consists
of an excited electron and a hole in the occupied space. A con-
nection between the two formlisms can be made by identifying
virtual–occupied function pairs ψa(relec)ψ∗i (rhole) as a quasipar-
ticle basis. The transition density kernel T (r,r′) in eqn. (2.5),
written in the form T (relec,rhole), is then identified as a “wave
function” for the exciton. That said, the true excited-state wave
function in a many-body formalism is Ψexc in eqn. (2.8), which
is used to construct T (r,r′). Nevertheless, T (relec,rhole) is of-
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ten called a “wave function” in quasiparticle theories based on
the two-particle Green’s function and the Bethe-Salpeter equa-
tion.332,333

Semantics aside, examination of T (relec,rhole) reveals the sep-
aration and spatial correlations between particle and hole. In
quantum chemistry, this form of analysis was pioneered by
Mukamel, Tretiak, and Chernyak,111,312–314,334–336 and later
used by others,337–341 mostly in the context of organic photo-
voltaic materials and using semi-empirical CIS-type wave func-
tions. These ideas were subsequently formalized by Plasser and
co-workers,18,19,22,200,342 who generalized them to wave func-
tions of arbitrary complexity, represented using non-orthogonal
basis functions. Plasser and co-workers also applied these ideas
to organic photovoltaics,306,343–345 albeit using TD-DFT and cor-
related wave functions rather than semi-empirical methods.

5.1 Electron–hole correlation

If T (relec,rhole) is to serve as the exciton wave function then
it might seem that |T (relec,rhole)|2 should be the corresponding
probability density, although this analogy breaks down when one
realizes that the normalization condition in eqn. (4.6) is not gen-
erally obeyed for correlated wave functions.18,19 (That has occa-
sionally been used to quantify deviation from one-electron char-
acter.204,346,347) For single-excitation wave functions, eqn. (4.6)
is strictly valid and one may integrate over either r ≡ relec or
r′ ≡ rhole to obtain separate one-particle densities for the elec-
tron and the hole.18 For TD-DFT, these quantities are the same as
the particle and hole densities defined in Section 2.2. In terms of
T (relec,rhole), they are

∆ρelec(relec) =
∫ ∣∣T (relec,rhole)

∣∣2drhole (5.1a)

∆ρhole(rhole) =
∫ ∣∣T (relec,rhole)

∣∣2drelec (5.1b)

with ∫
∆ρelec(r) dr = 1 =−

∫
∆ρhole(r) dr . (5.2)

This normalization is consistent with eqn. (2.13). An atomic par-
tition provides an equivalent definition of the CT numbers that
were introduced in Section 4.2:18,209

ΩA→B =
∫

A
drhole

∫
B

drelec
∣∣T (relec,rhole)

∣∣2 . (5.3)

If we take |T (relec,rhole)|2 seriously as a probability distribu-
tion for the exciton, it should afford the correlated probability of
finding the hole at position rhole, given the presence of the ex-
cited electron at position relec. A schematic view is provided in
Fig. 12b. According to eqn. (5.3), this plot conveys the same
qualitative information, in the same way, as does a heat-map plot
of ΩΩΩ, as in the examples of Table 3, but it does so in real space
whereas ΩA→B does so in atom or functional-group space. The co-
herence length Lcoh [eqn. (4.26)] is a characteristic length scale
for charge separation (intracule coordinate relec−rhole), whereas
PRdiag [eqn. (4.27)] measures the total size of the excitation (ex-
tracule coordinate relec + rhole), meaning

The CT matrix ΩΩΩ can be used to demonstrate how various XC

ωB97X-V

CAM-B3LYP

LRC-ωPBE (optimally tuned)

state 1 state 2 state 3 state 4

ΩAB

sRSH-ωPBE (optimally tuned)

relec

r h
ol

e

Fig. 13 Heat maps of the CT matrix ΩΩΩ for the first four singlet ex-
cited states of the (pentacene)4 model that is shown at the top. Ma-
trix elements ΩA→B are obtained from a monomer-based partition of
|T (rhole,relec)|2 and results from four different XC functionals are shown.
Darker blue color indicates larger values of ΩA→B whereas white indi-
cates that ΩA→B ≈ 0. Adapted from Ref. 46; copyright 2020 American
Chemical Society.

functionals afford qualitatively divergent behavior for excitonic
states in multichromophore systems.46 TD-DFT excitation ener-
gies for charge-separated states are exquisitely sensitive to a func-
tional’s fraction of Hartree-Fock exchange (if any),35 much more
so than localized excitations such as ππ∗ or nπ∗.31 Adjusting the
fraction of exact exchange thus has the effect of tuning charge-
separated states in or out of resonance with FE states, which will
affect whether (and to what extent) the FE states mix with either
localized CT states or delocalized CR states.

As an example, Fig. 13 shows heat maps of ΩΩΩ for singlet excited
states in a (pentacene)4 cluster, illustrating significant qualitative
discrepancies between results obtained with different function-
als. Using ωB97X-V,348 the states S1 to S4 are mostly FE states,
as evident from the diagonal character of the ΩΩΩ heat maps; con-
sult Table 2 and eqn. (4.19) for a guide. For example, the S1

and S4 states primarily involve mixing basis states |Ψ1Ψ∗2Ψ3Ψ4〉
and |Ψ1Ψ2Ψ∗3Ψ4〉. Optimally-tuned RSH functionals,38,43–45 in-
cluding LRC-ωPBE and a screened RSH approach (sRSH-ωPBE)
that respects asymptotic behavior within a low-dielectric crystal

Journal Name, [year], [vol.],1–40 | 17



medium,349 exhibit a much greater degree of charge separation.
This separation resembles localized CT insofar as it is not sym-
metric about the anti-diagonal of ΩΩΩ (i.e., ΩA→B is very different
from ΩB→A). CAM-B3LYP presents an intermediate case where
CT and FE character are both evident.

Tretiak and co-workers have made extensive use of atomic
partitions of the TDMs from semi-empirical quantum chemistry,
to analyze excitonic states in conjugated polymers of interest
for organic electronics.111,312,314,334–336,350,351 This analysis has
sometimes been ported to all-electron TD-DFT calculations with-
out recognition that AO overlaps need to be considered.352,353 If
those overlaps are ignored, or else if an orthogonalized minimal
basis is employed, then there is little distinction between lA→B in
eqn. (4.3) and ΩA→B in eqn. (4.9), if normalization is ignored for
the purpose of inferring spatial correlations between particle and
hole. Tretiak and co-workers use slightly modified CT indices,312

namely

ξAA =

∣∣∣∣ ∑
µ∈A

(∆P)µµ

∣∣∣∣ (5.4)

in place of lA→A and

ξAB =

[
∑

µ∈A
∑

ν∈B
[(∆P)µν ]

2

]1/2

for A 6= B (5.5)

in place of lA→B. When collected into a matrix ξξξ , these quantities
measure electron–hole separation and overall exciton size in the
same manner as the ΩΩΩ matrix.

Heat maps of ξξξ are depicted in Fig. 14 for a 20-unit PPV
oligomer,336 where indices A and B in ξAB refer to PPV units. In
these examples, the length PRdiag in the anti-diagonal direction
(extracule coordinate relec + rhole) signifies that the excitation is
delocalized over essentially the entire oligomer, regardless of the
XC functional that is employed. On the other hand, the coher-
ence length (in the diagonal direction), which indicates charge
separation, is rather sensitive to the fraction of Hartree-Fock ex-
change, as it was for (pentacene)4. For functionals with a large
fraction of exact exchange, including Hartree-Fock theory itself,
Lcoh approaches a limiting value of ≈ 2 monomer units, but for
semilocal functionals such as BLYP and PBE the coherence length
approaches the length of the entire polymer. This is observed in
other conjugated polymers as well.108,343–345,354

5.2 Quantifying exciton size

A one-particle probability distribution that preserves certain as-
pects of electron–hole information is the electron–hole correlation
function,333

F (r) =
∫ ∣∣T (r+ rhole,rhole)

∣∣2drhole . (5.6)

The function F (r) represents the probability of finding the cen-
troids of the electron and the hole separated by a vector r. The
mean electron–hole distance can be sensibly defined as the expec-
tation value of the vector between their barycenters,

Re-h =
〈
‖relec− rhole‖

〉
, (5.7)

r
 hole

r  el
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0.8–0.9

0.7–0.8
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0.5–0.6

0.4–0.5

0.3–0.4

0.2–0.3

0.1–0.2

0.0–0.1

Fig. 14 Heat maps of ξξξ for (PPV)20 obtained from TD-DFT with various
functionals. The ξξξ matrix is defined in eqns. (5.4) and (5.5) and its inter-
pretation is the same as that of ΩΩΩ, representing T (rhole,relec) but with the
axes measured in units of PPV monomers. Equivalently, the heat map of
ξξξ represents the probability of transferring charge from the site indicated
on the horizontal axis to the site indicated on the vertical axis. Adapted
from Ref. 336; copyright 2007 American Institute of Physics.

which is computable by means of F (r):

Re-h =
∫

rF (r) dr . (5.8)

(Here, r = ‖r‖.) The CT character of the excitation in question
can be estimated in terms of the fraction of an electron that is
transferred (QCT), which can be defined as

QCT = 1−
∫

r∈Vmolec

F (r) dr . (5.9)

The notation r ∈ Vmolec indicates integration of the volume occu-
pied by a single molecule in a in a crystal or other aggregate.333

Figure 15 plots F (r) for the lowest few singlet excitons in a
periodic calculation of a functionalized pentacene derivative that
is perhaps the most widely-investigated SF material.296–300 The
SF process amounts to rapid spin-allowed conversion of a singlet
excited state on one molecule into a pair of triplet excitations on
two neighboring molecules,

S0
hν−→ S1

SF−→ 1(T1T1)→ T1 +T1 . (5.10)

The correlated triplet-pair or “multi-exciton” state, 1(T1T1), repre-
sents a true double excitation in electronic structure terms.355–357
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Fig. 15 Electron–hole correlation functions F (r) [eqn. (5.6)] for the first four singlet excited states of a periodic crystal of 6,13-bis(tri-
isopropylsilylethynyl) (TIPS) pentacene. These have been projected onto either the xy plane (upper panels) or the xz plane (lower panels). Corre-
sponding cuts through the crystal structure are shown at the far right, with methyl groups removed from the TIPS side chains for clarity. Reprinted from
Ref. 292; copyright 2015 John Wiley & Sons.

Following decoherence, SF ultimately results in two charge carri-
ers (T1 + T1) for the price of a single photon. This photochemi-
cal two-for-one has the potential to overcome the thermodynamic
limit on conversion efficiency for one-to-one processes.358,359

However, there are basic mechanistic questions that are still being
investigated, including the role of low-energy CT states,46,291–295

vibronic coherence,356,360–366 the nature of exciton/phonon cou-
plings,367 and whether the 1(T1T1) state may represent a trap
rather than an intermediate.368

In the electron–hole correlation plots in Fig. 15, the origin
corresponds to zero net separation between electron and hole
(relec = rhole) but the plots do not indicate significant probability
there. Rather, the regions of highest probability in the xy plane are
those around (x = 0,y = ±1 nm), indicative of charge separation
between nearest-neighbor molecules, although the extent of F (r)
indicates delocalization over as many as three molecules.292 This
leads to an exciton length > 5 Å, as determined by eqn. (5.8), with
≈ 50% CT character according to the definition in eqn. (5.9).333

In contrast, plots in the xz plane of the crystal indicate no delocal-
ization in the z direction, due to the large intermolecular spacing
arising from bulky substituent groups.

The quantity T (relec,rhole) can also be used to evaluate a vari-
ety of statistical properties of the joint electron/hole probability
distribution.20,22 These measures are indicated schematically in
Fig. 16 and include the root-mean-square (RMS) size of the elec-
tron and the hole,

σelec =
(
〈relec · relec〉−〈relec〉 · 〈relec〉

)1/2 (5.11a)

σhole =
(
〈rhole · rhole〉−〈rhole〉 · 〈rhole〉

)1/2
, (5.11b)

and the RMS value of the electron–hole separation,

dexc =
〈
‖relec− rhole‖2〉1/2

. (5.12)

The latter provides an alternative to Re-h in eqn. (5.8), or Lcoh

(b)

(e)(d)

(a)

(c)

–
+

–
+

– +– +

–

de-h
– dexc

σelec

PCCe-h < 0PCCe-h > 0

Fig. 16 Schematic depictions of statistical measures of electron–hole
correlation, including (a) the average electron–hole separation, d−e-h; (b)
the RMS electron–hole separation, dexc; (c) the RMS size of the electron,
σelec; and (d)–(e) Pearson’s correlation coefficient for electron and hole,
PCCe-h. Adapted from Ref. 342; copyright 2018 American Chemical So-
ciety.

in eqn. (4.26), as a way to characterize exciton size. All three
quantities measure electron–hole separation, meaning the anti-
diagonal direction ΩΩΩ or ξξξ (Fig. 12), but they are numerically dis-
tinct. These quantities play a central role in attempts to quantify
the CT character of a given excited state, which will be explored
in Section 6.

To examine these definitions a bit further, we define

d±e-h =
∥∥〈relec〉±〈rhole〉

∥∥ , (5.13)

where 〈relec〉 and 〈rhole〉 are the centroids of the attachment and
detachment densities, respectively. Equivalently, these are the ex-
pectation values of the position operator, averaged over ∆ρelec(r)
or ∆ρhole(r). For example, the x component of 〈relec〉 is

〈xelec〉=
∫

x ∆ρelec(r) dx . (5.14)

The quantity d+
e-h in eqn. (5.13) is another measure of exciton

size. Its value depends on the choice of laboratory-fixed coordi-
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nate frame, but given a sensible choice for the coordinate origin
d+

e-h can be used to assess how the exciton migrates upon change
in molecular geometry. The quantity d−e-h is a measure of the
electron–hole separation (see Fig. 16a) but d−e-h = 0 for any cen-
trosymmetric system.22 This means that d−e-h cannot detect charge
separation in any system with inversion symmetry, which has im-
portant implications in solid-state systems. In a centrosymmetric
(or near-symmetric) solid, the value of d−e-h may be zero or small,
with a correspondingly small dipole moment change upon excita-
tion, even for an exciton that is characterized by significant charge
separation.46 That charge separation can be detected by examin-
ing the CT numbers ΩA→B (using heat maps of the ΩΩΩ matrix, for
example), but it would be useful to have a quantitative metric
that might afford a length scale for charge separation.

In view of these remarks, dexc in eqn. (5.12) seems to offer a
more robust measure of electron–hole separation, as compared to
d−e-h. The former satisfies mathematical bounds given by22

d2
exc ≥ (d−e-h)

2 +(σelec−σhole)
2 (5.15a)

d2
exc ≤ (d−e-h)

2 +(σelec +σhole)
2 . (5.15b)

The physical interpretation of these bounds is that the RMS exci-
ton size (dexc) cannot be larger than the sum of the RMS sizes of
the electron and the hole.

For MEH-PPV polymers (Fig. 7c), examination of dexc and d±e-h
leads to the conclusion that excitations in this system can be
viewed as two independent quasiparticles in the intracule and
extracule coordinates of the electron/hole pair.163 As compared
to geometric considerations, the RMS exciton size proves to be
a better diagnostic for the effective size of the chromophore in a
long, disordered polymer. That length scale (measured by dexc)
is sometimes longer than what might have been anticipated sim-
ply by counting conjugated bonds, due to electronic coupling be-
tween conjugatively distinct segments of the polymer. For the
low-lying excited states of interest for optoelectronic applications,
the value of dexc is effectively constant whereas d+

e-h is observed
to increase with excitation energy.163

Other statistical descriptors of an exciton include the covari-
ance between the vectors relec and rhole, defined as

COV(rhole,relec) = 〈rhole · relec〉−〈rhole〉 · 〈relec〉 . (5.16)

This quantity is connected to the RMS exciton size via the rela-
tion22,342

d2
exc = (d−e-h)

2 +σ
2
elec +σ

2
hole−2COV(rhole,relec) . (5.17)

The covariance can be used to compute Pearson’s correlation co-
efficient (PCC) between the probability distributions for the elec-
tron and the hole, which is

PCCe-h =
COV(rhole,relec)

σelec σhole
. (5.18)

This quantity is defined such that

−1≤ PCCe-h ≤ 1 , (5.19)

with positive values indicating concerted motion of the two quasi-
particles (Fig. 16d) and negative values indicating that they avoid
each other dynamically (Fig. 16e).22

Analysis of correlations between the size of the electron and
hole quasiparticles, as a function of conjugation length, sug-
gests that the semilocal TD-DFT results for (PPV)20 in Fig. 14
are consistent with quasiparticles avoiding one another, or in
other words, more consistent with a CT state than with a bound
exciton.345 Reducing the fraction of Hartree-Fock exchange is
tantamount to eliminating electron–hole attraction, leading to
an effectively repulsive interaction between the excited electron
and the hole.336 As a result, TD-DFT using semilocal function-
als contains no electron–hole interaction, and is inherently unable
to describe bound excitons. This observation explains large er-
rors for TD-DFT excitations energies in some conjugated π sys-
tems.220,222,369,370 In the (PPV)20 example at least, the failure
mode cannot be deduced from the MOs alone because the anti-
diagonal length scales (PRdiag) are essentially identical for all
functionals.345 Instead, real-space analysis of the transition den-
sity is required, to visualize electron–hole correlation.18

6 Diagnostics for charge transfer
Results for models of crystalline tetracene (Fig. 13) and for con-
jugated polymers (Fig. 14) allude to systemic problems with the
description of long-range CT in TD-DFT calculations. These prob-
lems are well documented,1,9,28–36 but for completeness they are
briefly recapitulated in Section 6.1. Nevertheless, for localized
valence excitations TD-DFT affords a level of accuracy that is dif-
ficult to match with any other quantum chemistry method except
in very small molecules. That accuracy depends sensitively on
the choice of XC functional but mean absolute errors of ∼ 0.3 eV
have been demonstrated (using benchmark data sets) for the best-
performing functionals.1,10–14

The imbalance between TD-DFT’s treatment of localized versus
charge-separated excitations has spawned a small industry dedi-
cated to providing diagnostic tools to determine which excitation
energies may be problematic, as valence and CT excitations can
mix in large systems. (This is especially true in the presence of ex-
plicit solvent molecules.30–32,371) Historically speaking, the first
such metric was introduced by Tozer and co-workers.23 That met-
ric, which remains useful, is described in Section 6.2 followed by
a more general discussion in Section 6.3 that introduces several
other CT metrics and relates them back to statistical measures
of electron–hole separation that were introduced in Section 5.2.
These connections have seldom been made clear in the literature,
and even more infrequently have they been discussed in terms of
physically meaningful properties of the exciton.

6.1 CT problem in TD-DFT

A fundamental discussion of how CT problems in TD-DFT arise
from approximate XC functionals can be found in Ref. 33. A
succinct and non-technical summary is that for any semilocal
XC functional, including any generalized gradient approximation
(GGA) that lacks Hartree-Fock exchange and even meta-GGAs
that lack Hartree-Fock exchange, the interaction between the ex-
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cited electron and the hole vanishes beyond the length scale at
which electron and hole wave functions cease to overlap. This
was mentioned above, in the context of understanding unbound
excitons in conjugated polymers (Section 5.2), but it can be for-
mulated and understood in a general way.

For well-separated donor and acceptor orbitals ψi and ψa, re-
spectively, the TD-DFT orbital Hessian matrix elements reduce to

Aia, jb ≈ (εa− εi)δi jδab−CHFX(i j|ab) (6.1a)

Bia, jb ≈ 0 (6.1b)

where CHFX is the coefficient of Hartree-Fock exchange.1 For any
semilocal functional (CHFX = 0), eqn. (6.1a) reduces to a block-
diagonal form with diagonal matrix elements that are simply dif-
ferences in Kohn-Sham energy levels, εa − εi. For a sufficiently
large system, there is nothing to prevent spatially separated or-
bitals ψi and ψa from having an energy gap λ = hc/(εa − εi)

that happens to coincide with a visible or ultraviolet wavelength.
These will manifest in semilocal TD-DFT as spurious excited
states,1,28–32 which appear to move charge around at relatively
low energies.30 These spurious CT excitation energies are much
lower than one would estimate using Mulliken’s formula for long-
range CT excitation energies,9 which is

ωCT(R)& IE+EA− 1
4πε0R

. (6.2)

Equation (6.2) expresses the excitation energy ωCT between well-
separated donor and acceptor moieties in terms of the ionization
energy (IE) of the donor and the electron affinity (EA) of the
acceptor, along with a Coulomb penalty of 1/(4πε0R) for creating
an ion pair. What is missing in semilocal TD-DFT is the Coulomb
penalty for separating charge, which is provided in hybrid DFT by
the Hartree-Fock exchange integral (i j|ab) in eqn. (6.1a).

If the spurious CT states predicted by TD-DFT are relatively
sparse in the excitation manifold then they will be optically dark,
consistent with a vanishing transition moment between non-
overlapping donor and acceptor orbitals, 〈ψi|µ̂x|ψa〉 ≈ 0. A sol-
vated system, however, will engender a dense manifold of spu-
rious CT states, some of whose energies will be (accidentally)
near-resonant with genuine dipole-allowed transitions. This leads
to intensity borrowing by the spurious CT states, with concomi-
tant loss of intensity by the genuine bright state.30 Just as certain
higher-lying valence excitations predicted by MO theory may be
absent from the spectrum, having been “dissolved in the Rydberg
sea”,372,373 one may state that valence transitions in large-scale
TD-DFT can dissolve into a charge-transfer sea. Hybrid function-
als with relatively small fractions of Hartree-Fock exchange, in-
cluding B3LYP with CHFX = 0.2 and PBE0 with CHFX = 0.25, can
still be susceptible to this problem, albeit less so than semilocal
functionals.30,31

To diagnose and quantify anomalous CT in TD-DFT calcula-
tions, one may employ properties of the TDM to measure exci-
ton size, delocalization, and charge-separated character, as dis-
cussed in Section 5. A schematic example is shown in Fig. 17 us-

Fig. 17 Cartoon depiction of exciton size versus conjugation length for
ladder-type poly(p-phenylene). The quantity dexc [eq. (5.12)] is the RMS
exciton size, which increases without bound when GGA functionals are
used in TD-DFT. Reprinted from Ref. 345; copyright 2017 American
Chemical Society.

ing ladder-type poly(p-phenylene) polymers.338,374 Here, semilo-
cal TD-DFT calculations predict a bound exciton that is delocal-
ized across the entire polymer, regardless of oligomer length,
which is the same problem that was documented for (PPV)20

in Fig. 14. Hybrid functionals significantly attenuate the charge
separation but not the FE delocalization.336 LRC functionals,
in which CHFX → 1 at long range only,1,31,40–42,46 predict a fi-
nite size limit for the exciton, in agreement with many-body
calculations.345 “Optimally-tuned” LRC functionals, wherein the
range-separation parameter is adjusted to satisfy the IE theorem
(IE =−εHOMO), are often used as a workaround for TD-DFT’s CT
problem.37–39,43–45

The DMABN molecule provides an interesting case study.
Figure 18 characterizes the nature of its S0 → S1 and S0 → S2

transitions, accessing the 1La and 1Lb states that were introduced
in Section 4.3. According to the lore, one of these should be the
LE(ππ∗) state and the other should exhibit nascent CT charac-
ter that is enhanced upon twisting. At the planar ground-state
geometry (on the left in Fig. 18), both transitions exhibit sig-
nificant delocalization across the donor–π–acceptor framework,
although the attachment density (representing the excited elec-
tron) is slightly enhanced on the cyano group in S2 as compared
to S1. Upon 90◦ twist of the amino group (on the right in Fig. 18),
and in a polar dielectric medium, detachment densities for both
transitions localize onto the amino lone pair. For the twisted ge-
ometry, S1 is clearly the CT state and it is significantly stabilized
by solvent polarization. In contrast, the excitation energy for the
LE state is scarcely affected by the twist.

A point of historical debate was the fact that the PBE and B3LYP
functionals both predict reasonably accurate excitation energies
for the 1La and 1Lb states, for DMABN and other small donor–π–
acceptor molecules.23,375,376 A resolution to this apparent para-
dox comes in the form of metric for quantifying CT character,
which will be introduced below and ultimately suggests that the
extent of CT in the planar geometry of DMABN is not very large.23
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Fig. 18 Particle (attachment) and hole (detachment) densities for the S0 → S1 and S0 → S2 transitions in DMABN, in both its planar ground-state
geometry (on the left) and with a 90◦ twist of the dimethylamino moiety (on the right). Opaque and wire mesh surfaces encapsulate 50% and 90%
of each density, respectively. TD-DFT/TDA calculations were performed using LRC-ωPBE/6-31G* with a dielectric constant of 37.5 (representing
acetonitrile).

Only in hindsight can this be inferred from the densities in Fig. 18,
which do not suggest any dramatic difference between S1 and S2

at the ground-state geometry. (The difference is much more pro-
nounced in the twisted geometry.) As such, DMABN serves as
a cautionary tale warning that one must be careful with blanket
statements that TD-DFT fails categorically for CT states, or at least
one must be careful about what gets called a CT excitation. En-
ergies for truly long-range CT will indeed be systematically (and
catastrophically) underestimated by semilocal TD-DFT, but errors
may be small if the donor and acceptor orbitals are not com-
pletely separated in space. In the planar geometry of ground-state
DMABN, these orbitals are clearly not well-separated in space. A
metric that might indicate this fact is introduced next.

6.2 Tozer’s spatial proximity metric

A resolution to the DMABN paradox was provided by the very first
CT metric to be introduced for TD-DFT calculations, by Tozer and
co-workers.23 Their proposed metric is defined as

Λ =
∑ia κ2

iaOia

∑ jb κ2
jb

(6.3)

where
κia = xia + yia (6.4)

and
Oia =

∫
|ψi(r)| |ψa(r)| dr . (6.5)

Note the absolute value signs in the integrand of Oia, which
are necessary because occupied and virtual MOs are orthogonal,
〈ψi|ψa〉= 0. For this reason, we resist using the term “overlap” to
describe the spatial proximity of MOs. If we need a name for Oia,
we will call it the “spatial overlap” of ψi and ψa. This and similar
metrics are sometimes used to quantify the spatial proximity of
HOMO and LUMO in donor–acceptor materials.377

In view of the normalization condition for x and y [eqn. (2.4)],
it is unclear why the definition of Λ does not involve both x+ y
and x−y. Perhaps it is in loose analogy to the expressions for the
particle and hole density matrices [eqn. (2.11)], which contain

terms like (x+ y)†(x+ y) and (x+ y)(x+ y)†, although these ex-
pressions also contain (x−y)†(x−y) and (x−y)(x−y)†. (The lat-
ter terms have sometimes been erroneously omitted.220) What-
ever the reason, the definition of Λ in eqn. (6.3) is used con-
sistently in practice,23,25,220,378–380 yet the decision to abdicate
proper normalization seems questionable and has implications
for other CT metrics that are discussed in Section 6.3. Within
the TDA there is no issue, since y = 000 and ∑ia x2

ia = 1, thus the
denominator in eqn. (6.3) has well-defined normalization in that
case. This implies that 0 ≤ Λ ≤ 1 within the TDA, but this need
not be the case for full TD-DFT calculations that include the yia

amplitudes.
Tozer et al. find that 0.45≤ Λ≤ 0.89 for localized valence exci-

tations, whereas Rydberg excitations lie in the range 0.08 ≤ Λ ≤
0.27.23 Examining excitation energy errors as a function of Λ, it
becomes clear that there are approximate, functional-dependent
thresholds below which TD-DFT results should not be trusted.
Errors are large, for example, when Λ < 0.4 for B3LYP or when
Λ < 0.3 for PBE,23 and values of Λ correlate with excitation en-
ergy errors along flexible torsional coordinates that can lead to
intramolecular CT in some conformations.381 Resolution of the
DMABN paradox comes in noting that its intramolecular CT ex-
citation corresponds to Λ = 0.72 (TD-PBE) in the planar geome-
try,23 which is not very CT-like. For the LRC-ωPBE/6-31G* cal-
culations that are shown in Fig. 18, the corresponding values are
Λ(S1) = 0.53 and Λ(S2) = 0.67 in the planar geometry, indicating
that the nominal CT state actually has somewhat larger spatial
proximity between particle and hole. This is true in the twisted
geometry as well, although the values of Λ are much smaller and
lie in the “danger zone”: Λ(S1) = 0.20 and Λ(S2) = 0.22. Results
at the TD-B3LYP/6-31G* level are similar.

While the Λ metric has proven successful as a diagnostic for
TD-DFT errors, its numerical value does not provide much phys-
ical insight. Moreover, it may fail to detect problems when the
excited state involves excitation from a relatively compact orbital
into a much more delocalized orbital,378 as the two MOs may
share significant spatial proximity (in the sense of Oia) yet the
delocalized nature of the final state might still engender an er-
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roneously low excitation energy. Large density rearrangements
in certain excited states of PAH molecules fall into this category,
and anomalously low TD-DFT excitation energies are obtained for
larger aromatic systems.220–222,382 These can be rectified through
the use of asymptotically-correct LRC functionals,220,382 yet such
states do not exhibit what might be understood as CT in intu-
itive chemical terms, involving donor and acceptor functional
groups. Moreover, values of Λ do not portend any problems in
such cases.220 Perhaps for these reasons, there has been signifi-
cant effort devoted to identifying alternative CT metrics for use in
TD-DFT. This is discussed in the next section.

6.3 Other CT metrics

Much of the work on alternative CT metrics for TD-DFT originates
with Ciofini and co-workers,24,229,239,354,383–388 who introduce
particle and hole densities but do not refer to them as such. In-
stead, these quantities are called ρ+(r) and ρ−(r) and are defined
by regions of space where the excitation engenders either positive
or negative changes in the density, respectively:354,385

∆ρ+(r) =

{
∆ρ(r), ∆ρ(r)> 0

0, ∆ρ(r)≤ 0
(6.6a)

∆ρ−(r) =

{
0 ∆ρ(r)> 0

∆ρ(r), ∆ρ(r)≤ 0
. (6.6b)

There is no new information here, relative to what was discussed
in Sections 2.2 and 2.3, because one may identify ∆ρ+(r) as
∆ρelec(r) and ∆ρ−(r) as ∆ρhole(r). To see this, recall that the at-
tachment and detachment densities were defined by eigenvectors
of ∆P corresponding to positive eigenvalues (∆Pattach) or nega-
tive eigenvalues (∆Pdetach); see eqn. (2.17). Since ∆ρelec(r) and
∆ρhole(r) have names that invoke both their physical meaning
and their connection to the particle/hole formalism, we will use
∆ρelec(r) and ∆ρhole(r) in place of ∆ρ+(r) and ∆ρ−(r).

Ciofini et al.354 introduced what is now a widely-used mea-
sure of charge separation, which they call DCT and which is equal
to the distance between the centroids of ∆ρelec(r) and ∆ρhole(r).
That quantity, however, is simply d−e-h as defined in eqn. (5.13).
In more detail,

d±e-h =

∥∥∥∥∫ [∆ρelec(r)±∆ρhole(r)
]
r̂dr
∥∥∥∥ , (6.7)

where ‖· · ·‖ indicates the legnth of the vector that is defined by
three different integrals, substituting x, y, or z for r̂ in eqn. (6.7)
to define components of the vector, as in the definition of 〈xelec〉
in eqn. (5.14). The metric DCT ≡ d−e-h is increasingly being used to
analyze TD-DFT calculations,24,229,239,354,383–389 although most
authors refer to it as “DCT”, “Ciofini’s CT metric”, or similar
language that obscures its straightforward physical interpreta-
tion as the distance between barycenters of the particle and the
hole.20 Although the physical interpretation has been noted else-
where,354,388 failure to introduce particle and hole densities per
se obscures the conceptual origin of DCT and its connection to
quantities such as the attachment and detachment densities. Call-

(a) (b)

Fig. 19 (a) Electron and hole densities (in green and red, respectively)
and (b) Gaussian approximations to these quantities for a sequence of
poly(p-phenyl)nitroanilines, O2N–(C6H4)n–NH2. Calculations were per-
formed at the TD-PBE0/6-31+G* level using a solvent model. 354 Purple
arrows connects centroids of the electron and hole densities. Adapted
from Ref. 354; copyright 2011 American Chemical Society.

ing this quantity d−e-h makes the physical meaning inherent in the
nomenclature; the definition in eqn. (5.13) is obvious and mean-
ingful. More complicated generalizations of DCT have been sug-
gested,387 though it is not clear what advantages these may have
as compared to straightforward moment analysis of the excitonic
wave function, à la eqns. (5.11) and (5.12).

As noted in Section 5.2, d−e-h ≡ 0 for any centrosymmetric sys-
tem.22 To obtain a non-vanishing CT metric for systems with in-
version symmetry, Ciofini et al. introduce alternative diagnostics
that they call the “t index”354,383 and the “H index”.229,239,354,383

The latter quantity (H) is essentially (σelec + σhole)/2 but re-
stricted to a one-dimensional donor–acceptor coordinate. This
provides a measure of the exciton’s spread, and the t-index is
then defined as t = DCT−H. We suggest replacing t with an alter-
native measure of essentially the same information, the charge-
displacement distance,1 which we define as

dCD = d−e-h−
1
2
(
σelec +σhole

)
. (6.8)

The quantity dCD represents the center-to-center distance be-
tween electron and hole, reduced by the average of the RMS size
of either quasiparticle. It provides a physically meaningful way
to combine the electron–hole separation d−e-h with something that
measures the extent of the excitonic wave function, providing an
intuitive way to convey the same information as the DCT and t
indices.

A novel analysis tool introduced by Ciofini et al.354 is the idea
of Gaussian approximations to ∆ρelec(r) and ∆ρhole(r) that are
based on the rigorous second moments of the transition density,
i.e., the quantities σ2

elec and σ2
hole that are defined in eqn. (5.11).

These approximations provide a quantitative way to realize the
cartoons in Fig. 16, which might be easier to conceptualize
than the transition density itself because nodal structure is re-
moved. Examples are depicted in Fig. 19 for a sequence of poly(p-
phenyl)nitroaniline molecules. Due to the complex nodal struc-
ture along the conjugated backbone of these molecules (Fig. 19a),
barycenters of ∆ρelec(r) and ∆ρhole(r) are more clearly evident in
their Gaussian approximations (Fig. 19b). Whereas the particle
and hole densities extend to the very edges of the molecule, the
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Fig. 20 Particle densities ∆ρelec(r) (in red) and hole densities ∆ρhole(r) (in blue) for various push-pull chromophores that are indicated in the lower
part of the figure. Each chromophore has the structure (CH3)2N–π–NO2, where “π” indicates a large conjugated system. Examples include: (a)
several oligomers of α,ω-dimethylaminonitro-(p-phenylene vinylene)n; (b) a tertiary amine of the form N(PhOCH3)2(PhR), where Ph = phenyl and R is
a pentathiophene side chain with a terminal nitro group; and finally, α,ω-dimethylaminonitro-(p-thiophene)5 with the central thiophene unit replaced by
either (c) benzodifuranone or else (d) benzotriazole. Green arrows indicate the charge-separation distance, d−e-h. These arrows have been displaced
away from the molecules for clarity but their endpoints coincide with the centroids of the particle and hole densities. Adapted from Ref. 239; copyright
2012 American Chemical Society.

(a)

(b)

Δρelec ΔρholeΦ

Δρhole

Δρelec

Φ = 0.17Φ = 0.77

Fig. 21 (a) Schematic view of the charge-separation metric φ defined in
eqn. (6.9), using cartoon representations of the particle and hole den-
sities made to resemble those in Fig. 19b. Roughly speaking, the inte-
grand in eqn. (6.9) is non-zero in the blue region of overlap between
∆ρelec(r) and ∆ρhole(r). (b) Examples of a localized excitation in the
polyene O2N(CH)10NO2 (on the left) and a CT excitation in the push-pull
polymer O2N–(C6H4)5–N(CH3)2 (on the right), with values of φ indicated.
Calculations in (b) were performed at the TD-PBE0/6-311++G(2d,p) level
and the plots are adapted from Ref. 17.

charge separation distance d−e-h is noticeably shorter and is indi-
cated by the arrows in Fig. 19.

This is even more clear in the examples of Fig. 20, where plots
of the particle and hole densities appear to be considerably more
delocalized than the quantitative measure afforded by d−e-h. The
extent of spatial charge separation is therefore smaller than plots
of ∆ρelec(r) and ∆ρhole(r) might lead one to imagine. Notably, the
isocontour value that is used in this type of isosurface plot can be
manipulated to make an orbital or density appear almost arbitrar-
ily compact or diffuse. For that reason, the author recommends
that such plots should always indicate the fraction of the density
that is encapsulated within the isosurface. Only then can the size
of two densities be compared side-by-side.161

Long-distance charge separation is characterized by negligi-
ble overlap between particle and hole densities, meaning that
∆ρelec(r) ∆ρhole(r) ≈ 0 everywhere in space. Based on that ob-

servtion, Etienne et al.16,17,390 suggest a charge-overlap metric

φ =
∫ ∣∣∆ρelec(r) ∆ρhole(r)

∣∣1/2dr . (6.9)

We omit a normalizing denominator that is included in Ref. 16, as
it equals unity for TD-DFT calculations because both ∆ρelec(r) and
|∆ρhole(r)| integrate to exactly one electron. Roughly speaking,
the integral in eqn. (6.9) involves the blue region that is depicted
schematically in Fig. 21a.

The metric φ is defined such that 0≤ φ ≤ 1. If φ = 0 then there
is no spatial overlap between electron and hole, thus the exci-
tation in question is entirely CT-like. An example that lies close
to this limit is an end-to-end donor–acceptor electron-transfer ex-
citation in a twisted push-pull chromophore whose particle and
hole densities are plotted on the right side of Fig. 21b. The twisted
geometry severs the conjugation of the π system, resulting in
particle and hole densities that localize on opposite ends of the
molecule and a small value of the charge-overlap metric, φ ≈ 0.2.
On the right in Fig. 21b is an excited state in a different molecule
that lies near the opposite limit, with significant spatial overlap
of ∆ρelec(r) and ∆ρhole(r). In the latter case, both the electron
and the hole are delocalized over the length of the molecule, and
φ ≈ 0.8.

Other CT metrics have been proposed in the spirit of Λ in
eqn. (6.3) but attempting to find a diagnostic whose numerical
value might be physically meaningful. One of these is a charge-
separation metric ∆r,25,26 defined as

∆r =
∑ia κ2

ia‖Ria‖
∑ jb κ2

jb
(6.10)

where
Ria = 〈ψi|r̂|ψi〉−〈ψa|r̂|ψa〉 . (6.11)

The quantity Ria is the displacement vector between the centroids
of orbitals ψi(r) and ψa(r), thus ∆r averages the charge displace-
ment associated with each excitation ψi→ ψa, using weights κ2

ia.
Although this seems like an intuitive and reasonable way to mea-
sure charge separation, the utility of ∆r as a separate metric is
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Fig. 22 Correlation between CT excitation energies (ωCT) and various
CT metrics. The HCl molecule defies the overall trend and is indicated
explicitly. Adapted from Ref. 205.

questionable. Within the TDA, this quantity is

∆r TDA
= ∑

ia
x2

ia‖Ria‖ , (6.12)

which likely encodes similar information as compared to d−e-h. For
full TD-DFT, ∆r in eqn. (6.10) employs the same curious choice
of normalization that was used to define Λ, namely, use of κ2

jb in
the denominator.

Perhaps more damningly, ∆r is not invariant to orbital rota-
tions; its numerical value depends upon which MOs are used.26

It has been suggested to evaluate ∆r in NTO basis, as this affords
good correlation between ∆r and DCT,26 but the need to make
such a choice is a bothersome artifact of having sacrificed orbital
invariance. For an alternative data set of intramolecular CT ener-
gies,391 reasonable correlations are found between definitions of
∆r based on either canonical MOs or NTOs, but those values also
correlate well with dexc as shown in Fig. 22.205

The quantities dexc and d−e-h, along with expectation values such
as 〈relec〉 and 〈rhole〉, are invariant to unitary transformations of
either the occupied MOs or the virtual MOs, just like excitation
energies and other excited-state properties in TD-DFT. It is this
invariance that provides the freedom to define NTOs, or to use
localized MOs,392–396 without affecting observables, because the
aforementioned quantities are fundamental properties of the ex-
citon, independent of representation. As such, these are less arbi-
trary ways to characterize the nature of a given excited state, as
compared to a quantity such as ∆r that depends on the choice of
representation.

Both d−e-h and ∆r vanish in centrosymmetric systems,397 which
is a significant drawback in those cases that is not shared by dCD.
Alternatively, to obtain a non-vanishing metric in the presence of
inversion symmetry, an “effective electron displacement” measure
has been suggested,397 defined as

Γ = ∆r+∆σ . (6.13)

This combines ∆r from eqn. (6.10) with

∆σ =
∑ia κ2

ia|σi−σa|
∑ jb κ2

jb
(6.14)

where

σr =
(
〈ψr|r̂ ··· r̂|ψr〉−‖〈ψr|r̂|ψr〉‖2

)1/2
. (6.15)

The quantity σ2
r is the second moment of orbital ψr. In a sense,

∆σ is conceptually similar to dexc in eqn. (5.12) in the same way
that ∆r is conceptually similar to d−e-h, with the important dis-
tinction that both ∆r and ∆σ mangle the normalization when y is
nonzero, and that the numerical values of both ∆r and ∆σ depend
upon the choice of representation.

Correcting the normalization by invoking the TDA, the electron
displacement Γ is likely to contain similar information as d−e-h +

dexc. As such, we suggest that

d̃CD = d−e-h +dexc (6.16)

is an alternative charge-displacement metric that is constructed
from well-defined properties of the exciton, independent of the
choice of representation. It should be complementary (though not
equivalent) to dCD in eqn. (6.8). This analysis clarifies why nu-
merical values of various charge-displacement metrics are found
to be strongly correlated with one another.26,205,247

Despite their shortcomings, the metrics ∆r and Γ correlate well
enough with the largest errors in TD-DFT excitation energies so
that one may define a “trust radius” based on their values.25,397

For GGA functionals, and with Γ evaluated in the NTO represen-
tation, it is suggested that states with Γ ≤ 1.8 Å are “safe” in the
sense that the excitation energy in question is is unlikely to be
seriously affected by TD-DFT’s underestimation of long-range CT
energies.397 A trust radius Γ ≤ 2.4 Å is suggested for global hy-
brid functionals with CHFX = 0.2–0.3, again with Γ evaluated us-
ing NTOs.397 For long-range excitations well beyond 2.0 Å, it is
suggested that the use of either LRC functionals, or else global
hybrids with CHFX ≥ 0.33, is mandatory.25 As an alternative, the
close connection between Γ and d̃CD suggests that the latter might
also provide a reliability metric for TD-DFT excitation energies,
while at the same time affording a physically interpretable (and
representation-invariant) numerical value to quantify how charge
moves (d−e-h) and spreads (dexc) upon excitation. The precise trust
radius to use in conjunction with d̃CD remains to be determined.

Lastly, a “Mulliken-averaged configuration index” (MAC)
has been suggested for detecting spurious low-energy CT
states.388,398 A Koopmans-style approximation for long-range
electron transfer from ψi to ψa,

IE+EA≈−(εi + εa) , (6.17)

in conjunction with Mulliken’s asymptotic formula for ωCT
[eqn. (6.2)], suggests a definition

ωMAC =
−∑ia xia(εi + εa)

∑ jb x2
jb

− 1
d−e-h

. (6.18)

(This is a slightly modified version of the metric called MAC in
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Ref. 398, replacing ∑ jb x jb in the denominator with ∑ jb x2
jb, and

substituting d−e-h for DCT.) The idea is that if ω < ωMAC, where
ω is the TD-DFT excitation energy, then the excited state in ques-
tion is likely a “ghost” CT state and should not be taken at face
value.398 However, this metric should only be used for large val-
ues of d−e-h, because Mulliken’s formula only makes sense for large
donor–acceptor separation. Given the crudeness of the approxi-
mation in eqn. (6.17), it is also unclear how robust this metric will
be. Proper statistical measures of electron–hole correlation seem
preferable as means to define boundaries for trustworthiness in
TD-DFT calculations.

7 Summary
TD-DFT is the workhorse method of computational electronic
spectroscopy and is widely used by both computational and ex-
perimental chemists and materials scientists. Visualizing TD-DFT
excitations in terms of NTOs, as a conceptually superior alterna-
tive to canonical MOs, has become standard practice but other vi-
sualization tools are also available and the connections amongst
them are not always obvious to beginning users. The present
work provides a theoretical foundation to understand how the
NTOs relate to other common visualization tools including at-
tachment and detachment densities, which are densities for the
excited electron and the hole, respectively. Atomic or fragment-
based partitions of ∆ρ(r), and quantitative measures of exciton
size and electron–hole separation, have been introduced rigor-
ously herein, and demonstrated with numerous examples. Em-
phasis has been placed on understanding how various tools relate
to one another, as previous literature has not always been clear in
this regard.

CT numbers ΩA→B, which quantify electron flow from moi-
ety A to B upon excitation, are a particularly useful atomic or
functional-group partition. Arranged in the form of a matrix ΩΩΩ,
these quantities provides a simple visual representation of the
transition density kernel T (rhole,relec) that has sometimes been
described as an “exciton wave function”. Heat maps of the matrix
ΩΩΩ provide an easy way to distinguish localized versus delocal-
ized excited states, or the presence of charge-separated character,
even in centrosymmetric systems where symmetry prevents CT
from manifesting as a change in dipole moment. Fragment-based
analysis of T (rhole,relec) can distinguish between delocalization
caused by excitonic coupling, versus delocalization due to charge
separation, possibilities that are not mutually exclusive but also
not equivalent. In multichromophore systems, this analysis ex-
poses qualitative differences in the low-energy states obtained us-
ing different XC functionals.

A variety of metrics have been discussed that are intended to
quantify CT character in a given excitation, an important de-
scriptor in view of TD-DFT’s well-known tendency to underes-
timate long-range CT excitation energies, sometimes to the point
of predicting spurious low-lying states in large systems.1 Some
of these CT metrics have more desirable properties than others,
such as correct normalization and invariance to unitary transfor-
mations of the MOs. The present work advocates for the use of
direct measures of exciton size that correspond to well-defined
expectation values, rather than ad hoc constructions. The for-

mer include the RMS electron–hole separation (dexc), which is
expressed in terms of the particle and hole densities ∆ρelec(r)
and ∆ρhole(r). The mean separation between the centroids of
those quantities (d−e-h) can also be used, although it vanishes in
centrosymmetric systems. In such cases, a charge-displacement
metric (dCD or d̃CD) can be used instead. These quantities are
directly interpretable and readily computable using third-party
software,162,209,399,400 based on formatted output from various
electronic structure programs. The TheoDORE program is espe-
cially recommended,209 as it implements various measures of ex-
citon size that are grounded in proper expectation values, as well
as CT numbers ΩA→B that properly account for non-orthogonality
of the AO basis functions. Much of this functionality exists in the
Q-Chem program also,401 without the need for third-party soft-
ware. The author hopes that this Perspective will lead to better
understanding and more erudite discussion of precisely what is
being visualized or quantified when discussing the output of TD-
DFT calculations.
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