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Abstract

Time-dependent density functional theory (TD-DFT) within a restricted excitation space is an ef-
ficient means to compute core-level excitation energies, using only a small subset of the occupied
orbitals. However, core-to-valence excitation energies are significantly underestimated when stan-
dard exchange-correlation functionals are used, which is partly traceable to systemic issues with
TD-DFT’s description of Rydberg and charge-transfer excited states. To mitigate this, we have
implemented an empirically modified combination of configuration interaction with single substi-
tutions (CIS) based on Kohn-Sham orbitals, which is known as “DFT/CIS”. This semi-empirical
approach is well-suited for simulating x-ray near-edge spectra, as it contains sufficient exact exchange
to model charge-transfer excitations yet retains DFT’s low-cost description of dynamical electron
correlation. Empirical corrections to the matrix elements enable semi-quantitative simulation of
near-edge x-ray spectra without the need for significant a posteriori shifts; this should be useful in
complex molecules and materials with multiple overlapping x-ray edges. Parameter optimization
for use with a specific range-separated hybrid functional makes this a black-box method intended
for both core and valence spectroscopy. Results herein demonstrate that realistic K-edge absorption
and emission spectra can be obtained for second- and third-row elements and 3d transition metals,
with promising results for L-edge spectra as well. DFT/CIS calculations require absolute shifts that

are considerably smaller than what is typical in TD-DFT.

I. INTRODUCTION

More often than not, electronic structure theory is a
balancing act. Users must choose between high accu-
racy at crippling computational cost (as exemplified by
coupled-cluster theory or complete active space meth-
ods), or low cost at the expense of accuracy (Hartree-
Fock theory). Density-functional theory (DFT) occupies
a middle space where good accuracy is often possible at
low cost, yet robustness and systematic improvability are
sacrificed. To achieve better balance of cost versus accu-
racy, there is interest in amalgamating correlated wave
function models with DFT,'® using the latter to capture
dynamical electron correlation at low cost but combining
this with a multiconfigurational wave function treatment
that captures static correlation.

A simple first step along these lines is the “DFT/CIS”
method, originally introduced by Grimme,? which uses
molecular orbitals (MOs) from Kohn-Sham theory within
a modified form of configuration interaction with single
substitutions (CIS). The use of Kohn-Sham eigenvalues
within the CIS formalism leads to more accurate excita-
tion energies as compared to CIS itself, as orbital energy
gaps are modeled more accurately, yet the CIS formal-
ism is free of self-interaction problems that sometimes
plague time-dependent (TD-)DFT.!® The DFT/CIS ap-
proach has been extended to multireference CI wave func-
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tions (DFT/MRCI),!! and that approach is experienc-
ing something of a revival.*'272! The CIS-based version
still offers some attractive features, however, including an
integral-direct formulation that is extremely efficient for
large systems?? 26 and restricted open-shell formulations
that can achieve correct multiplet structure.?”-2

In the present work, we extend the parameteriza-
tion of DFT/CIS to facilitate its use in x-ray absorp-
tion near-edge spectroscopy (XANES),? including core-
level excitations of transition metal elements. Metal
pre-edge features are particularly informative,3! 35 and
TD-DFT is a popular method of choice for simulating
metal pre-edge x-ray spectra. As usual for TD-DFT, ex-
citation energies are sensitive to the choice of exchange-
correlation (XC) functional, even as compared to ground-
state properties.'? Core-level excitation energies are sig-
nificantly shifted relative to experiment, with errors of
> 10 eV for second-row elements36 3% and even larger
for heavier elements.?**! Although peak splittings and
chemical shifts are preserved to much greater accuracy,
often rivaling that of correlated wave function methods,*?
the need for large a posteriori shifts can make it difficult
to identify elemental edges in cases where multiple edges
overlap.26

The present work introduces a reparameterization of
the DFT/CIS method that is appropriate for both va-
lence and core-level spectroscopy, where only the former
has been previously considered in this context. Our pa-
rameterization is based on a range-separated hybrid func-
tional and extends the semi-empirical shifts in the CIS
matrix elements to include core levels of elements be-
yond Ne. For XANES applications we have implemented



DFT/CIS using a core/valence separation (CVS) approx-
imation. This approach, which is sometimes called TD-
DFT with a restricted excitation window, amounts to
using an active space consisting of a few occupied or-
bitals of interest (core states) along with the full virtual
space.2643 The present work focuses on elemental K-edge
excitations, meaning those originating from 1s orbitals.
These transitions are not affected by multiplet problems,
so that a restricted open-shell formulation is unnecessary,
and furthermore the effect of spin-orbit coupling is negli-
gible. These extensions can be pursued in due course but
the present work demonstrates that DFT/CIS affords a
balanced description of both valence and core-level ex-
citation energies while eliminating large systematic er-
rors in the latter. DFT/CIS can thus be regarded as
a (semi-empirical) black-box approach to computational
electronic spectroscopy, from core to valence.

II. THEORY
A. DFT/CIS

The DFT/CIS formalism is very similar to CIS, with
a few important modifications necessitated by the use of
Kohn-Sham orbitals. Our notation is that ;,v;,... de-
note occupied MOs and ¥, ¥, . . . are virtual MOs, with
indices 7, s, . . . referring to arbitrary MOs. The quantity
|P&) represents a singly-substituted Slater determinant
constructed from a reference determinant |¥y) that is
the solution to the self-consistent field (SCF) problem.
Using a closed-shell formalism for simplicity (although
our implementation includes the spin-unrestricted case),
the matrix elements of the CIS Hamiltonian are®

(WO H|9S) = By + (va| flt0a) — (0] Fl12) (18)
— (Vivi|Yarba) + 2(ViYa|titha)
(ol H|F) = V2(i| f|ba) - (1b)
and
(U H[WY) = (va| Flvn)di; — (03] F|05) dat

(1c)
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The quantity Fy is the ground-state energy and f is the
Fock operator. Two-electron integrals are expressed in
Mulliken notation and Eq. (1) does not assume that the
MOs are canonical. If they are, then

(wr|f|¢s) =&p0ps - (2)

In Grimme’s DFT/CIS method,? the matrix elements
in Eq. (1) are modified as follows:

(US| H|WE) = By + €55 — X8 1 20, — o1 K;

+ AJia (Eia) ’ (3a)

(To| H| W) =0, (3b)
and
(UeIH| WYY = 2(¢ibaltbjiby) — c1(ithj|bathy) . (3c)

In this case, Ey in Eq. (3a) is the Kohn-Sham ground-
state energy and the quantities {1, } and {eX5} are the
Kohn-Sham MOs and their energy levels, respectively.
The quantities J;, and K;, in Eq. (3a) are Coulomb
and exchange integrals,***5 respectively, evaluated us-
ing Kohn-Sham MOs. Equation (3b) is a Brillouin-like
condition that is invoked by fiat. Empirical corrections
that appear in the matrix elements of Eq. (3a) are dis-
cussed below, specifically the parameter ¢; and the func-
tion AJiq(gia)-

The DFT/CIS approach proves beneficial because the
Kohn-Sham eigenvalue gaps X5 — ¢X5 are approxima-
tions to excitation energies in a way that their Hartree-
Fock counterparts (which are typically much larger) are
not.*6748 This leads to less configuration mixing in the
excited state.*” In part, this is due to the fact that Kohn-
Sham calculations often result in one or more bound
virtual orbitals (¢, < 0), even when approximate XC
functionals are used, whereas the Hartree-Fock virtual
orbitals are often all unbound, therefore significant con-
figuration mixing is required in order to obtain localized
excited states from discretized continuum orbitals.*?:50

Unlike the working equations for linear-response TD-
DFT,' the matrix elements in Eq. (3) do not contain an
XC kernel but are instead CIS-like, albeit with empiri-
cal parameters added to the diagonal matrix elements in
Eq. (3a). These include a scaling-down of the exchange
integral, for which Grimme uses the value ¢; = 0.317.°
This parameter compensates for semilocal DFT exchange
that is included in the SCF calculation that is used to
obtain the MOs. A shift is also added to the diagonal
elements, of the form?

AJ(g) = —0.025¢ + ¢z exp(—c3J?) . (4)

This correction was added to deal with Rydberg-type
excited states, where the Coulomb integral is small.
(For cases of orbital degeneracy it is suggested to av-
erage J over the degenerate configurations to avoid sym-
metry breaking,” but our implementation does not do
this.) In addition to ¢; = 0.317, parameters c; =
0.033 Ey, and 3 = 1.27 x 107 E,* in Eq. (4) were deter-
mined by Grimme,” specifically for use with the B3LYP
functional.’!:52 Grimme’s implementation also uses a cus-
tom basis set that is described in Section IITC. The DFT/
CIS method is intended as a semi-empirical approach
that is tied specifically to this one particular XC func-
tional and basis set.

B. Reparameterization

For the present work, we have implemented Grimme’s
original parameterization and we will refer to it as



B3LYP/CIS. Our implementation reproduces results
published in Ref. 9, when used with the custom basis
set described in that work.

In attempting to use B3LYP/CIS for core-level spec-
troscopy, however, it became clear that the shifts in
Eq. (4) are not appropriate beyond the second row of the
periodic table (i.e., beyond Ne). As such, we decided to
revisit the parameterization of Eq. (3a). In the time since
the original formulation of DFT/CIS, range-separated
hybrid functionals'®-*3:>4 have proven to be some of the
most effective XC functionals for TD-DFT,'° hence our
new parameterization is based on a Coulomb-attenuated
counterpart of BSLYP known as CAM-B3LYP.?®> We re-
fer to this new parameterization as CAM-B3LYP/CIS,
and we have developed it for use with a standard Gaus-
sian basis set, def2-TZVPD.?6:57

For CAM-B3LYP/CIS, we modify Eq. (3a) to be

(US| H|UE) = By + X5 — K5 4 2¢5 05, )
— ClKia — Ae

while keeping Egs. (3b) and (3c) the same. Parameters

c1 = 0.525 and ¢ = 0.850 were determined using a sub-

set of the QuestDB data set,’® consisting of benchmark

excitation energies for 18 small to medium-size molecules.
The correction Ae is taken to be

if |e| < 102 By
if |e| > 102 By

(6)

+0.0250¢

+0.0083¢ — 1.4209 Ey
This was determined by fitting CAM-B3LYP orbital en-
ergies to those obtained using the short-range corrected
(SRC) functional known as SRC1.38:39:59 (See Fig. S1 for
the data.) That functional was specifically parameterized
to obtain TD-DFT core-level spectra with experimental
accuracy. In other words, rather than shifting spectra
with respect to experiment (as is required in TD-DFT
calculations using B3LYP or CAM-B3LYP), we shift the
ground-state core orbital energies obtained from CAM-
B3LYP to match the corresponding SRC1 values. Our
aim is to reduce the inherent errors in core-level eigen-
values obtained from CAM-B3LYP. Absent the Ae cor-
rection, self-interaction error (SIE) in CAM-B3LYP leads
to orbital energies that are less strongly-bound as com-
pared to SRC1 values. The latter functional uses a large
fraction of exact exchange on a very short length scale
(<1 A), in order to reduce SIE in the core states.>®

For elements through Ne, the shift introduced in
Eq. (6) for |¢] < 102 Ej is essentially the same as
what is used Grimme’s B3LYP-based implementation,
because core-level eigenvalues from both B3LYP and
CAM-B3LYP underestimate excitation energies for x-
ray absorption by approximately the same amount. The
present work extends the parameterization to third-row
elements (|e| > 102 Ey). Our choice for the modifications
in Egs. (5) and (6) is motivated by the observation that
the majority of the correction in B3LYP /CIS comes from
the ¢; parameter. The exponential correction in Eq. (4)

that is used in B3LYP/CIS was introduced by Grimme
in order to deal with Rydberg and charge-transfer states
where the exchange integral Kj;, is much smaller than it
is compared for localized valence excitations, but the de-
pendence on the Coulomb integral J in Eq. (4) is inconve-
nient from an implementation perspective. Range sepa-
ration in the CAM-B3LYP functional equips this method
to better account for charge-separated states, as com-
pared to B3LYP, so the more complicated form of AJ(e)
was avoided in our re-parameterization.

C. Core-level spectroscopy with DFT/CIS

Conventional TD-DFT can be used to describe the
x-ray near-edge region, involving transitions from core
MOs to the lowest unoccupied MO (LUMO) and other
low-lying virtual orbitals. However, core excitation ener-
gies are systematically underestimated (i.e., insufficiently
bound), when computed using either generalized gradient
approximations (GGAs) or hybrid functionals.38:48,60,61
Errors increase with the atomic number of the element in
question.*! One way of tackling this problem is simply to
shift the calculated TD-DFT spectra,>® since the relative
energies of different spectral features are much more ac-
curate than the absolute excitation energies,*? although
this can be problematic in systems with multiple overlap-
ping elemental edges, especially where heavier elements
are involved.?S Adjusting the fraction of exact exchange
in the XC functional can reduce the need for empirical
shifting,*%4! although large fractions (= 50% Hartree-
Fock exchange) are often necessary.>®%? To avoid this,
Besley and co-workers parameterized SRC1 and related
functionals specifically for core-level spectroscopy.3®??
These functionals use range separation, in conjunction
with the short-range uBLYP exchange functional,?%3 to
apply a large fraction of exact exchange on a length scale
of < 1 A. The SRC functionals accurately reproduce
elemental K-edge excitation energies but perform quite
poorly in ASCF calculations,’*%° suggesting that their
success rests mostly on error cancellation.

The use of specific density functionals calls into ques-
tion the black-box nature of TD-DFT. If we are to
rely on specific functionals anyway, then the functional-
specific parameterization of DFT/CIS does not seem
like much of an additional limitation, and may actu-
ally be an advantage insofar as DFT/CIS may provide
a balanced description of both core and valence excita-
tions within a single method. (Functionals with 50%
Hartree-Fock exchange exhibit larger errors for valence
excitation energies as compared to the current state-of-
the-art in TD-DFT.!%) Moreover, DFT/CIS has a spe-
cific advantage over TD-DFT when it comes calculat-
ing core-excitation spectra, due to its treatment Rydberg
and charge-transfer states. Long-range corrected (LRC)
functionals,'?:53:54.66 hased on range separation, can ac-
curately describe both valence, Rydberg, and charge-
transfer excitation energies.6 However, core-excitation



energies remain too low,%” due to the absence of a large
fraction of exact exchange at short range, leading to dif-
ferential SIE between core and valence orbitals. Note
that the ¢; parameter in DFT/CIS adds Hartree-Fock
exchange to the CIS matrix elements.

D. X-ray emission using DFT/CIS

Valence-to-core x-ray emission (XES) spectra have
previously been simulated using Slater’s transition
method,%* and also at the level of equation-of-motion
coupled-cluster theory using a reference state containing
a core hole.%® In the latter case, however, the coupled-
cluster amplitude equations can sometimes be difficult
to converge in the presence of a core hole.®”" (This can
cause problems for perturbation theory as well.”:72) The
analogous procedure is much more robust when used with
TD-DFT.™ 7 It can be extended to DFT/CIS using the
following procedure.

1. Perform a normal DFT calculation on the neu-
tral ground state of the molecule in question. The
functional (B3LYP or CAM-B3LYP) and basis set
should be appropriate for DF'T/CIS.

2. Use the Kohn-Sham MOs thus obtained as a
starting point to obtain a core-ionized reference
state. To do so, one should use a conver-
gence algorithm designed for non-Aufbau Slater
determinants,'®76""® in order to prevent collapse
of the core hole during the SCF iterations.

3. Perform a standard DFT/CIS calculation atop the
core-excited reference state. The XES transitions
appear as negative excitation energies, with neg-
ative oscillator strengths fy, due to the appear-

ance of negative excitation frequencies wyg = (E,, —
Ey)/h in the formula!®

fon = (2 ) ol @

Importantly, no additional SCF cycles should be per-
formed on the ionized core-hole reference state, if it is
read in from a separate job between steps 2 and 3.7
(Additional Roothaan steps are sometimes used to en-
sure the consistency of the Fock and density matrices for
a set of input orbitals,” but in the present context this
spoils the core-hole reference state and degrades the qual-
ity of the XES spectra simulated using TD-DFT.) This
approach corresponds to a “sudden” approximation,3? in
which MOs for the neutral molecule are used to describe
the ionized core-hole state.

III. COMPUTATIONAL DETAILS

The DFT/CIS method has been implemented in the Q-
Chem program and is available starting from v. 6.2.89 we

focus on K-edge excitation spectra in the present work,
in order to evaluate the accuracy and efficacy of DFT/
CIS for x-ray spectroscopy. These spectra are less com-
plicated to simulate as compared to L- or M-edge spec-
tra because relativistic and spin-orbit coupling effects are
small,’* and because there is little interaction with va-
lence occupied orbitals so that the CVS approximation
is accurate and robust.26-8!

For some second-row elements and 3d transition met-
als, we add an atomic relativistic correction to the TD-
DFT and DFT/CIS excitation energies. Following Besley
and co-workers,”>3283 these scalar shifts are computed
as the difference in relativistic Douglas-Kroll-Hess®* 86
and non-relativistic Hartree-Fock energy levels, for 1s
orbitals of the isolated atoms, computed using the cc-
pVQZ-DK basis set.8” These calculations were performed
using NWChem.?®

A. Core/valence separation

The CVS approximation extends standard excited-
state methods to core-level states by eliminating the am-
plitudes associated with all but a small number of occu-
pied MOs.26+43 This reduces the computational cost dras-
tically, and furthermore separates the highly excited core
states from the continuum. It also allows the separation
of K-edge spectra from L- and M-edge spectra. For the
K-edge spectra examined here, the CVS active space con-
sists of the 1s orbitals for the element in question, along
with the entire virtual space. All core-level TD-DFT and
DFT/CIS calculations reported here invoke the CVS ap-
proximation, which affords negligible errors for K-edge
spectra.?® In molecules containing more than one atom
with the same atomic number, all of the 1s orbitals for
the element in question are included in the active space.

Conventional TD-DFT calculations reported here also
use the CVS approximation and in addition we invoke
the Tamm-Dancoff approximation,'®*® which is consis-
tent with the CIS-style matrix elements used in DFT/
CIS. This approximation affords negligible errors for K-
edge excitation energies.?%

B. XC functionals and TD-DFT calculations

DFT/CIS calculations were performed using either
B3LYP'52 or CAM-B3LYP.>> The XC functionals
themselves have not been modified; all of the new or mod-
ified parameters for DF'T/CIS are contained in the modi-
fied CIS-style equations that are discussed in Section IT A.
The B3LYP/CIS method represents Grimme’s original
parameterization in Eq. (3),” while CAM-B3LYP/CIS is
the new parameterization given by Eq. (5).

As a point of comparison, conventional TD-DFT cal-
culations are also reported using the same two function-
als, BBLYP and CAM-B3LYP functionals. In addition,
we report TD-DFT calculations using the SRC1-rl and



SRC1-r2 functionals.?®%? These two functionals are in-
tended for use with second-row atoms (rl) or third-row
atoms (r2), respectively.

TD-SRC1 excitation energies are used as reference val-
ues in this work, because that method was specifically pa-
rameterized to reproduce experimental K-edge excitation
energies, and works very well in that capacity.?6:3839:59
These functionals use a large fraction of exact exchange
(Zz 50%) at short range, to reduce differential self-
interaction errors between occupied core and valence-
virtual MOs. As a further point of comparison we report
TD-BH&HLYP calculations,® since that functional uses
50% Hartree-Fock exchange without range separation.

C. Basis sets

B3LYP/CIS calculations reported here use a bespoke
basis set introduced by Grimme for this purpose.® Its con-
struction starts from the valence triple-zeta (VTZ) basis
set introduced by Ahlrichs and co-workers,”® then adds
additional polarization functions: d-functions on carbon
and p-functions on hydrogen, each with ¢ = 0.8 a; 29 For
Rydberg states, this basis set was augmented with one set
of diffuse sp-functions on each non-hydrogen atom, with
exponents selected according to Dunning’s procedure.”?
This basis set will be denoted as “VTZ+” and its com-
plete specification is provided in the Supplementary Ma-
terial.

CAM-B3LYP/CIS parameters were developed based
on calculations using the def2-TZVPD basis set,”” which
should be converged for CIS and TD-DFT excitation
energies.'%92796 Unless otherwise specified, our CAM-
B3LYP/CIS calculations use this basis set, and the con-
ventional TD-DFT calculations reported here also em-
ploy the def2-TZVPD basis set. Some examples are pro-
vided of CAM-B3LYP/CIS calculations using the def2-
SVPD and def2-SV(P) basis sets,5*7 in an effort to
gauge whether the parameterization is sensitive to the
choice of basis set.

IV. RESULTS AND DISCUSSION
A. Role of Hartree-Fock exchange

DFT/CIS and TD-DFT spectra for an isolated for-
mula unit of TiO4 are presented in Fig. 1 at the oxygen
K edge, using several related functionals with differing
amounts of Hartree-Fock exchange. Near-edge features
obtained using TD-B3LYP [Fig. 1(d)] are off by about
16 eV relative to the experimental edge at 531 eV.%"
TD-CAM-B3LYP does not rectify this in any significant
way [Fig. 1(c)], whereas TD-SRC1-r1 affords the correct
value [Fig. 1(a)]. Using the latter as a stand-in for the
experimental K-edge, and comparing to either parame-
terization of DFT/CIS in Fig. 1(a), one observes that the
DFT/CIS near-edge peaks differ by about 1.9 eV. On the

other hand, the DFT/CIS excitation energies are nearly
an exact match to those obtained using TD-BH&HLYP
[Fig. 1(b)], which was certainly not built into the param-
eterization. This tells us that the absolute accuracy of
the K-edge (1s — LUMO excitation) depends sensitively
on the fraction of exact exchange. A pronounced inten-
sity difference between B3LYP/CIS and CAM-B3LYP/
CIS is primarily due to inadequacies of the TZVP-based
custom basis set that is used in B3LYP/CIS, which is
the reason why we rejected that basis set for the new pa-
rameterization, opting instead for an up-to-date choice
in def2-TZVPD.

In critiquing the 1.9 eV error for DFT/CIS, it is worth
comparing the performance of conventional TD-DFT as a
baseline. Using a functional B*LYP with a variable frac-
tion (x) of Hartree-Fock exchange, Besley et al.>® demon-
strated that x = 0.57 performs much better in terms of
absolute accuracy as compared to B3LYP with = = 0.20.
Mean errors for the B?"LYP functional were reported
to be 0.7 eV for core-to-valence transitions of second-
row elements and 0.9 eV for core-to-Rydberg excitations,
whereas the corresponding TD-B3LYP errors are 12.7 eV
(core — valence) and 12.9 eV (core — Rydberg).?®

Our own benchmarks, using the Questl data set,® af-
ford a mean absolute error of 0.28 eV for valence ex-
citation energies, essentially identical to the ~ 0.3 eV
accuracy that was reported in the original implementa-
tion, using a much smaller data set.” This should be com-
pared in context to CIS itself, where average errors are
> 1 eV.'0 (Keep in mind that there is no XC kernel in
the DFT/CIS matrix elements.) Although we plan to
provide a more thorough assessment of DFT/CIS for va-
lence excitation energies in due course, preliminary data
suggest that this method is no worse than TD-B3LYP,
which remains one of the best XC functionals for local-
ized valence excitation energies.'® At the same time, both
DFT/CIS methods significantly outperform TD-B3LYP
and TD-CAM-B3LYP for core excitations, as discussed
at greater length below.

B. Benchmarking core excitation energies

Both parameterizations of DFT/CIS have a core cor-
rection that works very well for second-row elements
(through Ne), offsetting errors in the Kohn-Sham eigen-
values for core states. Table 1 illustrates the accuracy
for K-edge excitations (1s — LUMO) of the elements
carbon, oxygen, and nitrogen, in comparison to theoret-
ical best estimates of the excitation energies that were
compiled in Ref. 19 from various sources.’®105 TD-CAM-
B3LYP, TD-B3LYP and TD-SRC1-r1 results are also in-
cluded, as are DFT/MRCI values from Ref. 19.

DFT/MRCI is a multireference extension of DFT/CIS,
with similar underlying principles but different modifica-
tions to the matrix element and no explicit core orbital
energy correction. Both methods exhibit similar errors,
suggesting that the multireference nature of DFT/MRCI
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Fig. 1:
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B3LYP/CIS calculations use the VTZ+ basis set
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Simulated K-edge absorption of TiO2 obtained using two different parameterizations of DFT/CIS, as compared to
conventional TD-DFT using the functionals (a) SRC1-rl, (b) BH&HLYP, (c) CAM-B3LYP, and (d) B3LYP. The two DFT/CIS
spectra are the same in each panel and serve as reference spectra that highlight how sensitive the TD-DFT spectrum is to the
fraction of Hartree-Fock exchange. The TD-DFT and CAM-B3LYP/CIS calculations use the def2-TZVPD basis set whereas

Table 1: Errors in excitation energies for elemental K-edge transitions, in comparison to benchmark values.

Error (eV)® AFE

Molecule Element DFT/CIS TD-DFT? DFT/ (eV)©
R e S

acetaldehyde C 9.82 —4.64 —3.46 —-9.98 —-9.94 0.58 —2.82 286.30
acetaldehyde O 20.82 1.33 1.81 —10.93 —11.08 4.53 2.00 531.14
acetic acid C 8.47 —5.24 —3.59 —13.22 —-10.07 0.02 —2.75 288.69
acetic acid (0] 18.14 —1.73 —0.99 —13.53 —13.68 1.63 —2.51 531.95
acetone C 7.69 —2.46 —4.70 —11.15 —11.06 —0.86 —4.11 286.80
acetone O 15.28 —3.52 —2.22 —14.52 —14.58 —0.11 —3.69 531.30
benzaldehyde C 6.93 —7.28 —6.06 —12.61 —12.64 -2.18 —5.31 287.70
benzaldehyde O 15.45 —3.41 1.95 —14.52 —14.72 —0.06 —4.32 531.00
benzamide C 6.84 —7.52 —6.73 —13.25 —-13.87 —0.80 —3.95 288.09
dimethyl carbonate C 7.48 —6.20 —4.52 —12.57 —11.71 —0.85 —3.32 290.33
dimethyl carbonate O 23.37 —2.99 0.85 —11.90 —-12.03 4.30 —2.86 532.93
diphenyl carbonate O 22.02 —3.13 1.10 —11.35 —-11.48 4.09 —0.95 532.93
diphenyl urea O 16.69 —2.97 —2.20 —14.59 —14.99 0.32 —1.59 532.50
terephthaldehyde C 6.42 —7.84 —6.64 —13.21 —-14.75 -3.30 —6.12 288.20
terephthaldehyde O 19.80 —0.45 —0.96 —12.93 —-14.09 1.79 —4.58 530.60
urea C 7.67 —6.06 —4.41 —10.86 —10.80 —0.74 —3.30 289.53
urea (6] 17.12 —2.62 —1.80 —14.23 —14.34 0.83 —2.56 532.50
phenylalanine N 15.17 —1.76 —2.28 —12.74 —-11.66  0.92 —2.15 401.20
phenylalanine O 15.93 —3.20 —2.07 —11.91 —-14.53 0.22 —3.38 532.20
tyrosine C 10.15 2.91 —3.93 —10.44 —-10.63 —0.35 3.44 285.10
MAE/S 13.56 3.86 3.15 12.52 12.63  1.43 3.29

@Relative to the theoretical best estimate (AFE) in the final column. ®*Tamm-Dancoff approximation, def2-TZVPD basis
set. “Theoretical best estimates from Ref. 19. ?Parameterization introduced in the present work, def2-TZVPD basis set.
¢Parameterization from Ref. 9, VTZ+ basis set. fMean absolute errors, relative to theoretical best estimates.



is unnecessary for these examples. However, this simi-
larity also suggests that the multireference ansatz effec-
tively compensates for the SIE, avoiding the need for a
large scalar shift.

The two DFT/CIS methods afford consistently larger
errors at the carbon K-edge as compared to the oxygen
K-edge. this results from the Ae correction in Eq. (6),
where Ae = 0.025¢ is a somewhat better correction for
oxygen than it is for the carbon. In our view, these
slightly larger errors for carbon (and in certain cases, for
nitrogen) are not large enough to warrant reparameteri-
zation. The present version improves upon both uncor-
rected CIS and also TD-DFT (using the same function-
als) by ~ 10 eV. The shift AJ(¢) in Eq. (4) matches Ae
very well for second-row elements so results for B3LYP/
CIS are similar to those for CAM-B3LYP/CIS.

Note the comparison between mean absolute errors
(MAESs) in Table 1, which are assessed relative to theo-
retical best estimates of the transition energies. Conven-
tional TD-B3LYP and TD-CAM-B3LYP calculations im-
prove upon conventional CIS by ~ 1 eV, which is similar
to what is observed for valence excitation energies,'? yet
this is much smaller than the ~ 10 eV improvement for
DFT/CIS. This suggests that most of the improvement
in the DFT/CIS case comes from the shift Ae or AJ(¢),
or in other words that most of the error in TD-DFT ex-
citation energies for K-edge transitions comes from error
in the 1s eigenvalues. At the same time, we note that
CIS errors are opposite in sign from those obtained us-
ing TD-B3LYP and TD-CAM-B3LYP, with CIS overesti-
mating every single K-edge excitation energy while these
two TD-DFT methods underestimate every single one.
Since there is no SIE in the Hartree-Fock eigenvalues,
these discrepancies in the CIS case must result from lack
of sufficient orbital relaxation, with only ~ 1 eV of the
error arising from missing electron correlation. That the
TD-(CAM-)B3LYP errors in K-edge energies range from
—10 eV to —15 eV, while also missing orbital relaxation,
suggests that the SIE in 1s orbital energies likely exceeds
20 eV.

TD-SRC1-rl errors are much smaller than those ob-
tained using TD-B3LYP or TD-CAM-B3LYP, and not
uniform in sign. The former was parameterized to re-
produce K-edge transition energies of this sort, and this
results in near-perfect cancelation of SIE (which tends
toward underestimation of the excitation energy) and
missing orbital relaxation (which reduces the excitation
energy).%? The 52%:48% ratio of orbital relaxation to
SIE, reported in Ref. 62 for TD-SRC1 calculations of
core-level excitation energies, neatly encapsulates the
balancing act between these competing sources of error.

The functional form of Ae changes for the third row
of the periodic table [Eq. (6)]. Results for K-edge transi-
tion energies of heavier elements are presented in Table 2,
including molecules containing third-row elements Si,
P, S, and Cl, along with a few organometallic com-
plexes containing a 3d transition metal,'''" 114 as shown
in Fig. 2. (The latter are taken from a much larger

(a) (b) T
©
(©) 5 (@)
Fig. 2: Organometallic complexes considered in
Table 2: (a) tetracarbonyl(2-di-methylaminomethylphenyl)-
manganese,' ! (b) (77-C5H4COQCH3)F€(CO)2BT,112 (c) bis-

(dithiobitureto)Ni(IT),"*® and (d) Cu(I)-N-heterocyclic car-
bene allyl (benzimidazolium) bromide.'**

database of geometries for organometallic complexes.!!?)

For the main-group molecules, results can be compared
to experiment 199 but for the 3d metal-containing sys-
tems we compare to K-edge excitation energies for the
isolated metal atoms.''° This is sufficient to estimate the
overall shift that is required in a TD-DFT or DFT/CIS
calculation. Relativistic Douglas-Kroll-Hess corrections
are listed in Table 2 and they are quite large for the 3d
elements. These corrections have been added to the com-
puted excitation energies in Table 2, as a post-processing
step.

For CAM-B3LYP/CIS, errors are comparable in mag-
nitude and have the same sign as errors obtained using
TD-SRC1-r2, although both methods exhibit larger er-
rors as compared to what we observed for second-row
elements (Table 1). Using B3LYP/CIS, the error is of
opposite sign to that of TD-B3LYP and is significantly
larger than that of CAM-B3LYP/CIS, illustrating why
that method needed to be reparameterized for heavier
elements. As discussed in Section II B, the formulation
of CAM-B3LYP/CIS used TD-SRC1 as reference data
to parameterize Ae, and this is apparent in the data as
the two methods exhibit comparable errors that follow
similar trends.

For these heavier elements, B3LYP/CIS consis-
tently overestimates the excitation energies while CAM-
B3LYP/CIS overestimates them albeit to a lesser extent.
This is particularly striking because the two methods
employ corrections to the core-orbital energies that are
similar in magnitude for second-row elements, illustrat-
ing the need for a row-specific correction. FEither way,
the errors are significantly smaller as compared to con-
ventional TD-DFT with either BSLYP or CAM-B3LYP,
by ~ 50 eV on average. For the transition metal com-
plexes, CAM-B3LYP/CIS is slightly more accurate than
TD-SRC1-r2.



Table 2: Errors in K-edge excitation energies for third-row elements and 3d transition
metals, as compared to atomic benchmarks. Relativistic corrections are tabulated sepa-

rately but have been added to all values.

Relativistic Error (eV) AE
Molecule Correction® TD-DFT DFT/CIS (eV)
SRC1- CAM- CAM-
r2 BaLyP B3LYP BsLYP B3LYP
SiHy 4.50 1.55 —40.29 —40.19 8.21 4.57 1845.50°
PH3 6.02 1.75 —44.61 —44.65 13.49 7.07 2145.80°¢
HsS 7.89 1.81 —49.22 —49.31 17.50 10.09 2473.10%
CH3Cl1 10.22 3.28 —52.57 —52.50 23.23 7.7 2823.08¢
Mn complexf 52.84 13.80 —82.43 —82.08 77.28 6.17 6552.120
Fe complex/ 62.67  18.57 —134.38 —133.62 91.61 11.28 7125.879
Ni complexf 85.91 64.37 —112.12 —111.92 158.12 54.37 8347.429
Cu complexf 99.75 17.15 —98.79 —98.79 120.82 11.63 8986.969
2 Atomic Douglas-Kroll-Hess/cc-pVQZ-DK, from the present work. bRef. 106. “Ref. 107.

dRef. 108. °Ref. 109. See Fig. 2. 9Best estimates of the atomic K-edge transition (Ref. 110).
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Fig. 3: Oxygen K-edge spectra computed using CAM-
B3LYP/CIS for TiO2 clusters with differing numbers of for-
mula units. All spectra were computed using 1000 transition
energies broadened using a Gaussian width of 0.3 eV. Each
spectrum is scaled so that its most intense feature has unit
intensity so that the intensity scale can be compared across
all five spectra.

C. Convergence studies on TiO2 clusters

Neese and co-workers''6 have shown that reasonable
agreement with experimental L- and M-edge XANES of
bulk transition metal oxides and sulfides can be obtained
using small cluster models, e.g., with only six Ti atoms
to model solid-state TiO5 or even one Fe atom for solid-
state FeSs. To investigate convergence using the new
CAM-B3LYP/CIS method, we examined TiOy clusters
of varying size, up to 10 TiOg5 formula units. Oxygen
K-edge spectra are shown in Fig. 3 and consists of two
near-edge peaks representing excitations into ty, and e,
MOs of the Ti(3d) manifold. These peaks are well sepa-
rated in the TiOs monomer but quickly converge as ad-
ditional formula units are added but the relative inten-
sities of these two features are reversed in larger clusters
as compared to smaller ones. (Note that this is not an
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Fig. 4: Oxygen K-edge spectra for (TiOz2)10, computed using
CAM-B3LYP/CIS with different basis sets. All spectra were
computed using 1000 transition energies broadened using a
Gaussian width of 0.3 eV.

artifact of the finite number of excited states because it
is the higher-energy peak that is more intense in larger
clusters.) Peak positions and relative intensities appear
to converge at (TiOz)7.

Figure 4 examines basis-set effects for CAM-B3LYP/
CIS calculations using the largest of these clusters,
(TiO2)19. The double-¢ basis sets def2-SV(P) and def2-
SVPD result in a small (~ 2 e¢V) shift as compared to
the def2-TZVPD basis set for which the method was
parameterized, but the overall spectral shape is nearly
identical. The def2-TZVP basis set affords a spectrum
that is nearly indistinguishable from the one obtained
using def2-TZVPD. This is not unique to DFT/CIS and
we have previously documented that core-level spectra
computed using TD-DFT/double-¢ calculations are quite
similar to results obtained in larger basis sets,?® including
those that contain core-valence polarization functions''”
or uncontracted primitive Gaussians®? that are intended
to add variational flexibility in the description of the core
hole. Use of def2-SV(P) speeds up the CAM-B3LYP/CIS
calculation by ~ 23x as compared to def2-TZVPD, sug-
gesting that neither specialized basis sets nor basis sets
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Fig. 5: Gas-phase K-edge spectra for small diamondoid cage
molecules (as shown), computed using (a) TD-CAM-B3LYP
and (b) CAM-B3LYP/CIS, compared to experimental spectra
that are reproduced from Ref. 118. Simulated spectra include
600 vertical excitation energies broadened using a 0.15 eV
Gaussian function. The TD-CAM-B3LYP spectra are shifted
by 11 eV and the CAM-B3LYP/CIS spectra by 3.8 eV.

of triple-( quality are required for XANES calculations
using DFT/CIS or TD-DFT.

D. Strain effects in carbon-cage molecules

Absorption spectra at the carbon K-edge were reported
recently for small diamondoid clusters,'® three of which
are investigated here: adamantane, twistane and cubane
(in order of increasing steric strain). Strain has an effect
on the electronic structure of these clusters that has been
investigated with the help of carbon K-edge spectra and
simulated spectra are juxtaposed with experimental spec-
tra in Fig. 5. Note that the state-by-state (eigenstate-
resolved) approach that is used here is not expected to
capture the extended x-ray fine structure, which results
from multiple scattering of the outgoing electron,?’ but
only the near-edge region that is characteristic of covalent
bonding.

Experimental XANES spectra are characterized by a
0*(C—C) resonance splits from a broad peak to narrower
peaks with increased strain, while the tertiary o*(C-H)
peaks are broader for cubane with a shift to lower
energies.''® These essential near-edge features are well re-
produced by CAM-B3LYP/CIS calculations [Fig. 5(b)],
although the higher-energy peaks in cubane are shifted
a bit too high in energy. TD-CAM-B3LYP spectra show
similar features but require a shift of 11 eV to match
experiment, as compared to 4 eV for CAM-B3LYP/CIS.
Theoretical spectra for both adamantane and twistane
spectra show an intense feature around 290 eV, similar to
that observed in various saturated hydrocarbons.? The
shift relative to the K-edge is accurately reproduced by
the CAM-B3LYP/CIS calculations. The largest differ-
ences between theory and experiment are observed for

cubane, where two lower-energy features that are present
around 287 eV for adamantane and twistane, which are
are not resolved in the simulated spectrum for cubane.
(These features are associated with tertiary carbons and
methylene groups, respectively.!'®) The singular peak
that is obtained for cubane is more intense than the lead-
ing x-ray absorption features for adamantane or twistane,
suggesting a pair of peaks who splitting is smaller than
what is observed experimentally.

E. Electronic structure of organotitanium
complexes

Solomon and co-workers have investigated the nature
of the pre-edge features of the organotitanium complexes
TiCly, TiCpCly and TiCpaCly,** where Cp = (C5Hs)~
is the cyclopentadiene anion. (These are models of anti-
tumor agent titatanocene dichloride.!'?) As shown in
Fig. 6(a), the titanium K-edge appears at 4980 eV al-
though it is the pre-edge that is of primary interest, as it
contains information about metal-ligand hybridization.
A 1s — 3d pre-edge transition is obtained at 4976 eV
using CAM-B3LYP/CIS, and the spectrum in Fig. 6(a)
is shifted by about 7 eV to match the experimental peak
at 4969 eV. This transition is electric-dipole forbidden
but quadrupole-allowed, and appears primarily due to
the mixing of Ti(4p) and Ti(3d) orbitals.?* The pre-edge
feature is most intense for TiCl,, with the intensity sub-
sequently diminishing in TiCp3Cl and TiCpyCls.

At the chlorine K-edge there is also an intense pre-edge
feature for all three complexes [Fig. 6(b)]. CAM-B3LYP/
CIS spectra need a 6.7 eV shift to match the experimen-
tal peak at 2820 eV. It is most intense for TiCly and
decreases in intensity with the additional of each subse-
quent Cp ligand, a trend that is reproduced by the CAM-
B3LYP/CIS calculations and arises due to decreased co-
valency of the Ti—Cl bond upon its replacement by a Cp
ligand.34

For TiCpCls and TiCpyCly there are peak splittings in
the pre-edge features that were reported experimentally,
arising from the splitting of the Ti(3d) e and t5 orbitals.
Peak assignments for these pre-edge features have been
discussed at length;3* for the present purposes, it suffices
to note that these features are reproduced in the CAM-
B3LYP/CIS spectra. Addition of Cp ligands results in
strong m-donor interactions between the Cp ligand and
the metal d,. and d,. orbitals, resulting in the split-
ting. This is more apparent at the chlorine K-edge due
to reduction of Cl(3p) contributions to the Ti(3d) orbitals
when Cl is replaced by Cp. With the increase in the num-
ber of Cp ligands, the splitting changes. Higher-energy
d-orbitals have a more significant contribution from the
Cp ligands, hence with an increased number of Cp lig-
ands the intensity of the splitting is reversed. Experi-
mentally, this happens at both the titanium and chlorine
K-edges although in the simulated spectra the effect is
more prominent at the chlorine K-edge.
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Absorption spectra of TiCly, TiCpCls and TiCpzCly at (a) the titanium K-edge and (b) the chlorine K-edge.

Calculations were performed at the CAM-B3LYP/CIS level, using 200 states for the titanium K-edge and 300 states for
chlorine, broadened by Gaussians of width 0.70 eV (Ti) and 0.17 eV (Cl) and shifted by 7.0 eV (Ti) and 6.7 eV (Cl). Pre-edge
features were compared to solution-phase experimental spectra (at the top) that are reproduced from Ref. 34.

The advantage of accurate spectra is especially appar-
ent in this case, as we obtain absolute excitation energies
(without shifting) that differ by only a few eV from the
experimental spectra, at energies of several thousand eV.
As such, there is no need for large-scale shifting (by tens
or even hundreds of eV) that is common in TD-DFT cal-
culations for metal K-edges, as documented in Table 2 for
several 3d metal atoms. In the present case, TD-CAM-
B3LYP/def2-TZVPD spectra at the Ti K-edge must be
shifted by a further 76 €V in order to match experiment
(Fig. S2). For XANES at the Cl K-edge, the TD-CAM-
B3LYP/def2-TZVPD spectra must be shifted by an addi-
tional 56 eV relative to CAM-B3LYP/CIS/def2-TZVPD,
in order to coincide with experiment (Fig. S3). In com-
plex systems with multiple overlapping edges, the need
for large shifts can render it difficult to understand the
spectra, as for example in the case of titania where the
Ti Lq-edge overlaps with the oxygen K-edge.2¢

F. X-ray emission spectra

Figure 7 shows experimental XES spectra of HyS!?°

and CH3C1'?! at the sulfur and chlorine K-edges, juxta-
posed with simulated CAM-B3LYP/CIS spectra. (The
calculations use the procedure that was outlined in Sec-
tion I D, based on the maximum overlap method.”®) The
simulated spectra are in reasonable agreement with ex-
periment and require smaller shifts as compared to other
TD-DFT approaches.”®122 This means that the accuracy
is much improved relative to TD-B3LYP or TD-CAM-
B3LYP, which we attribute to the additional Hartree-
Fock exchange that is incorporated either at short range
(in the case of the SRC1 functionals, which were used to
parameterize Ag) or else added directly to the CIS ma-
trix elements (for CAM-B3LYP/CIS). However, the shift

aug-cc-pCVTZ (uncontracted)
— def2-TZVPD (uncontracted)
= def2-TZVPD
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Fig. 7: Simulated XES for (a) H2S and (b) CH3Cl, computed
using CAM-B3LYP/CIS and shifted by 27 and 28 eV, respec-
tively, and compared to experimental spectra from Refs. 120
and 121. Peak assignments are from the experimental papers
and correspond to emission from the indicated orbital into the
la: MO. Simulated spectra are shown using several different
basis sets, two of which are uncontracted. These spectra in-
clude 200 states each with a Gaussian broadening of 0.6 eV.

that is needed to match experiment is about 28 eV for
CHj3Cl, which is larger than what was required for chlo-
rine K-edge absorption in CH3Cl (see Table 2), and also
larger than the shifts required to match experiment for
(cyclopentadienyl)titanium compounds (Section IV E).
For XANES, previous basis-set testing suggests that
the demands of core-level absorption spectroscopy are
not much different from those of valence TD-DFT
calculations,?® meaning that double-¢ basis sets are of-
ten sufficient.!? This contrasts the situation for correlated
wave function models, where an improved treatment of
the core functions is imperative,'2324 and there has been



some suggestion that basis-set effects are more significant
in TD-DFT calculations of XES spectra.”®12% Our results
suggest this is not the case, however.

An improved description of the core can be obtained
by uncontracting the core functions in standard Gaussian
basis sets20:82:126 or by using basis sets containing core
polarization functions, such as those in the cc-pCVXZ
sequence.''” Spectra obtained using uncontracted ver-
sions of def2-TZVPD and aug-cc-pCVTZ are virtually
identical (Fig. 7), and furthermore the difference between
normal (contracted) def2-TZVPD and uncontracted aug-
cc-pCVTZ is only about 1 eV for HyS and 0.5 eV for
CH3Cl.  As such, the net effect of uncontracted basis
sets for HoS is that the shift required to match experi-
ment is reduced from 28 eV (def2-TZVPD) to 27 eV (un-
contracted aug-cc-pCVTZ or def2-TZVPD). For CH3Cl,
both basis sets afford essentially identical spectra that
are shifted from experiment by ca. 28 eV. Both of these
results are an improvement over the corresponding TD-
CAM-B3LYP/def2-TZVPD calculations, which require
shifts of 45 eV (CH3Cl, Fig. S4) and 41 eV (H2S, Fig. S5)
in order to match experiment. Still, the shifts required
for XES using CAM-B3LYP/CIS are larger than those
required for XANES, and basis-set effects do not explain
this discrepancy.

G. L-edge spectra

Inaccuracies in the XES as compared to XANES led
us to investigate the nature of our DFT/CIS parameter-
ization, specifically the shifting of the core orbital en-
ergies and why this procedure does not work as well
for XES. One observation is that the core hole gener-
ated in the non- Aufbau XES reference state, which is an
empty unrestricted orbital with 8 spin, is lower in en-
ergy than the corresponding a-spin 1s occupied orbital
by about 0.5 Ey, or ~ 10 eV. This could adversely inter-
act with the parameterization of Ae, which is based on
restricted (closed-shell) orbital energies, such that orbital
relaxation effects on the core hole are not built into the
parameterization although they are included in the XES
procedure that is outlined in Section II D. We considered
that this might imply that the DFT/CIS parameteriza-
tion is suitable only to describe excitations out of 1s or-
bitals, meaning elemental K-edge spectra, and might fail
to account for the differential STE and orbital relaxation
effects in the case of L- and M-edge spectra.

To investigate this, we considered L-edge XANES of
three molecules considered previously at the TD-B3LYP
level,'?7, with simulated spectra shown in Fig. 8. Spin-
orbit couplings are neglected in both CAM-B3LYP/CIS
and TD-B3LYP spectra, as our primary objective is to
observe the scalar shifts for either method, which were
optimized for TD-B3LYP in Ref. 127, in order to put
the spin-orbit-free L-edge feature between the experi-
mental Lo- and Lgs-edge peaks. Essential features of
the spin-orbit-free L-edge spectra are quite similar at
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the two levels of theory but the requisite shifts are con-
siderably smaller in the case of CAM-B3LYP/CIS; see
Fig. 8. Indeed, for CAM-B3LYP/CIS the shifts required
for L-edge spectroscopy are similar in magnitude to what
was required for K-edge XANES, which suggests that the
method works about equally well for both K- and L-edge
XANES but less well for XES, where the reference state
is open-shell. The effects of differential (core versus va-
lence) SIE and orbital relaxation appear to be balanced
by the correction Ae, but only for closed-shell reference
states.

V. CONCLUSIONS

The present work reports a parameterization of DFT/
CIS based on the CAM-B3LYP functional, for elements
through the 3d transition metals. Given a suitable
parameterization, this approach improves considerably
upon most TD-DFT calculations (including TD-CAM-
B3LYP) for K- and L-edge XANES and K-edge XES.
The DFT/CIS formalism adds extra Hartree-Fock ex-
change but omits any XC kernel in the matrix elements
of the excited-state eigenvalue problem. (The effect of
these matrix elements in many XANES applications is
only ~ 0.5 eV.'?®) The cost of DFT/CIS is identical to
that of CIS, which can be formulated in a very efficient
integral-direct manner.?? 2% Within the CVS approxima-
tion that is used for core-level spectroscopy, the cost re-
mains modest even when hundreds of excited states are
required.26

The new CAM-B3LYP/CIS method dramatically re-
duces the need for large shifts that are required in most
TD-DFT calculations of core-level spectra, albeit more so
for XAS than for XES. Comparison to DFT/MRCI re-
sults, and to Grimme’s original B3LYP-based parameter-
ization of DFT/CIS, suggests that parameterized adjust-
ments to core-level Kohn-Sham eigenvalues are more im-
portant than electron correlation effects per se. The new
approach reproduces experimental pre-edge and near-
edge features for a variety of chemical systems, and only
modest shifts are required to match experimental features
in absolute terms. This should aid in the assignment of
complex spectra with overlapping features. At the same
time, CAM-B3LYP/CIS remains useful for valence spec-
troscopy. Addition of spin-orbit couplings is currently
underway, which will facilitate direct comparison to ex-
periment for L- and M-edge spectra.

SUPPLEMENTARY MATERIAL

Coordinates for all test systems used here and a spec-
ification of the VTZ+ basis set.
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Fig. 8: Simulated L-edge XANES for the (a) TiCly, (b) SiCly, and (c¢) CrO2Cls, with shifts (A) as indicated. CAM-B3LYP/CIS
spectra include 400 states broadened using a 0.2 eV Gaussian function. TD-B3LYP spectra were broadened using a Lorentzian
of width 0.5 eV and are reproduced from Ref. 127. All spectra are computed without spin-orbit coupling effects using the

def2-TZVPD basis set.
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