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A B S T R A C T   

The premature failure of shape memory ceramics (SMC)s under cyclic loading is a critical issue limiting their 
applications as actuators and thermal protection layers. Martensitic phase transformation (MPT), essential for 
superelasticity and shape memory functionalities in SMCs, induces localized plastic deformations due to phase 
expansion. In polycrystalline materials, the accumulation of localized plastic strain serves as the primary 
mechanism for fatigue crack initiation under cyclic loading. In this research, a phase-field (PF) phase trans
formation model coupled with a viscoplasticity model is presented to study the effects of microstructural fea
tures, engineered pores, and sample size on plastic strain accumulation (PSA) during cyclic loading of SMCs. Our 
findings highlight that the grain boundaries (GB)s are critical regions with high PSA, with noticeable reductions 
observed by decreasing the grain boundary density (GBD). Additionally, we found that engineered pores 
effectively reduced cyclic PSA, however, we identified a threshold on the volume fraction of pores. Also, textured 
microstructures with certain characteristics demonstrate significant influence on PSA. A cross-correlation data 
analysis approach is employed to study the relationship between the studied microstructural features and PSA to 
facilitate the identification of the most important factors controlling the irreversible PSA during compressive 
cyclic loading. By mitigating the rate of PSA, significant enhancements in cyclic life before fatigue crack initi
ation can be achieved, enabling superior performance in practical applications.   

1. Introduction 

Zirconia based SMCs are a class of smart materials that can be used as 
actuators, sensors, thermal protection layers, and energy dampers in a 
variety of industries such as aerospace and biomedical [1–4]. The un
derlying mechanism of superelasticity (SE) and shape memory effect 
(SME) behaviors in these materials is governed by MPT between two 
different crystallographic phases of tetragonal (T) and monoclinic (M). 
The shape change during MPT is associated with a large shearing and 
normal strains which cause large mismatch stresses mainly at phase 
interfaces and GBs [5]. The material must be able to accommodate these 
strains, otherwise after a few loading cycles, in the regions with large 
mismatch stresses, microscopic fatigue cracks initiate and propagate 
which then lead to a macroscopic failure. 

In the macroscopic scale, these ceramics fracture at strains as low as 
2 % which is lower than the full transformation strain about 7 % [5]. 
However, in microscopic samples, under certain microstructure config
urations, multiple SE or SME cycles with full forward and reverse 
transformation can be observed [5,6]. For example, Lai et al. [5] made 

micropillars of ceria or yttria-stabilized zirconia ceramics with low 
number of grains and GBs through reducing the diameter of the 
micropillars, and in some of the samples they observed up to 53 com
plete SE cycles before fracture occurred. The underlying mechanism of 
crack initiation in these polycrystalline ceramics were reported to be the 
localized PSA mainly at GBs and phase interfaces [7–9]. SMCs are brittle 
and unable to fully accommodate the shape change due to MPT, and this 
can cause high mismatch stresses at GBs, phase interfaces, and around 
precipitates. The mismatch stresses cause local plastic strains originated 
from irreversible mechanisms such as GB sliding and dislocation activity 
[8]. In addition, both experimental [9] and numerical studies [10–12] 
well establish that the occurrence of MPT and plasticity is highly 
dependent on the crystallographic orientations of grains with respect to 
the loading direction [9–12]. Under cyclic loading, in the regions where 
plastic deformation originates, the PSA increases with each loading 
cycle and when it reaches a critical value, fatigue crack initiates 
[13–16]. Therefore, the PSA rate directly affects the fatigue life of ma
terials and can be used as a fatigue indicator parameter to evaluate the 
number of loading cycles before fatigue crack initiation [16–18]. 
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Computational studies can be used to further investigate the effects 
of the microstructural features such as grain orientation, GBD, and grain 
size (GS), as well as engineered pores on the plastic strain localization 
and accumulation in polycrystalline SE zirconia-based SMCs. Compu
tational studies enable investigation of the effects of each microstruc
tural feature separately and collectively which is difficult, if not 
impossible, by experimental studies. Among the previous models for 
studying microstructure evolution in materials, the PF approach has 
emerged as a powerful computational method that has been successfully 
applied to study MPT [12] and microstructure evolution in single crystal 
and polycrystalline shape memory alloys [19–22] and SMCs [23–27]. In 
this approach PF order parameters (OP)s represent the parent and 
product phases, and the shape change between parent and product 
phases is implemented through a stress-free strain tensor. 

The PF approach or constitutive models coupled with plasticity 
models have been previously used to study the interaction between MPT 
and plastic deformations in shape memory materials, with a particular 
focus on NiTi alloys [28–37]. Among these studies, Yu et al. [30], pro
posed a crystal plasticity-based model to simulate MPT and plastic 
deformation in NiTi single crystals. Similar to experimental observa
tions, their model predicted a high residual plastic strain during initial 
cycles and their model captured the effects of crystal orientation. Par
anjape et al. [32] coupled a PF-MPT model with a crystal plasticity 
model to investigate the evolution of plastic deformation under cyclic 
thermal loadings. They studied the effects of plastic strain on MPT and 
transformation temperature. In a different study, Paranjape et al. [33] 
coupled PF-MPT with a rate-dependent crystal plasticity to simulate the 
interaction between slip plasticity and MPT in NiTi single crystal 
micropillars. They found a correlation between orientation of phase 
interface and dominating slip systems. Xie et al. [35], developed a 
crystal plasticity-based PF model and studied the cyclic behavior of a 
single crystal sample. They showed that plastic strain highly affects the 
stress-strain curve, and the accumulation occurs mainly along the phase 
interfaces. Xu et al. [36] coupled a PF-MPT model with a crystal plas
ticity model to study cyclic response of NiTi single crystals under ther
mal loads. They investigated the effects of plastic strain on forward and 
reverse MPT as well as martensite reorientation. Later on, Ju et al. [37] 
developed a comprehensive model that incorporates MPT and different 
types of plasticity, including slip. They predicted cyclic degradation in 
NiTi single crystal samples, and the obtained hysteresis loop and PSA 
was in good agreement with experiment. 

The above studies on coupling MPT and plasticity in shape memory 
materials were focused on single crystal samples, limiting their ability to 
capture the effects of microstructural features such as GBs and grain size 
on the interaction between MPT and PSA. It is important to note that 
there have been some attempts to model the interaction between MPT 
and plasticity in polycrystalline samples [21,22,38–43]. For example, 
Xie et al. [21] utilized a crystal plasticity-based PF model and studied the 
cyclic behavior of polycrystalline NiTi samples under different loading 
rates. Additionally, Cisse and Asle Zaeem [22] studied the mechanical 
response and PSA in Cu-based SMAs under thermal loading. They pre
dicted the stress-strain stabilization as well as cyclic plastic accumula
tion at GB triple junctions. In addition, they showed that plastic strain 
prevents complete shape recovery of the SMA in both SME and SE re
gimes. Xu et al. [41] proposed a crystal plasticity PF based model to 
study the cyclic degradation in polycrystalline NiTi samples. They 
observed an increasing irrecoverable cyclic plastic strain and examined 
the impact of plastic strain on the mechanical response of samples. 
Additionally, they studied the effects of strain rates and applied constant 
stress on the cyclic PSA. Chaugule and B.Le Graverend [42] developed a 
crystal plasticity-based model that incorporated mechanisms of MPT, 
transformation induced plasticity (TRIP), and viscoplasticity. They 
investigated the coupling between these mechanisms in single and 
polycrystal samples of a high temperature shape memory alloy 
(HTSMA). They successfully observed the progressive accumulation of 
viscoplastic strain versus number of thermal loading cycles similar to 

experimental observation. Kan et al. [43] developed a micromechanical 
model which included a viscoplasticity model to simulate cyclic 
response of HTSMAs. They applied cyclic thermal loadings and identi
fied viscoplasticity as a primary irreversible mechanism in HTSMAs. 
Furthermore, their analysis revealed that viscoplasticity has a larger 
impact on the cyclic response under lower loading rates. 

None of the studies investigating the interplay between MPT and 
plasticity in polycrystalline shape memory materials offer insights into 
the correlation between microstructural features, PSA, and fatigue crack 
initiation. Furthermore, these studies did not explore the influence of 
microstructural features on reducing PSA to enhance cyclic life prior to 
fatigue crack initiation. A recent study investigated the fatigue crack 
initiation and propagation in shape memory materials [16] by devel
oping a TRIP-based fatigue model which incorporated TRIP accumula
tion as a fatigue indicator parameter for predicting low-cycle fatigue 
crack initiation in polycrystalline NiTi samples. They validated their 
model against experimental data. However, their study did not examine 
the effects of microstructural features on TRIP, and also it did not offer 
any strategies to reduce TRIP accumulation. 

There have been studies on fatigue crack propagation modeling in 
macroscopic domains [44–49]. However, the majority of these studies 
lacked the inclusion of PSA which is a crucial phenomenon leading to 
fatigue crack initiation. Even when plasticity is considered, similar to 
microscale studies, none of previous studies provided insights into the 
fatigue crack initiation process or offered approaches to increase cyclic 
life before fatigue crack initiation by mitigating PSA. 

In summary, previous works on coupling MPT with plasticity have 
not investigated the effects of microstructural features on the interaction 
between MPT and PSA in shape memory alloys and ceramics. Further
more, none of these studies provided strategies to mitigate PSA to 
enhance cyclic life before fatigue crack initiation. In this research we 
aim to address these gaps by presenting a PF-based framework coupling 
PF-MPT with a viscoplasticity model to investigate the effects of the 
microstructural features on the plastic strain localization and accumu
lation in polycrystalline SMCs. To derive the viscoplasticity governing 
equations, we start from the total energy functional of the system and 
treat the plastic multiplier as an OP and minimize the total energy with 
respect to this OP. Then we demonstrate that with this approach we can 
recover the Bingham [50] viscoplasticity model. This approach yields a 
simple viscoplasticity model and we show that it predicts acceptable 
cyclic PSA that agrees with experimental results. The ideas and simu
lations presented in this work for reducing PSA have not been investi
gated in previous experimental or computational studies. The primary 
objective of this study is to provide guidance on mitigating PSA in order 
to enhance the cyclic life of SMCs before fatigue crack initiation. 

The paper is structured as follows. In Section 2, the coupling between 
PF-MPT model and viscoplasticity model is presented in detail. Addi
tionally, the PF approach to create polycrystals is elaborated at the end 
of this section. Section 3 provides details on the solution scheme, 
boundary conditions, materials properties, and model parameters. In 
Section 4, the simulation results, including stress-strain curves, MPT and 
equivalent plastic strain maps, and PSA plots are presented. In this 
section different potential ways to decrease the PSA during cyclic 
loading are studied. To provide additional clarity to the findings, a 
heatmap is generated to elucidate the correlation between microstruc
tural features and PSA levels. Subsequently, conclusions are drawn in 
Section 5. 

2. Phase-field model 

This section first details the coupling between PF modeling of MPT 
and viscoplasticity. We start the formulation from the total energy 
functional of the system (Ftot) that includes all potential source and sink 
energies and proceed to elaborate on each energy term in detail. Sub
sequently, we express the governing equations and derive the OPs 
evolution equations using the Ginzburg-Landua relation and energy 
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minimization principles. In Section 2.2, we explain the PF approach to 
generate polycrystals and discuss the advantages of this approach 
compared to other approaches to create polycrystalline microstructures. 

2.1. Coupling the PF of MPT and viscoplasticity 

In PF-MPT, ηi are used as the OPs representing different phases in the 
system. ηi = 0 represents the T phase and ηi = 1 represents each of the 
two M variants in the c-a plane of zirconia. The Ftot can be written as: 

Ftot(ui, η1, η2, …, ηm) = Fel + Fch + Fgd + Fpl, (1)  

where Fel is the elastic strain energy, Fch is the chemical free energy, Fgd 
is the gradient energy of the T-M or M-M interfaces, and Fpl is the energy 
dissipation due to plastic deformation. These energies are explained in 
detail in the following.  

• Elastic strain energy (Fel): 

Fel can be written as: 

Fel(ui) =

∫

V

1
2
Cijklεel

klεel
ij dV, (2)  

where ui is the displacement, Cijkl is the elastic tensor, and εel
ij is the 

elastic strain tensor which is defined as the difference between the total 
strain (εtot

ij ), transformation strain (εtr
ij ), and plastic strain (εpl

ij ): 

εel
ij = εtot

ij − εtr
ij − εpl

ij . (3) 

Considering a linear relation between the OPs and strains [23, 
51–53], εtr

ij is defined as: 

εtr
ij =

∑m

p=1
ε00

ij (p)ηp, (4)  

where ε00
ij is the stress-free strain tensor which represents the change in 

microstructure between parent and product phases [25]. The small 
strain assumption is considered and is defined as: 

εtot
ij =

1
2

ʀ
ui,j + uj,i

)
. (5) 

The difference between elastic constants in T and M phases is rep
resented by the following linear relation [25]: 

Cijkl(η1, η2, …, ηm) = CT
ijkl +

∑m

p=1
ηp

(
CM

ijkl − CT
ijkl

)
, (6)  

where CT
ijkl and CM

ijkl are elastic constants of the T and M phases, respec
tively. m is the number of product phases (monoclinic variants in this 
study). The elastic energy defined in Eq. (2) is based on the Hooke’s law, 
therefore the stress tensor is related to elastic strain tensor through the 
following equation: 

σij
ʀ
ui, ηp

)
= Cijkl(η1, η2, …, ηm)εel

kl. (7)    

• Chemical free energy (Fch): 

Fch determines the system’s energy dissipation due to MPT. The 2–3- 
4 or 2–4-6 Landau polynomials defined in terms of OPs are the most 
common types of Fch [12]. However, these chemical free energies un
derestimate the elastic response in the beginning of the stress-strain 
curve. Lotfolahpour et al. [23] proposed a modification to the 2–3-4 
polynomial to address the elastic modulus underestimation, which is 
used in this paper: 

Fch(η1, η2, ⋯, ηm) =

∫

V

ΔG

(

a
∑m

p=1
η2

p − b
∑m

p=1
η3

p + c

(
∑m

p=1
η2

p

)2

+ d

×
∑m

p=1

⃒
⃒ηp

⃒
⃒n

)

dV; 1

< n << 2 (8)  

where ΔG is the chemical driving force and is the difference in the 
specific Fch between the parent and the product. The following equation 
can be used to calculate ΔG for 3Y-STZ at different temperatures [25, 
54]: 

ΔG(T→M) = −6159.18 + 6.98T, (9)  

where the energy is in Jmol−1(or Jm−3) and the temperature (T) is in 
Kelvin (K). In addition, a, b, c, d, and n are coefficients that should be 
chosen in a way that maintains the value of the interfacial energy within 
the physical reasonable range [23] and at ηp = 1 result in Fch = ΔG(T 
→ M).  

• Gradient free energy (Fgd): 

Fgd represents the interfacial energy between tetragonal-monoclinic 
or monoclinic-monoclinic phases and ensures a smooth transition of 
the OPs between different phases. It is expressed as: 

Fgd(η1, η2, …, ηm) =

∫

V

Bij

2
∑m

p=1
∇iηp∇jηpdV, (10)  

where ∇ is the gradient operator and Bij is gradient energy tensor. We 
assume that the gradient energy coefficient is isotropic (Bij = Bδij) [25]. 
Therefore the Eq. (10) becomes: 

Fgd(η1, η2, …, ηm) =

∫

V

B
2

∑m

p=1

ʀ
∇ηp

)2dV. (11)    

• Plastic energy (Fpl): 

Fpl represents the system’s energy dissipation due to plastic defor
mation, and it can be expressed as [55]: 

Fpl =

∫

V

∫ε
pl
eq

0

σy

(
εpl

eq

)
dεpl

eqdV (12)  

where σy is the yield stress which is dependent on the equivalent plastic 
strain (εpl

eq) and is defined as: 

σy = σyo + Hεpl
eq. (13) 

σyo is the initial yield stress and H is the hardening coefficient.  

• Governing equations 

The evolution of the OPs representing the MPT can be obtained 
through Ginzburg-Landau relation [56,57]: 

∂ηp

∂t
= L

(
δFtot

δηp

)

= L
(

δFel

δηp
+

δFch

δηp
+

δFgd

δηp
+

δFpl

δηp

)

, (14)  

where L is the mobility parameter and controls the evolution rate of the 
OP ηp. The expansion of the above equation is: 
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δFel

δηp
=

1
2
εel

ij

(
CM

ijkl − CT
ijkl

)
εel

kl −
1
2
Cijkl(η1, η2, …, ηm)ε00

kl (p)εel
ij

−
1
2
Cijkl(η1, η2, …, ηm)ε00

ij (p)εel
kl, (15)  

δFch

δηp
= ▵G

(

2aηp − 3bη2
p + 4cηp

∑m

p=1
η2

p + nd
⃒
⃒ηp

⃒
⃒n−1sign

ʀ
ηp

)
)

(16)  

δFgd

δηp
= −B∇2ηp, (17)  

δFpl

δηp
= 0. (18) 

It is worth noted that in Eq. (15), the elastic strain (εel
ij and εel

kl) is 
dependent on plastic strains (Eq. (3)). In other words, this equation 
shows how plasticity affects the evolution rate of ηp. In this paper to 
model plasticity, we consider an associative rate-dependent plasticity 
model. The plastic strain tensor is defined as: 

εpl
ij =

∫t

0

εṗl
ij dt = λN; Nij =

dσmises

dσij
, (19)  

where λ is the plastic multiplier and Nij are the plastic flow directions 
[58]. The rate of the λ can be found through minimizing the Ftot with 
respect to λ. It should be noted that this approach is similar to deriving 
the evolution rate of OPs based on the Ginzburg-Landau relation in PF 
approach. 

∂λ
∂t

= μ
(

δFtot

δλ

)

= μ
(

δFel

δλ
+

δFch

δλ
+

δFgd

δλ
+

δFpl

δλ

)

, (20)  

where μ is the viscosity coefficient which controls the plastic strain 
evolution rate and plays the same role as L in Eq.(14), and the expansion 
of the above equation leads to: 

δFel

δλ
= −

1
2
Cijkl(η1, η2, …, ηm)Nklεel

ij −
1
2
Cijkl(η1, η2, …, ηm)Nijεel

kl, (21)  

δFch

δλ
= 0, (22)  

δFgd

δλ
= 0, (23)  

δFpl

δλ
= σyo + Hλ|N|. (24) 

The Eq. (21) presents the source terms for plastic strain evolution. In 
this equation the elastic constants are dependent on the tetragonal and 
monoclinic variants (ηp). In addition, the elastic strain (εel

ij and εel
kl) is 

dependent on the transformation strain (εtr
ij ) and consequently on ηp. 

These dependencies reveal the coupled relationship between plasticity 
and MPT and shows that the evolution of the ηp affects the elastic con
stants and elastic strain and consequently the evolution of plastic strain. 
In addition, in Eq. (24), λ is εpl

eq. In order to make the plastic strain evolve 
only when stresses exceed the yield stress, we impose the Kuhn-Tucker 
conditions [59]: 

δFtot

δλ
≤ 0,

∂λ
∂t

≥ 0,

(
δFtot

δλ

)(
∂λ
∂t

)

= 0. (25) 

The plastic strain rate can be expressed as: 

˙εpl
ij

˙
=

∂λ
∂t

N . (26) 

This expression can be inserted in Eq. (19) to calculate the εpl
ij . It is 

worth mentioning, this associative rate-dependent plasticity model 

resembles Bingham viscoplasticity model [50,58]. Furthermore, the 
average plastic strain is calculated through: 

⃒
⃒εpl

⃒
⃒ =

1
Atotal

∫

A

εpl
eqdA (27)  

where Atotal is the total domain area and A is the doamin of study in a 2D 
model. It is worth noting that in 3D doamins domain volume V must be 
used instead of A. In addition, by neglecting the body forces, the me
chanical equilibrium equations lead to: 

div σ(ui, ηi) = 0 (28)  

2.2. Generating polycrystals 

This subsection explains our approach for creating polycrystals with 
different grain sizes. In addition, we explain the advantages of this 
approach in terms of discretization compared to other methods for 
creating polycrystals. To generate polycrystals, we use the PF grain 
growth model [60]. In this approach, a polycrystalline microstructure 
can be described by many field variables which each variable represents 
a grain and its orientation, and these variables are continuous in space. 
The temporal evolution of these field variables is described by the 
Ginzburg-Landau relation. This approach can create realistic poly
crystals and overcomes the difficulties of generating high quality mesh 
due to the presence of lines (GBs) and GBs junctions when the grains and 
GBs are drawn manually or when the topology of the microstructure is 
directly imported to the numerical model. 

We first create polycrystals without considering MPT, plasticity or 
any other physics. In this approach an OP ξi represents the ith grain in 
the domain. The total energy of the system can be expressed as following 
[60]: 

F(ξi) = G
∫

V

(

f +
∑s

i=1

ki

2
(∇ξi)

2

)

dV, (29)  

f =
∑s

i=1

(

−
α
2

(ξi)
2

+
β
4

(ξi)
4
)

+ γ
∑s

i=1

∑s

j∕=i

ξ2
i ξ2

j , (30)  

where V is the domain volume, α, β and γ are the model constants, G is 
the energy barrier, ki are the gradient energy coefficients which directly 
determine the width of smeared interface between grains, and s is the 
total number of the grain orientations. It worth mentioning that the 
number of grains in the domain could be different than s depending on 
the initial conditions and the model parameters. The evolution equa
tions of the OPs are obtained based on the Ginzburg-Landau relation 
[56,57] and are provided below: 

dξi

dt
= ϑG

(

− αξi + βξ3
i + 2γ

∑s

i=1

∑s

j∕=i

ξiξ
2
j + ki∇

2ζi

)

; i & j = 1, 2, ⋯, s; i ∕= j,

(31)  

where ϑ is the mobility parameter and controls the evolution rate of the 
OPs. 

3. Solution scheme and model parameters 

In this section, first the details of the solution scheme are presented. 
Then, we describe the boundary conditions, the second and forth order 
tensors rotation, and the model parameters. 

3.1. Solution scheme and boundary conditions 

The governing equations presented in the previous section are solved 
in a finite element framework using the solid mechanics and mathe
matics modulus of COMSOL Multiphysics. First, we only solve the PF 
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polycrystal equations to produce the polycrystalline models (grain ge
ometries). In this step, mechanical loads are not applied. We consider 
the number of OPs s (s in Eq. (29)-(31)) to be 30. In addition, to have a 
non-zero solution, we apply an initial randomly distributed value be
tween 0 and 0.1 for each OP. After obtaining the polycrystalline struc
ture, we assign an orientation to each grain and use the model for 
studying MPT under cyclic loading. 

The governing equations of MPT, plasticity model, and mechanical 
equilibrium are solved by applying a cyclic displacement-controlled 
loading. Furthermore, the plane stress condition is considered in all 
these 2D simulations. The dimensions of the models and their boundary 
conditions are shown in Fig. 1. Based on this figure, rollers are applied 
on the bottom and left edges to avoid PSA at the sample boundaries. 

For all models, quadrilateral elements are generated by the mapped 
mesh algorithm feature in COMSOL. A mesh study is conducted, a mesh 
size of 0.04 mm (or 10,000 quadrilateral elements in the domain) is 
found to be sufficient to resolve the interface of different OPs. Dis
cretizing the samples with more elements did not noticeably change the 
microstructure, PT, PSA rate, and mechanical response, therefore we 
used 10,000 quadrilateral elements. The polycrystalline PF equations 
and the martensite PF and plasticity equations are solved using the 
“General Form PDE” module of COMSOL with linear shape functions. 
The displacements are solved using the Solid Mechanics module with 
quadratic shape functions. The staggered scheme [61] is used to solve 
the governing equations where nonlinear sub-problems are solved with 
Newton’s method. A time step of 0.1 s is used for all simulations. 

It should be noted that in Fig. 1(a) θ defines the grain orientation 
with respect to the global coordinates and measures positive counter
clockwise. When θ = 0◦, the at axis and ct axis of the tetragonal phase are 
aligned with x axis and y axis respectively. In addition, in this paper, θ =
0◦ corresponds to [010] oriented crystal. The following equations will be 
used to transfer the local stress-free strain tensor (ε00

ij (p)) and local 
elastic stiffness tensor (Cmnop(η1, η2,…, ηm)) to the global coordinate 
system: 

εG00
ij (p) = RikRjlε00

ij (p), (32)  

CG
ijkl = RimRjnRkoRlpCmnop, (33) 

Rij is the rotation matrix for a grain with an orientation angle of θ, 
which in 2D is defined as: 

Rij =

[
cos(θ) sin(θ)

−sin(θ) cos(θ)

]

. (34)  

3.2. Material properties and model parameters 

This subsection details the mechanical properties of the material 
under investigation, model parameters, and the methodology for 
calculating the energy difference between the T and M phases. It is worth 
mentioning that the rationale behind selecting the value of μ in the 
viscoplasticity model is discussed in Section 4. 3Y-STZ, which is a SMC 
[7,62], is the material of study in this work. The equilibrium tempera
ture of 3Y-STZ is reported to be ~883 K [25]. We consider the 

temperature of the system is constant and equal to 905 K and we use this 
temperature to calculate ΔG in Eq. (9) which yields ΔG = 156 Jmol−1 

(7.2 × 106 Jm−3). It is worth noting that the considered temperature is 
higher than the equilibrium temperature, therefore, the system is in SE 
regime (strain recovery occurs after unloading without a need for tem
perature change). Eq. (35) and Eq. (36) show the stiffness tensor of 
tetragonal and monoclinic phases, respectively [63,64]. In addition, the 
stress-free strain tensors of two monoclinic variants in a − c plane are 
given in Eqs. (37) and (38) [11,65]: 

CT
ijkl =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

361

100

62
0

0

0

100

361

62
0

0

0

62

62

264
0

0

0

0

0

0
59

0

0

0

0

0
0

59

0

0

0

0
0

0

64

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

GPa, (35)  

CM
ijkl =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

327

142

55
0

0

−21

142

408

196
0

0

31

55

196

258
0

0

−18

0

0

0
100

−23

0

0

0

0
−23

81

0

−21

31

−18
0

0

126

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

GPa, (36)  

ε00
ij (1) =

[
0.0419 −0.0761

−0.0761 −0.0181

]

, (37)  

ε00
ij (2) =

[
0.0419 0.0761
0.0761 −0.0181

]

. (38) 

Table 1 shows the other model parameters used in the simulations. 
It should be noted that we select α, β, γ in the PF polycrystal model 

in a way that the shape of the source energy, f in Eq. (29), is a double 
well, and the value of f at ζ = 1 is negative and lower than f at ζ = 0. This 
makes ζ = 1 the most stable phase in the system and ζs start to evolve 
upon starting the simulation if the initial value is slightly larger than 
zero. In addition, the ki determine the interface thickness and must be 
selected small enough to guarantee a reasonable and physical thickness 
for the interfaces (the transition thickness from one OP to another OP). 
In appendix A, the interface thickness calculation for a 1D steady state 
case is explained in detail. 

4. Results and discussion 

First, the cyclic stress-strain curves and the PSA for a polycrystalline 
model with random grain orientations are presented. The findings from 
this initial model serve as the primary reference for evaluating the re
sults of other models with different microstructural features. In the 
subsequent subsections, different strategies to mitigate PSA are inves
tigated. At the end of this section and to further elucidate the findings of 

Fig. 1. (a) Domain dimensions and boundary conditions, and (b) applied 
displacement versus loading cycle. 

Table 1 
Model parameters.  

Parameters Values 

a, b, c, d, and n in Eq. (8) 2.64, 10.04, 5.37, 3.05, 
and 1.1 [23] 

σy0 and H in Eq. (13) 3000MPa and 10GPa [25] 
B in Eq. (11) 1 × 10−9 Jm−1 [25] 
L in Eq. (14) and μ in Eq. (20) 5 × 10−9 Pa−1s−1 [23] and 3.3 ×

10−13 Pa−1s−1 

α, β, γ, ki, and G in Eqs. (29) and 
(30) 

1, 1, 1, 1.875 × 10−16 m2, and 1Pa 

ϑ in Eq. (31) 2 Pa−1s−1  
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this research, we conduct a cross-correlation data analysis to demon
strate the correlation between microstructural features, PSA, and MPT 
fraction. 

To create the polycrystalline models, we only solve the polycrystal 
PF equation (Eq. (29) - Eq. (31)), and Fig. 2(a) depicts the obtained 
microstructure. To make the OPs (ζi) evolve, we consider a random 
distribution of initial values larger than zero and smaller than 0.1 for 
each OP. The average GS is 0.35μm. A range of 0.2μm to 2μm has been 
reported for 3Y-STZ GS experimentally [66]. After obtaining the 
microstructure, a random orientation (RO) between 0 ○ and 90◦ is 
assigned to each OP ζi. The total length of GBs in this microstructure is 
about 84μm, and we calculate the GBD by dividing the total length of 
GBs by the total area of 16 μm2, which yields 5.3 μm−1. For more 
details on the GB length and GBD calculation see Appendix A. It is worth 
mentioning that by changing ϑ in Eq. (31), the number of grains and the 
average GS can be controlled. The microstructure obtained from this 
step is used in the simulations where the effects of microstructural fea
tures on the MPT, mechanical response, and PSA are studied. To study 
the texture effects, models with different grain orientations are built, 
which are described later in this section. 

We start with the initial model shown in Fig. 2(a) to study the effects 
of grain orientation, GBD and pores on the PT and PSA under cyclic 
compressive loading. The mechanical response for cycle 1 (C1), 3 (C3), 7 
(C7), and 9 (C9) is presented in Fig. 3. In the stress-strain plot, the stress 
refers to the absolute value of average stress in the loading direction (σy) 
and the strain refers to absolute value of engineering strain in the 
loading direction (εy). From C1 to C7, after each cycle the forward 
transformation starting stress decreases and the hysteresis loop becomes 
narrower. However, there is not a notable difference between hysteresis 
loops of C7, C8 (not plotted) and C9. In other words, the system stabi
lizes (known as training effect [6,67]) after 7 cycles. This behavior was 
experimentally observed in other shape memory materials [67]. 
Depending on the material properties and boundary conditions, the 
number of cycles after which stabilization happens can widely change. 
Lai et al. [5], reported 10 cycles for a coarse-grained zirconia-based SE 
SMC micropillar under compressive loading. Du et al. [6], reported 81 
cycles before the stabilized hysteresis loop was observed in a single 
crystal zirconia-based spherical sample under compression loading. 

Fig. 3 also displays the MPT at the beginning of loading (I), end of 
loading (II), and the end of unloading (III) of C9. Both monoclinic var
iants are present at the end of loading (II), and since the system is in the 
SE regime, after unloading most of the transformed regions transform 
back to the tetragonal phase. However, there are some regions that do 
not transform back. This occurs due to PSA near or at GBs. The plastic 
strain causes the accumulation of residual stress upon unloading and 
consequently, pockets of martensite are left behind. This process occurs 
in each cycle. In addition, at the end of loading, the grains with an angle 

between 10◦ and 60◦ show MPT and grains with an angle outside this 
range do not show noticeable MPT. 

Fig. 4 presents the plot of average PSA (
⃒
⃒εpl

⃒
⃒ Eq. (27)) in percent over 

the entire domain. There is a PSA of 0.047 % after C1, and the accu
mulation rate decreases in each additional cycle. This observation is 
consistent with experimental results of PSA in polycrystalline materials 
under cyclic loadings [38,68]. 

⃒
⃒εpl

⃒
⃒ keeps on accumulating in each cycle 

even after C7 (
⃒
⃒εpl

⃒
⃒ = 0.074 %) after which the mechanical response 

stabilizes. This explains the fatigue failure in these materials. In other 
words, when polycrystalline materials including ceramics are under 
cyclic loading, with each additional cyclic loading not only new plastic 
sites emerge, but also in the regions that already experienced plastic 
deformation, the plastic strain keeps on increasing until it locally rea
ches a critical value after which microscopic fatigue cracks can initiate. 
Then the microscopic fatigue cracks start to grow until total failure 
happens. In addition, the cyclic plastic strain in these ceramics is a result 
of the accumulation of irreversible mechanisms such as slip [9] and GB 
sliding [26] which we model these mechanisms by a general von mises 
based viscoplasticity model. Since SMCs are brittle, the number of cycles 
from fatigue crack initiation to total failure is very limited [6], and if the 
fatigue crack initiation is delayed by reducing the PSA, their lifetime can 
increase significantly. It is worth mentioning that the PSA starts from 
0.047 % after C1 and reaches 0.094 % at the end of C9. These values are 
in good agreement with the residual strain shown in experimental cyclic 
stress-strain curves [5]. This also confirms that the value of μ in the 
viscoplasticity model is reasonable. It is worth mentioning, to find a 
proper value for μ, we used stress-strain curves reported by deformation 
experiments of few grains micropillars [5]. We ran few grains simula
tions and tried different μ to produce reasonable stress-strain curves 
with a focus on values of cyclic PSA. 

Fig. 4 also shows the equivalent plastic strain distribution (εpl
eq) in the 

domain at the end of C1, C3, and C9. The PSA is highest in triple junc
tions of GBs and keeps on increasing in each cycle. It is worth noting that 
plastic strain occurs at phase interfaces as well, however, its magnitude 
is considerably smaller compared to plastic strain at GBs. This obser
vation holds true for all subsequent simulations. This cyclic increase of 
plastic strain is consistent with experimental materials [38] and nu
merical [31] studies on cyclic response of polycrystalline shape memory 
materials. This means triple junctions are critical sites that fatigue cracks 
possibly initiate from and lead to intergranular cracks. These results are 
consistent with experimental observation of fracture in SMCs [6,69]. 
The PSA can be used as a parameter to compare the cyclic life before 
fatigue crack initiation in different cases [17,18]. In the following, we 
aim to study different microstructural features such as grain orientation, 
GBD, and pores in order to reduce the overall PSA in the polycrystalline 
samples. 

Fig. 2. (a) The obtained microstructure using 30 OPs in Eq. (29), and (b) Random orientations are assigned to grains.  
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4.1. Effects of grain boundary density 

Based on the results presented in Fig. 4, GBs are critical sites at which 
plastic strain is highest. Therefore, through reducing the GBD, the PSA 
can be mitigated. In this subsection, we explore the effects of GBD 
through two different approaches. In the first approach, we reduce the 
GBD by cutting two small sub domains (S1 and S2) of 1μm × 2μm from 
the initial model. These sub domains are shown in Fig. 5. In these sub 
domains the average GS remains the same as the initial model, which is 
0.35μm. In addition, the grain orientations remain random in both S1 
and S2. The calculation of the GBD leads to 3.8 μm−1 and 3 μm−1 for 
S1 and S2, respectively. Fig. 5 shows the comparison of the 

⃒
⃒εpl

⃒
⃒ in these 

sub domains with the initial model. The inset figures in the bottom of 
Fig. 5(a) show the MPT in both sub domains at the end of loading of C9. 
In both S1 and S2, the 

⃒
⃒εpl

⃒
⃒ is predicted to be lower than the initial model 

(4μm × 4μm). This result suggests that by reducing the GBD through 
making the sample size smaller, 

⃒
⃒εpl

⃒
⃒ can be mitigated noticeably. One 

can also expect that for larger samples, a lower GBD will result in lower 

⃒
⃒εpl

⃒
⃒. 
Few experimental studies also investigated the effects of GBD on the 

fatigue life of zirconia-based SMCs. Lai et al. [5] produced ceria and 
yttria stabilized zirconia micropillars with fewer grains and GBs by 
reducing the diameter of micropillars, and they applied cyclic 
compressive and bending loadings to the samples. They observed large 
strains up to 7 % and the ability to cycle reversibly through the MPT up 
to 50 cycles before failure occurs. Furthermore, Du et al. [6] produced 
oligocrystalline and single crystal spherical samples to mitigate the 
cracking problems in cyclic loading of polycrystalline zirconia-based 
SMCs. The reduced number of grains and GBs as well as lowering the 
diameter of the spherical samples resulted in lowering the GBD. They 
were able to observe up to 110 SE cycles in some samples with a 
diameter less than 4μm under cyclic compressive loading. We can 
conclude that model prediction is consistent with experimental obser
vations and the PSA is an effective indicator of cyclic life in poly
crystalline materials. 

In the second approach for studying the effect of GBD, we produced 
coarse-grained microstructure by increasing the GS to reduce GBD. To 

Fig. 3. Mechanical response (|σy| vs. |εy|) of C1, C3, C7, and C9; MPT map at the beginning (I), end of loading (II), and end of unloading (III) of C9.  

Fig. 4. PSA plot; Equivalent plastic strain maps are shown at the end of unloading of C1, C3 and C9.  
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increase the average GS, we increased the mobility parameter in Eq. (31) 
to 30 Pa−1s−1. Fig. 6(b, top row) shows the obtained microstructure and 
grains orientations, where the average GS is ~ 1μm, the total length of 
the GBs is ~ 33μm, and the GBD is 2.03 μm−1. We study two different 
cases: RO (θ between 0◦ and 90◦) and texture 1 (TX1) (θ between 0◦ and 
30◦). Fig. 6(a) shows plots of 

⃒
⃒εpl

⃒
⃒ for the initial model (GS = 0.35μm, 

GBD = 5.3 μm−1, RO), coarse-grained microstructure with RO (GS =
1μm, GBD = 2.06 1

μm, RO), and coarse-grained microstructure with 
texture (GS = 1μm, GBD = 2.06 μm−1, TX1). Fig. 6(b, bottom row) 
shows the plastic strain distribution throughout the domain for both 
coarse-grained cases. The inset figures show the MPT for both coarse- 
grained cases. Fig. 6 results indicates that by reducing the number of 
GBs and GBD through increasing the GS, 

⃒
⃒εpl

⃒
⃒ can be significantly miti

gated. This observation can be explained based on two concepts; first, by 
reducing the number of grains in the domain, the number of triple 
junctions, GBs, and GBD decreases, and this leads to a lower PSA. Sec
ond, the GBs are non-transforming regions, and they halt MPT. There
fore, by reducing the number of GBs, the MPT develops larger bands and 
occurs easier without being stopped at the GBs and this makes the MPT 

the dominant energy dissipation mechanism in the system, therefore 
reduces the energy dissipation through plastic deformation. 

The TX1 results shows that by reducing the number of GBs as well as 
tailoring the grains orientation, 

⃒
⃒εpl

⃒
⃒ can be drastically lowered, and this 

will lead to a significant higher cyclic life. This result can be used as a 
guide for future experimental studies and design of SMCs. 

4.2. Effects of grain orientations 

The result of TX1 revealed that the grain orientation has a large 
impact on the PSA. This result guides us to investigate the effects of 
textures in more detail. In this subsection we investigate the effects of 
strong textures by considering three different textures in the initial 
domain (GS = 0.35μm) and compare the results with the case where 
grains have random orientations between θ = 0◦ and θ = 90◦, presented 
in Fig. 3 and Fig. 4. In texture 2 (TX2) a random orientation between θ =
0◦ and θ = 30◦, in texture 3 (TX3) a random orientation between θ = 35◦

and θ = 45◦, and in TX4 a random orientation between θ = 60◦ and θ =
90◦, all with respect to the loading direction, is considered for each 
grain. The same polycrystal microstructure used in previous simulations 

Fig. 5. (a) The PSA in the initial model, S1, and S2 sub domains; Inset-Top) the location of sub domains S1 and S2 in the initial model; Inset-Bottom) the MPT in S1 
and S2 at the end of loading of C9;( b) the equivalent plastic strain in S1 and S2 at the end of C9. 

Fig. 6. (a) The PSA versus number of loading cycles; Inset) MPT for RO and TX1 cases at the end of loading of C9; (b) the microstructure and grains orientation (top 
row), and the equivalent plastic strain in the domains at the end of C9 (bottom row). 
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is considered. 
Fig. 7(a) displays the PSA for different grain orientations of RO, TX2, 

TX3, and TX4. The inset figures present the MPT distribution map for 
these textures. By comparing these results to Fig. 4, we can conclude that 
grain orientation plays a drastic role in PSA and MPT. TX2 leads to a 
noticeable lower 

⃒
⃒εpl

⃒
⃒, and TX4 leads to a drastically higher 

⃒
⃒εpl

⃒
⃒

compared to RO. In addition, 
⃒
⃒εpl

⃒
⃒ is the lowest in TX2 among all tex

tures. In TX2 and TX3 cases, since most grains are oriented in a direction 
that MPT happens, a large portion of the elastic energy is dissipated 
through MPT and not plastic deformation. In addition, both TX2 and 
TX3 have a lower plastic deformation than the RO case, therefore, a 
higher cyclic life is expected compared to RO. In TX4 case, the trans
formed domains are smaller, and they are limited to limited number of 
grains with angles between 60◦ to 70◦ The main mechanism of energy 
dissipation is plastic deformation, and this leads to a higher PSA and 
consequently a lower cyclic life before fatigue crack initiation is 
expected. 

4.3. Effects of engineered pores 

MPT in zirconia-based SMCs is accompanied by large localized de
formations due to phase expansion. If the material is not able to 
accommodate the large deformations and mismatch stresses, cracks will 
emerge after few cycles of loading [5–7,69]. In this section, we study the 
effect of pores on plastic deformation. We first consider a random dis
tribution of pores and then we investigate the effects of pores located 
closer to GBs. These pores can generate during manufacturing process
ing or service as a result of volume change due to MPT or high localized 
stress mainly at GB junctions or around material inclusions [11,70]. 
Different manufacturing techniques and inclusions can be used to en
gineer the GBs and inclusions’ sites and consequently the location of 
possible pores [70]. Engineered pores may provide space for phase 
expansion when the material undergoes MPT and consequently decrease 
the plastic deformation. We study this hypothesis by considering five 
different PVF of 0.5%, 1%, 1.5%, 2%, and 2.5%. For PVF of 0.5% and 1% 
two different pore radiuses (r) of 0.04μm and 0.06μm are considered, 
and for PVF of 1.5%, 2%, and 2.5% only pores with a radius of 0.06μm 
are considered. The same microstructure and grain orientation distri
bution as initial model (Fig. 3) is considered for all cases with pores. 
Fig. 8(a) shows the plot of 

⃒
⃒εpl

⃒
⃒ for different PVF and pore radiuses; the 

case labeled “without pores” refers to the initial model shown in Fig. 3 
and Fig. 4. Fig. 8(b) presents the plastic strain distribution in the do
mains with PVF of 0.5% and 1% with different radiuses of 0.04μm and 
0.06μm. There is not a noticeable difference in the MPT pattern with 
pores compared to the initial model shown in Fig. 4. Based on Fig. 8(a), 

in the most studied cases, the exitance of pores reduces 
⃒
⃒εpl

⃒
⃒, therefore 

leads to a higher cyclic life. This can be explained based on the fact that 
pores provide more room for the system to accommodate the expansion 
due to the MPT and this alleviates the mismatch stresses and reduced the 
PSA at GBs. However, for the PVF higher than 2 %, 

⃒
⃒εpl

⃒
⃒ increases with a 

high slop rather than staying flat after cycle 3. Based on the Fig. 8(a), for 
cases with PVF of 2 % and 2.5 %, 

⃒
⃒εpl

⃒
⃒ even becomes higher than the case 

with PVF of 1.5 % at the end of C9, and the difference is expected to 
become larger after C9. These results suggest that pores can reduces the 
⃒
⃒εpl

⃒
⃒, however there is a threshold for the PVF. 
As far as pore radius, the smaller radius leads to a lower 

⃒
⃒εpl

⃒
⃒ for the 

same PVF. This result shows that the number of pores plays a pivotal 
role. For the same PVF, a smaller pore radius leads to a higher number of 
pores, which means in more locations over the domain the phase 
expansion due to MPT can be accommodated and this leads to a lower 
⃒
⃒εpl

⃒
⃒. In addition, these results show that pore radius of 0.04μm is still 

large enough to accommodate the shape change due to the MPT. In 
Fig. 8 for all seven cases, pores are randomly distributed over the 
domain. Since GBs are crucial regions with the highest PSA, we conduct 
new studies by locating the pores on the GBs with the highest plastic 
strain. A PVF of 0.5 % at GBs (PVFGBs) and two different pores radiuses 
of r = 0.04μm and r = 0.06μm are considered. 

Fig. 9(a) shows the plots of 
⃒
⃒εpl

⃒
⃒ for the new cases against the case 

without pores (the initial model) and the case with PVF = 0.5 % of 
randomly distributed pores. By locating pores on the GBs, 

⃒
⃒εpl

⃒
⃒ decreases 

significantly compared to the case with randomly distributed pores. The 
case of PVFGBs = 0.5 % with r = 0.04μm reduces 

⃒
⃒εpl

⃒
⃒ by 30 % with 

respect to PVF = 0.5 % and r = 0.04μm, and 38 % with respect to the 
case without pores. These results confirm that GBs are critical regions 
and by providing space near GBs to accommodate the phase expansion 
due to the MPT, the cyclic life before fatigue crack initiation can be 
increased. 

4.4. Analysis of parameters controlling PSA 

In this section, we apply a cross-correlation data analysis approach to 
study the relationship between the microstructural features, the PSA and 
the MPT fraction (at the end of loading of C9) through a heatmap. To 
calculate the MPT fraction we use the equation of 1

Atotal

∑2
i=1ηiAi where Ai 

is the area of ith monoclinic variant. The correlation matrix is calculated 
based on the Pearson approach [71,72] using a correlation coefficient (r) 
which can vary between − 1 and 1. If the value is positive, then it means 
there is a direct correlation between two variables, meaning by 

Fig. 7. (a) PSA plots; Inset) MPT for TX2, TX3 and TX4 at the end of loading of C9; (b) TX2, TX4, and TX4 grains orientation (top row), and the equivalent plastic 
strain in TX2, TX3, and TX4 cases at the end of C9 (bottom row). 
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increasing one variable the other variable increases as well. If the value 
is negative, it means there is an inverse correlation, meaning when one 
variable increases the other variable decreases. If the value is zero, there 
is no correlation between the two variables. In addition, if the value is 
closer to 1 or  − 1 there is a stronger positive or negative correla
tion, respectively. The correlation is calculated based on the below 
equation: 

r =

∑
(xi − x̄)(yi − ȳ)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑

(xi − x̄)
2 ∑

(yi − ȳ)
2

√ (39) 

xi are different values of variable x in a sample, x̄ is the mean of xi, yi 
are different values of variable y in a sample, and ȳ is the mean of yi. 

We consider two target variables of 
⃒
⃒εpl

⃒
⃒ (at C9) and MPT fraction (at 

the end of loading of C9), and four attribute variables of pores size (PS), 
PVF, average grain orientations of textured samples (AGOTX) with 
respect to loading direction, and GBD. Fig. 10 shows the obtained 
heatmap. 

The plastic deformation and MPT are two energy dissipation mech
anisms, and the high negative correlation of −0.6 indicates that only one 

of them can be the dominant energy dissipation mechanics in a system. 
The heatmap also shows that the highest correlation is between MPT 
fraction and the average grain orientations with respect to the loading 
direction in a textured sample (AGOTX). The correlation is negative 
(−0.84) which means by increasing the average grain orientation in the 
textured cases, MPT decreases and therefore MPT would not be the 
dominant source of energy dissipation and plastic deformation will be 
the main source of energy dissipation. This is why the heatmap predicts 
a high positive correlation of 0.78 between AGOTX and 

⃒
⃒εpl

⃒
⃒. In addition, 

the heatmap shows a relatively high correlation of 0.42 between GBD 
and 

⃒
⃒εpl

⃒
⃒. As expected, this correlation is positive since in the previous 

sections, we showed that by reducing GBD, 
⃒
⃒εpl

⃒
⃒ decreases noticeably. 

Furthermore, the heatmap presents a positive correlation between 
⃒
⃒εpl

⃒
⃒

and PVF and PS. However, these correlations are small, and this is 
because based on the results, 

⃒
⃒εpl

⃒
⃒ can decrease more by changing the 

AGOTX and GBD compared to applying pores to the system. Based on 
the previous results in this paper and what the heatmap presents, the 
AGOTX has the highest effect in controlling 

⃒
⃒εpl

⃒
⃒, then the GBD plays the 

most effective role, and next is the pore volume fraction. 

Fig. 8. (a) PSA plots for different PVF and pore size, and (b) equivalent plastic strain in the domains with randomly distributed pores at the end of C9 for 4 
different cases. 

Fig. 9. a) PSA plot; b) the equivalent plastic strain distribution in the domains with randomly distributed pores at the end of C9 (top row) and in the domains with 
pores located at GBs at the end of C9 (bottom row). 
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5. Conclusions 

We integrated a phase-field MPT model with a viscoplasticity model 
to investigate the effects of microstructural features, such as grains 
orientation, pores, GBs, as well as domain size on MPT and PSA in 
polycrystalline SMCs subjected to compressive cyclic loading. We used 
average PSA as an indicator of cyclic life, aiming to enhance the mate
rial’s ability to withstand a higher number of cycles before fatigue crack 
initiation by reducing average PSA. 

In these materials, the previous experimental and computational 
studies have established that the plastic strain originates from irre
versible mechanisms such as slip and GB sliding. To simulate plastic 
strain, we employed a straightforward viscoplasticity model with a few 
constants that require determination. Our results showed that this model 
is capable of predicting cyclic plastic strains effectively, aligning quan
titatively with available experimental reports. 

Our simulations predicted a high plastic strain at the GBs particularly 
at triple junctions, and this result is consistent with experimental ob
servations. Given that GBs are critical sites with the highest plastic 
strain, we studied the effects of GBD on PSA. The model predicts a lower 
PSA if GBD is lowered achieved by domain size reduction or increased 
average GS. The results on the domain size effects are in good agreement 
with existing experimental observations. Furthermore, our research re
veals that engineered pores can play a more effective role in reducing the 

PSA when located close to the GBs. This can be attributed to pores of
fering space to accommodate the expansion due to MPT. However, we 
have identified a threshold for PVF; if PVF exceeded 2 %, additional 
porosity may play a negative role and increase PSA and consequently 
decrease the cyclic life. Our model also captures the impact of grain 
orientations effectively. Textured microstructures with grains oriented 
close to 45◦ with respect to the loading direction exhibited drastic 
reduction in PSA, primarily due to MPT becoming the dominant energy 
dissipation mechanism. This phenomenon could lead to significantly 
enhanced cyclic life in polycrystalline SMCs. 

The ideas and simulations presented in this study for reducing PSA in 
polycrystalline shape memory materials represent novel contributions 
not explored in previous experimental or computational studies. The 
primary purpose of this study was to offer insights for future research on 
tailoring the microstructure to enhance the cyclic life of SMCs. In 
addition, the model presented in this research is extendable to other 
polycrystalline shape memory materials. 
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Appendix A 

Here we explain the approach used for calculating the GB length and GBD. With the solution to Eq. (31) (the PF polycrystalline model) at hand, we 
assign a grain orientation to each grain according to Eq. (A1). 

θ = θ1 × ζ1 + θ2 × ζ2 . . . θ30 × ζ30, (A1)  

where θi is the selected orientation for grain i. 
Now, the GBs are identified with the following equation and dGB field is shown in Fig. A1: 

dGB =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(

dθ
dx

)2

+

(
dθ
dy

)2
√

m−1 (A2)   

Fig. 10. The correlation between the studied microstructural features and two 
target variables of 

⃒
⃒εpl

⃒
⃒ (at C9) and MPT fraction (at the end of loading of C9). 
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Fig. A1. The distribution of dGB.  

Eq. (A2) calculates the magnitude of the gradient of θ over the domain, and this equation yields different values for different GBs. The value of dGB 
depends on the misorientation angle between two neighboring grains. In addition, this number is ~0 inside the grains. 

Now, we calculate the minimum value for dGB which we consider representing a GB. First, we consider the steady state problem in a 1D domain 
with only one OP ζ. Therefore the Eq. (29)–(31) become: 

F(ζ(x)) = G
∫

V

(

f +
k
2
(∇ζ(x))

2
)

dV, (A3)  

f =
∑s

i=1

(

−
α
2

ζ(x)
2

+
β
4

ζ(x)
4
)

, (A4)  

0 = −αζ(x) + βζ(x)
3

− k∇2ζ(x) (A5) 

Considering G = 1Pa, α and β equal to 1 (see Table 1), the Eq. (A5) recovers the steady state Allen-Cahn equation [57]. It is worth mentioning that 
we consider k = 2 × 10−16 m2 (Table 1). Applying the boundary conditions of ζ( + ∞) = +1 and ζ( − ∞) = −1 yields an analytical solution of ζ(x)

= tanh
(

x̅̅̅̅
2k

√

)
which is plotted in Fig. A2 in a domain size of 0.2μm. From the profile shown in Fig. A2, we define the width of the smeared interface as 

the intersection of the tangent line (ζt) at x = 0 with ζ = ±1. This yields an interface width of 2
̅̅̅̅̅̅
2k

√
≈ 0.04μm. It is worth noting that this GB thickness 

is small enough compared to the domain size, and for this microscale study, using a smaller GB thickness does not noticeably affect the results.

Fig. A2. The analytical solution of Eq. (A5) (tanh
(

x̅̅ ̅̅
2k

√

)
) and the process of calculating the smeared interface width.  

Now, we consider that two grains are separated when they are misoriented by at least Δθmin = 0.105 radians over the width of the smeared 
interface. Therefore, the minimum value of dGB to define a GB is: 

dGBmin =
Δθmin

2
̅̅̅̅̅
2k

√ = 2.6 × 106m−1 (A6) 
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By applying the above constraint, the plot of dGB is shown in Fig. A3.  

Fig. A3. The distribution of dGB ≥ 2.6 × 106 m−1.  

By integrating dGB over the entire domain we will obtain the total area of dGB. By dividing this area by the size of two elements (based on Fig. A3, 
the dGB is over two elements for almost all GBs, the size of each element is 0.02μm), we can calculate the total length of GBs. To calculate the GBD, we 
divide the total length of GBs by the domain area. For example, for the case of Fig. A3, the GB length calculation yields 84μm and GBD is calculated by 
dividing the GB length by the domain area (16 μm2) which yields 5.3 μm−1. 
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