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Il THE ETHICAL DESIGN of computer systems is an
important topic for hardware and software design-
ers. Ethics refers to the study of right and wrong and
is one of the oldest concerns of human thought. It
prescribes what humans ought to do, usually in
terms of rights, obligations, benefits to society, and
fairness. Ethical principles guide us to strive for the
virtues of honesty, compassion, and loyalty while
preserving crucial human rights, such as the right to
life, the right to freedom from injury, and the right
to privacy. These fundamental ethical principles,
however, may need articulation to understand their
application to computers.
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How can we effec-
tively integrate ethics
into computer design
activities? While comput-
ers offer great promise for
better lives, they can also
cause problems: design
bugs can endanger
human lives [1], computers can be used in crimes,
and data security and privacy can be compromised
by design flaws. However, eliminating computers or
lobotomizing computer systems to eliminate their
ability to perform certain functions is impractical.
Computers perform many necessary functions in all
aspects of society: finance, medicine, transportation,
networking, and critical infrastructure. We need to
find ways to understand and minimize their harmful
consequences while maximizing the ability of com-
puters to build better lives for people.

We can identify many categories of ethical
challenges:

Direct harm to people, animals, or property.
Harm could be physical or cognitive/emotional.
Systemic damage ranges from environmental
pollution to the encouragement of bad behavior.
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Waste and excessive use.

A wide range of attack scenarios. The goals of
an attacker may include fraud, direct or indirect
damage, and violations of security or privacy.

The Codes of Ethics of IEEE [2] and ACM [3] pro-
vide goals and expectations for engineering and
computing professionals to begin to address these
ethical challenges. Unfortunately, these codes are
designed to frame expectations and do not provide
direct guidance on how to act ethically in a specific
situation during computer design. Thus, it is vital to
understand the spectrum of ethical challenges that
may arise during computer design and then explore
actionable guidance to meet ethical design goals.

A distinction should also be made between the
fields of engineering ethics and computing ethics,
which are related but not entirely the same. Both
relate to the creation of artifacts. However, the very
broad set of applications enabled by software means
that computers can create a wide range of new prob-
lematic situations—bias in artificial intelligence
(AD-based classification systems is one example.
Moreover, engineering practices designed for the
rapid deployment of consumer goods and services
may not always be appropriate for safety-critical
computing systems.

Ethical computing challenges

In this section, we summarize some of the key
ethical challenges facing computer system design.
These challenges span the spectrum of the semicon-
ductor industry including manufacturing and design
of electronic chips, developers of mobile and Inter-
net of Things (IoT) devices, and Al developers.

Semiconductor fabrication

The design of electronic computing chips in sem-
iconductor fabrication facilities involves many ethi-
cal concerns.

Conflict minerals: The mining of minerals such
as cassiterite, columbite, tantalite, wolframite, and
their derivative elements tin, tantalum, tungsten, and
gold, in some parts of the world, such as the Dem-
ocratic Republic of the Congo (DRC) and adjoin-
ing countries, has supported conflict, human rights
violations and labor and environmental abuses [4].
Many of these minerals are essential for electronic
chip design today. Semiconductor companies that
source such minerals from these vulnerable parts of

the world contribute directly or indirectly to abuses
in these places. Thus, the sourcing and use of such
minerals in electronic chip design is an important
ethical concern.

Semiconductor fabrication toxins: Making
computer chips involves the use of hundreds of
chemicals. In the mid-1980s in the USA, women
on the semiconductor production lines worked in
cleanrooms and wore protective suits, but were still
exposed to, and in some cases, directly touched,
chemicals that included reproductive toxins, muta-
gens, and carcinogens [5]. Later studies showed that
women at various semiconductor plants had miscar-
riages at twice the expected rate due to exposure to
toxins. Pledges were made to phase out the use of
such chemicals in chipmaking to address this ethical
failure. However, as chip production shifted to less
expensive countries, studies showed that thousands
of women and their unborn children in those coun-
tries continued to face exposure to the same toxins
[5]. The semiconductor industry remains secretive
about the use of such toxins across fabs in the global
chipmaking ecosystem even to this day.

Forced labor: The global supply chains of elec-
tronics manufacturers have received much atten-
tion in recent years for the widespread problem of
forced labor for the manufacture of components [6].
According to the International Labor Organization
(ILO), forced labor can be understood as “all work or
service which is exacted from any person under the
threat of a penalty and for which the person has not
offered himself or herself voluntarily.” Investigations
have revealed how leading technology companies
continue to benefit from forced labor. For instance,
in 2021, seven of Apple’s suppliers were found to be
linked to suspected forced labor of Uyghur Muslims
and other persecuted groups sourced from the Xin-
jlang region [7]. As suppliers of components often
contract with multiple companies, it is estimated
that the true extent of the ethical dilemma with the
use of forced labor in the technology sector may be
significantly underreported.

Manufacturing sustainability: Semiconduc-
tor companies use massive amounts of energy to
manufacture chips. This energy consumption was
shown to produce over 63% of the carbon emissions
from manufacturing 12-in wafers at TSMC. And the
energy demand for next-generation manufacturing
is expected to increase rapidly, for example, up to
7.7 billion kilowatthours annually in a 3-nm fab.
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Based on publicly available sustainability reports
from AMD, Apple, Facebook, Google, Huawei, Intel,
Microsoft, and TSMC, it has been reported that the
hardware-manufacturing process, rather than system
operation, is the primary source of carbon emissions
[8]. In response, semiconductor companies are
pledging to increasingly rely on renewable energy.
For instance, TSMC is aiming to use renewable
energy for 20% of its fabs’ annual electricity con-
sumption [9]. However, electronic manufacturing
across multiple fabs across the globe is expected to
continue to constitute a large portion of computing’s
global carbon footprint. Available data support this
trend. For example, the fraction of life-cycle carbon
emissions due to hardware manufacturing increased
from 49% for the iPhone 3GS to 86% for the iPhone 11
[8]. Beyond the indirect carbon footprint due to the
use of “brown” energy for manufacturing, electronic
chip manufacturing is also responsible for direct
emissions from burning perfluorocarbons (PFCs),
chemicals, and gases. TSMC indicates that nearly
30% of emissions from manufacturing 12-inch wafers
are due to PFCs, chemicals, and gases [9]. The envi-
ronmental costs of semiconductor manufacturing
represent an important ethical consideration, one
that must not be ignored as we progress further into
the era of ubiquitous and connected computing.

loT design

The design of increasingly pervasive IoT comput-
ing devices involves many ethical concerns asso-
ciated with the software design, hardware design,
system integration, and postdeployment phase.

Security and privacy: Protections against
security and privacy attacks on computing systems
require hardware and software modifications dur-
ing the design process. The nontrivial overheads
associated with integrating security and privacy
protections (e.g., due to encryption/decryption
protocols, key management systems, and side-chan-
nel obfuscation techniques) can not only increase
design costs and time to market, but also result in
increased energy/power overheads and perfor-
mance reduction. Thus, it is not surprising that in
many low-cost computing chips and platforms,
such as those found in various emerging loT appli-
cations, sufficient security and privacy counter-
measures are absent, which raises serious ethical
concerns. These [oT applications are particularly
susceptible to being hacked and leak information.
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A 2019 study showed that over 90% of [oT communi-
cations across devices such as IP cameras, medical
devices, industrial control systems, and 3-D printers
were unencrypted [10]. Smart TVs and smart home
speakers with voice interaction capabilities fre-
quently record conversations beyond commands
intended for them [11]. Smart vehicles are increas-
ingly using loT-driven telemetry, infotainment, sens-
ing, perception, and communication systems with
vulnerabilities that have led to many well-publi-
cized attacks, such as the 2014 Jeep Cherokee hack
that was able to kill the vehicle engine while it was
on a highway [12]. Toys with loT devices such as
Wi-Fi-enabled Barbie dolls and robots have been
hacked and turned into surveillance devices [13].
As IoT devices proliferate at near-exponential rates,
such attacks will only become more widespread.
Safety: Many loT systems are deployed in real-
time and mission-critical contexts. If humans are
involved in these use cases, for example, semiau-
tonomous self-driving vehicles and pacemakers,
such systems must be designed with user safety as
a primary design concern. However, inadequate
design processes that do not anticipate corner cases
in real-world deployments can often fail in ensuring
user safety, raising serious ethical issues. Consider-
ing the medical application domain, the U.S. Food &
Drug Administration (FDA) indicates that more than
80,000 deaths and 1.7 million injuries have been
linked to faulty medical devices in the past dec-
ade. Trends from available data indicate that there
has been a marked rise in medical device mishaps
and recalls in recent years [14]. For example, in
February 2016, 263,520 units of glucose monitoring
(CGM) systems were recalled due to a faulty audi-
tory alarm. The CGMs included a sensor placed sub-
cutaneously to measure blood glucose readings in
patients, which were then sent to the receiver. The
faulty alarms remained inactive in the defective
CGM systems during high or low blood glucose lev-
els in patients, potentially leading to serious adverse
events and even death. In June 2021, Philips recalled
3.5 million ventilator devices after finding a defect
that could cause cancer. The ventilators used poly-
ester-based polyurethane sound abatement foam,
which had the potential to degrade into particles
that could be ingested or inhaled and have toxic
and carcinogenic effects. Inadequately factoring
in safety considerations during system design can
clearly have a significant impact, not just in medical
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contexts, but also across many other safety-critical
applications.

Dealing with postdeployment issues: Given the
pressures of meeting stringent time-to-market goals,
IoT platforms are often released without comprehen-
sive validation at the software, hardware, and system
levels. This can lead to many unintended bugs at
these levels being discovered in the field. How com-
panies respond to such situations is an important
ethical concern. A classic example is Intel’s Pentium
bug in the 1990s. After the bug was observed dur-
ing mathematical computations involving division
operations in 1994, and disclosed in November of
the same year, Intel admitted that its own engineers
had also discovered the Pentium’s problems a few
months earlier, but the company had decided that
since encountering the error was so unlikely (it only
affected decimal bits of lower significance during
calculations), it would not need to notify Pentium
customers [15]. After mass media picked up on the
story, Intel decided upon a qualitative return pol-
icy. If a customer wanted a replacement chip, they
would need to talk to people at Intel who would
decide whether the customer really needed one. In
December of the same year, IBM announced that
it was halting shipments of its computers contain-
ing Pentium chips after they ran tests on their own
and discovered that typical spreadsheet users might
encounter a division error every 24 days, rather than
every 27,000 years as Intel predicted. This prompted
Intel to rescind its conditional replacement policy
and offer replacement chips to anyone requesting
one. Intel’'s CEO Andrew Grove stated: “Finally we
decided, ‘This is the right thing to do, both morally
and ethically.”” Intel’s actions reflected their recog-
nition that ethical practices and policies promote
the long-term, best interests of a company. This cau-
tionary tale serves to highlight how postdeployment
issues must be carefully handled. Yet, today, there
are still too many instances of companies being
aware of vulnerabilities in loT devices and delaying
informing consumers about them [16].

Lifecycle carbon footprint: IoT devices have
a carbon footprint associated with their manufac-
ture (as discussed earlier) and operation. Lifecycle
assessment (LCA) of different battery-powered loT
devices (e.g., tablets, smartphones, wearables, and
laptops) and always-connected devices (e.g., smart
home speakers, desktops, and game consoles) from
Apple, Google, and Microsoft released after 2017 has

revealed that manufacturing dominates emissions
for battery-powered IoT devices, whereas opera-
tional energy consumption dominates emissions
from always-connected devices [8]. Not surprisingly,
the manufacturing footprint increases with increas-
ing hardware capability (e.g., flops, memory band-
width, and storage). Unfortunately, the same study
showed that software and hardware optimizations in
recent years primarily focused on maximizing per-
formance, while overlooking the trend of increasing
carbon footprint [8]. With increasing loT prolifera-
tion in wired and wireless contexts, the projected
operational energy of IoT, which is currently about
5% of global energy demand, is expected to increase
to 7% by 2030 [17]. The carbon emissions from
the continued manufacture and operation of such
devices, therefore, pose serious environment-related
ethical challenges that must not be ignored.

E-waste: The end of life for [oT devices has eth-
ical repercussions. E-waste, which refers to elec-
tronic products nearing the end of their useful life,
has been doubling every few years, and more than
90% of it is being disposed of illegally, according to
the United Nations. A recent study indicated that
more than 5 billion of the 16 billion mobile phones
possessed worldwide will likely be discarded in
2022 [18]. If improperly disposed, e-waste can leach
lead and other substances into soil and groundwa-
ter, which directly threatens human health and our
environment. Discarded electronic devices are also
openly burned in places like Agbogbloshie, Ghana,
and Guiyu, China, to recover valuable metals such as
copper, aluminum, and brass. The black and toxic
fumes emitted from burning e-waste are harmful to
anyone in the vicinity of such sites.

Artificial intelligence

The increasing reliance on Al algorithms within
IoT products (e.g., IP cameras with in-built object
detection, and wearable medical diagnosis devices)
as well as computer design tools creates many ethi-
cal dilemmas.

Transparency: Al algorithms such as those
based on deep neural networks represent black-box
approaches to solving problems, where both the
learned mechanisms and the steps used to arrive at
predictions cannot be easily explained, even by Al
domain experts. This raises the question of how com-
panies and third-party users of Al-driven systems can
be transparent with customers that are inherently
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not entirely transparent. For example, in the med-
ical IoT domain, if physicians cannot explain how
an Al-based healthcare system arrived at a decision
for a specific patient, to what extent should they rely
on these solutions? Consider the use of Watson for
Oncology which was widely used in China for health
diagnosis via image recognition. It was later found
that the underlying Al algorithms were primarily
trained on a Western data set leading to poor results
for Chinese patients compared to Western patients
[19]. Transparency (and “explainable AI”) is thus a
critical ethical requirement to prevent systemic mis-
diagnosis and other undesirable outcomes. But even
developers may have a hard time explaining why
their Al algorithms behave the way they do.

Trust: The increasing use of Al algorithms par-
ticularly in electronic design automation (EDA)
tools used for chip design creates many ethical
challenges. EDA tool vendors and chipmakers are
increasingly using Al algorithms for design verifica-
tion and simulation, logic synthesis, place-and-route,
and timing and physical signoff analysis [20]. How
can developers trust the outcomes of such Al tools,
particularly given their lack of explainability? For
example, can developers trust that Al algorithms for
validation have covered typical and corner cases
in designs effectively? There are also growing con-
cerns related to backdoors and attacks (adversarial,
poisoning) that can impact the quality of output,
as well as security and privacy properties in chip
design flow [21]. Such vulnerabilities can be intro-
duced in design flows either by disgruntled or mali-
cious employees or compromised supply chains
with untrustworthy third-party algorithm developers.
These developments make it difficult for both devel-
opers and consumers to trust that the designed chips
will behave in a manner that promotes safety, pri-
vacy, and security.

Bias: If Al algorithms are trained on biased data,
they may lead to undesirable outcomes that create
ethical challenges. Biased Al algorithms can have
serious implications, as highlighted by the case of
an Al algorithm used by large healthcare systems
and payers to guide health decisions for almost
200 million people in the U.S. annually. The algo-
rithm incorrectly assigned the same level of risk to
Black and White patients, despite Black patients
in the data set being much sicker [22]. The racial
bias was a result of the algorithm using healthcare
costs instead of illness as a measure of the level of
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health needs. As Black patients’ healthcare-related
spending was lower, the algorithm incorrectly con-
cluded that Black patients were healthier. Many
other recent examples highlight similar biases, for
example, the Flickr mobile app’s image recognition
tool reportedly tagging black people as “animals” or
“apes,” Hewlett-Packard’s software for web cameras
struggling to recognize dark skin tones, and Nikon’s
camera software inaccurately identifying Asian peo-
ple as blinking. The underlying Al-based algorithms
in these systems learn by being fed certain images,
often chosen by engineers, and the system builds
a model of the world based on those images. If a
system is trained on photos of people who are over-
whelmingly white, it will have a harder time recog-
nizing nonwhite faces. How developers can reduce
bias in Al algorithms that are being increasingly
integrated into smartphones, wearables, medical
devices, robotics, automotive systems, and industrial
automation, remains a pressing open problem.

Addressing ethical challenges

The landscape of ethical challenges facing semi-
conductor fabrication, [oT design, and Al integration
is vast. Solutions to overcome the complex ethical
problems outlined in the previous section will not
be easy. Here, we outline a few promising directions
that can have a positive impact on enabling the ethi-
cal design of computing systems.

Transparency with sustainability data:
Clearly, reducing the carbon footprint and environ-
mental impact of chipmaking and technology use is
an important need. However, it is naive to expect a
reduction in technology use or the manufacture of
IoT devices when all trends indicate an increase in
technology proliferation in our everyday lives. The
question then becomes: what can semiconductor
manufacturers and loT developers realistically do
to reduce the carbon footprint of computing? Per-
haps, the most essential prerequisite to even begin
to address this problem is transparency from com-
panies on the costs (direct and indirect) associated
with their designs. A few large IT companies such as
Apple, Amazon, Meta, Microsoft, and Google have
been publicly disclosing their carbon emissions,
but more companies, including those involved
in semiconductor manufacturing and IoT design,
need to follow suit. Moreover, greater transparency
in reporting is also needed, to determine if salient
factors have been accounted for in carbon footprint
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calculations. Lastly, sustainability reports need to go
beyond energy data to capture impacts due to other
resources involved, such as water usage and earth
minerals.

Sustainable design flows: The industry can
also make key changes to reduce the carbon foot-
print of hardware and software design. A greater
reliance on renewables is perhaps the most direct
approach to achieving this goal. Additionally,
many other decisions during hardware and soft-
ware design flows can make a positive impact.
The use of sustainable resource managers that can
migrate intensive workloads (e.g., logic synthesis
runs and Al algorithm training) across geo-distrib-
uted data centers to better exploit the availability of
renewable energy, can not only be a strong incen-
tive for companies (as it leads to cost savings), but
also reduce the carbon footprint of the migrated
processes [23]. The use of custom and heterogene-
ous hardware to accelerate hardware and software
design can reduce energy consumption during
development. For example, the Al algorithm train-
ing on Google TPU processors could be much more
energy-efficient than doing so on general-purpose
processors such as CPUs and GPUs. The use of such
accelerators within IoT devices can also reduce
the operational energy usage over the lifetime of
the devices. Lastly, the design and manufacture of
more reliable (hardened) components that have a
longer endurance can extend the viable lifetime of
IoT products and help limit e-waste.

Programming ethical behaviors: To ensure
that IoT-based systems such as autonomous vehi-
cles and medical devices behave ethically, it will be
important to program ethical behaviors within the
constituent hardware and software components. This
can involve encoding the required ethical behavior
explicitly in rules or creating algorithms to allow sys-
tems to determine appropriate ethical actions [24].
These rules can be based on ethical theories (e.g.,
deontology and teleology) and have an advantage
in that they can be clearly understood by humans.
Such rules can represent a range of ethical behaviors
that can be customized across application domains.
As an example, [25] describes an approach for pro-
gramming ethical behavior in autonomous vehicles
by integrating ethical considerations into the costs
and constraints used in automated control algo-
rithms, to minimize damages in an incident. The
rule-based approach can also be extended to allow

for the dynamic selection of rules based on context
and to provide device users the autonomy to make
choices about ethical dilemmas, rather than have
them be hard-coded by developers.

Maintaining security and privacy: loT plat-
forms must be designed with clear policies to ena-
ble secure and privacy-preserving behavior. This
can involve the use of data access control and
sharing mechanisms, for example, the design and
integration of authentication and key establishment
mechanisms, filters to mask shared personal data,
user-configurable access rules for data handling, and
mechanisms for digital anonymity. A combination
of such approaches can help minimize data leak-
age and related risks. To mitigate security attacks,
techniques for network access control (including
firewalls), public or private key encryption, and
authentication must be an integral part of loT plat-
forms. Justifying the cost of including these mecha-
nisms in IoT devices requires a holistic cost-benefit
that should include the costs related to damage to
reputation, the cost of recalls and replacements, and
regulatory fines if vulnerabilities are detected and
exploited during the product lifetime.

Ethical Al If Al algorithms are integrated into [oT
design flows or products, there is a need to enable
transparency and mitigate bias. Ethical programming
with such algorithms would then require that impor-
tant decisions should be a “white box” rather than a
“black box” so that stakeholders can scrutinize and
understand how the algorithms make decisions and
enable social accountability. Using open-source soft-
ware can be one approach to achieve transparency
and minimize bias. Getting algorithms or systems to
explain their own actions and audit their own execu-
tion would be another approach (albeit very much
a difficult and open problem today). The choice of
data set selection for training Al algorithms is also
crucial to minimize bias. If there is a significant class
imbalance in the data set, the Al algorithm can be
easily biased toward the classes with greater rep-
resentation in the data set. Methods such as cost-sen-
sitive class weighing, adaptive resampling, and
recollection of undersampled class data can be use-
ful for minimizing bias in such scenarios [26].

Ethical LCA: Ethical challenges can arise in
many instances over the entire lifecycle of an loT
system. A careful ethics life-cycle assessment (LCA)
should include identification of, engagement with,
and explicit communication about the diverse
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values and perspectives of all stakeholders—such
as developers, sales reps, technicians for installa-
tion, users, deployment facilities (e.g., hospitals and
vehicle manufacturing plants), and repair/debug
specialists—while supporting systematic and thor-
ough reflection and reasoning about the ethical
issues. The reflection on ethical issues should go
beyond the impacts and consequences of using the
IoT product and include considerations at all stages
of the product lifecycle, including the earliest stages
of initial conceptual design and market analysis (to
determine the ethics of the multiple pathways to
innovation), design, validation, deployment, life-
cycle monitoring, repair, and retirement [24]. As
an example, consider the ethical product lifecycle
assessment from the agricultural biotechnology field
[27]. The assessment advocates for the use of the
Ethical Matrix method, which is a tool to evaluate
the intersection of three normative ethical principles
(respect for well-being, autonomy, and justice) with
four relevant stakeholder groups (the treated organ-
isms, producers, consumers, and environment). The
applicability to IoT product development could be
imagined with the application of the same important
principles to the relevant stakeholder across applica-
tion domains. For example, for medical IoT devices,
the stakeholders could include groups of patients,
smart healthcare companies, surgeons, and hospi-
tals, and concerns that encompass economic, regu-
latory, sustainability, and societal factors.
Ethics-centric codes and regulations: As dis-
cussed earlier, both IEEE and the Association of
Computing Machinery (ACM), two of the computing
field’s largest professional associations, have pub-
lished and revised codes of ethics. These codes are
necessary to establish benchmarks for good prac-
tices and values, which is particularly important
in helping those new to the profession to develop
a moral professional compass. However, the code
documents are brief and lack specific advice to
address ethical dilemmas during the practical
design and operational phases of IoT products. The
reasons to comply with ethical codes are also often
weak, and easily overridden by reasons to deviate
from them, for example, due to economic pressures.
Therefore, regulatory support from the government
(and in some cases, the specific profession) is cru-
cial to incentivize making ethical decisions. Such
regulatory support currently is emphasized only for
safety-critical domains, for example, healthcare.

January/February 2024

Authorized licensed use limited to: COLORADO STATE UNIVERSITY. Downloaded on July 29,2024 at 17:05:08 UTC from IEEE Xplore. Restrictions apply.

Considering the example of the healthcare domain,
current regulatory frameworks used by the US FDA
involve reviewing medical loT devices through a
premarket pathway, such as premarket clearance
[510(k)], De Novo classification, or premarket
approval. The FDA may also review and clear mod-
ifications to medical devices, including software as
a medical device, depending on the significance
or risk posed to patients by that modification. But
emerging developments, such as the increasing use
of Al in medical contexts, create challenges for reg-
ulatory frameworks that often cannot keep up with
the rapid pace of change. The U.S. FDA has acknowl-
edged [28] that “The FDA's traditional paradigm of
medical device regulation was not designed for
adaptive artificial intelligenceAl and machine learn-
ing technologies. Under the FDA’s current approach
to software modifications, the FDA anticipates that
many of these artificial intelligenceAl and machine
learning-driven software changes to a device may
need a premarket review.” Thus, the challenge with
regulations is that they are primarily developed and
enacted as responses to already-existing ethical chal-
lenges and are often unable to address many of the
ethical challenges that keep emerging as technology
gets adopted and used in new ways. Nonetheless,
despite such shortcomings, regulations remain the
only viable mechanism to hold erring businesses
accountable. Regulations can also be combined
with public policy to target bigger issues, for exam-
ple, in the healthcare domain, regulations, and pub-
lic policy can aim for fair distribution of healthcare
benefits and protect equality of care in society. Such
regulation and public policy need to expand beyond
safety-critical application domains to encompass
the ethical challenges emerging in nonsafety-critical
applications, for example, data privacy violations in
wearable and mobile [oT devices.

Ethics-centric workforce education: In
response to the bad publicity generated from loT
device mishaps and recalls, for example, in the
autonomous vehicle and medical device applica-
tion domains, efforts are being made to improve
general awareness of ethical concerns for engi-
neers and scientists involved in the research and
design of loT technologies. Many universities and
research institutions are beginning to emphasize
topics related to ethics in their technical curric-
ula with the goal of raising ethical awareness
among developers, programmers, and engineers.
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Many technology companies working with Al are
implementing training modules on ethics for their
employees, for example, ethical foresight analysis,
to educate designers and managers in predicting
potential ethical issues and the consequences of
specific technologies. These are steps in the right
direction. But many open problems remain. Inte-
grating ethical topics in curricula that are already
packed with courses and with little wiggle room
remains a challenge. It is also not always clear how
to go about identifying ethical dilemmas associ-
ated with emerging technologies, especially if their
usage modalities are unconventional or without
precedent. At the very least, in both educational
and industry ethics training modules, empha-
sis should be placed on practical case studies to
highlight the appropriateness of mapping various
ethical theories (e.g., deontological and utilitar-
ian) to a particular situation, as part of applied
ethics analyses.

Ethics-aware design methodologies

The development of methodologies to guide
analysis and decision-making at different levels
of abstraction is a natural one for computer sci-
entists and engineers. Ethical design of computer
systems will require integrating the approaches
described in the previous section into existing
design methodologies. Ethics can be incorpo-
rated into design methodologies at several levels
of abstraction:

System architectures can be evaluated for their
effectiveness in achieving ethical goals: respon-
sible materials, manufacturing, reliability, bias,
and so on. McFarland [29] suggested roles for
nontechnical participants as members of eth-
ical reviews, particularly in the early stages of
a project.

Components can be designed to standards of
reliability, safety, and lack of bias. Design reviews
and code inspections are commonly used in soft-
ware design [30]. Ethical considerations can
be addressed as one component of an overall
design review. Design reviews typically incorpo-
rate experts from multiple aspects of the design;
ethics experts can be included on the team to ask
ethics questions and evaluate the completeness
and appropriateness of the design’s response.

Testing can measure the effectiveness of ethical
methods at all levels of abstraction from unit test-
ing to system testing. For example, bias can be
measured as part of the testing process.
Materials, components, and manufacturing pro-
cesses can be specified to take into account eth-
ical requirements on materials, processes, and
worker safety.

Thus, traditional design methodologies must change
to include ethics-centric goals, in addition to tradi-
tional design goals such as performance, energy effi-
ciency, cost, form factors, and so on. This is because
the costs of ignoring ethics in computer design are
becoming greater than ever before, with the increas-
ing reliance on computers in every facet of our lives
and, particularly; in safety-critical systems. The eth-
ics-centric methodologies must be applied at many
different points in the lifetime of a system or the
career of a computing professional: initial design,
detailed design, implementation and construction,
deployment, maintenance, and decommissioning.
Computing professionals must recognize the impor
tance of their ethical obligations in these method-
ologies, which should range from identifying and
preventing problems to reporting and whistleblow-
ing if ethical concerns are uncovered.

IN THIS ARTICLE, we provided a broad perspective
on the ethical challenges within semiconductor chip
design, [oT applications, and the increasing use of
Al in the design processes, tools, and hardware—soft-
ware stacks of these systems. We discussed impor-
tant ethical challenges associated with the use of
conflict minerals, semiconductor fabrication toxins,
forced labor, environmentally sustainable manu-
facturing, security/privacy, safety, postdeployment
issues, loT lifecycle carbon footprint, e-waste, and
emerging challenges related to transparency, bias,
and trust with the use of Al in [oT systems. All of these
ethical challenges are deeply intertwined during the
hardware and software design, and operation of IoT
platforms, whose use is growing at an exponential
rate. We advocate for addressing these ethical chal-
lenges on multiple fronts: greater data transparency
and sustainable design efforts from companies, pro-
gramming of ethical behaviors, integration of more
effective security/privacy mechanisms, ethical Al
algorithm design, improved ethics-centric lifecycle
assessment, combining regulations with public pol-
icy, and better workforce education. Such efforts
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are crucial to establish a multipronged framework
for realizing ethical manufacturing and operation of
computing systems. ]

Acknowledgments

The work of Sudeep Pasricha was supported in
part by the National Science Foundation (NSF)
under Grant CNS-2132385. The work of Marilyn Wolf
was supported in part by NSF under Grant 2002854.

Bl References

[1] N. Leveson, “Medical devices: The Therac-25,” in
Safeware: System Safety and Computers, N. G.
Leveson, Ed. Reading MA, USA: Addison-Wesley, 1995.

[2] IEEE Code of Ethics, IEEE, New York, NY, USA, 2020.
[Online]. Available: https://www.ieee.org/content/dam/
ieee-orgl/ieee/weblorg/about/corporatel/ieee-code-of-
ethics.pdf.

[8] ACM Code of Ethics. Accessed: Dec. 3, 2022. [Online].
Available: https://acm.org

[4] (2015). Semiconductors and Conflct Minerals.
[Online]. Available: hitps://semiwiki.com/eda/dassault-
systemes/5295-semiconductors-and-conflict-minerals/

5

(2017). American Chipmakers Had a Toxic Problem.

Then They Outsourced It. [Online]. Available: https://

www.bloomberg.com/news/features/2017-06-15/

american-chipmakers-had-a-toxic-problem-so-they-

outsourced-it

[6] (2020). Major Technology Companies Negligent on
Forced Labour Practices. [Online]. Available: https://
www.computerweekly.com/news/252484362/Major-
technology-companies-negligent-on-forced-labour-
practices

[7] (2021). Seven Apple Suppliers Accused of Using
Forced Labor From Xinjiang. [Online]. Available:
https://www.theinformation.com/articles/seven-
apple-suppliers-accused-of-using-forced-labor-from-
xinjiang

[8

U. Gupta et al., “Chasing carbon: The elusive

environmental footprint of computing,” IEEE Micro,

vol. 42, no. 4, pp. 37-47, Jul./Aug. 2022.

[9]1 TSMC Corporate Social Responsibility Report, TSMC,
Taiwan, 2018.

[10] (2019). Over 90% of Data Transactions on loT Devices
are Unencrypted. [Online]. Available: https://www.
csoonline.com/article/3397044/over-90-of-data-
transactions-on-iot-devices-are-unencrypted.html

[11] (2019). FBI Warns About Snoopy Smart TVs Spying on

You. [Online]. Available: https://www.zdnet.com/article/

fbi-warns-about-snoopy-smart-tvs-spying-on-you/

January/February 2024

Authorized licensed use limited to: COLORADO STATE UNIVERSITY. Downloaded on July 29,2024 at 17:05:08 UTC from IEEE Xplore. Restrictions apply.

[12] V. K. Kukkala, S. V. Thiruloga, and S. Pasricha,
“Roadmap for cybersecurity in autonomous vehicles,”
IEEE Consum. Electron. Mag., vol. 11, no. 6, pp. 13-23,
Nov. 2022.

[13] M. Hampson, “loT security risks: Drones, vibrators,
and kids’ toys are still vulnerable to hacking,” IEEE
Spectr., 2019. [Online]. Available: https://spectrum.
ieee.org/iot-security-risks-drones-vibrators-iot-devices-
kids-toys-vulnerable-to-hacking

[14] Medical Device Recalls. Accessed: Dec. 3, 2022.
[Online]. Available: https://www.fda.gov/medical-
devices/medical-device-safety/medical-device-recalls

[15] C. Williams, “Intel's Pentium chip crisis: An ethical
analysis,” IEEE Trans. Prof. Commun., vol. 40, no. 1,
pp. 13-19, Mar. 1997.

[16] A. Makhshari and A. Mesbah, “loT bugs and
development challenges,” in Proc. IEEE/ACM 43rd Int.
Conf. Softw. Eng. (ICSE), May 2021, pp. 460-472.

[17] A.Andrae and T. Edler, “On global electricity usage
of communication technology: Trends to 2030,
Challenges, vol. 6, no. 1, pp. 117-157, Apr. 2015.

[18] 5.3 Billion Cell Phones to Become Waste in 2022:
Report. Accessed: Dec. 3, 2022. [Online]. Available:
https://phys.org/news/2022-10-billion-cell.html

[19] W.Liu et al., “Review and approval of medical devices
in China: Changes and reform,” J. Biomed. Mater. Res.
B, Appl. Biomater., vol. 106, no. 6, pp. 2093-2100,
Aug. 2018.

[20] B.Khailany et al., “Accelerating chip design with
machine learning,” IEEE Micro, vol. 40, no. 6,
pp. 23-32, Nov. 2020.

[21] K. Liu et al., “Can we trust machine learning for
electronic design automation?” in Proc. IEEE 34th Int.
Syst.-on-Chip Conf. (SOCC), Sep. 2021, pp. 135-140.

[22] Z. Obermeyer et al., “Dissecting racial bias in an
algorithm used to manage the health of populations,”
Science, vol. 366, no. 6464, pp. 447-453, Oct. 2019.

[23] N.Hogade, S. Pasricha, and H. J. Siegel, “Energy
and network aware workload management for
geographically distributed data centers,” IEEE Trans.
Sustain. Comput., vol. 7, no. 2, pp. 400413, Apr. 2022.

[24] S. Pasricha, “Ethics for digital medicine: A path for ethical
emerging medical loT design,” [EEE Comput., 2022.

[25] J.C. Gerdes and S. M. Thornton, “Implementable
ethics for autonomous vehicles,” in Autonomous
Driving: Technical, Legal and Social Aspects. Berlin,
Germany: Springer, 2016.

[26] S. Pasricha and M. Shafique, Embedded Machine
Learning for Cyber-Physical, loT and Edge
Computing. Berlin, Germany: Springer, 2022.




16

Ethics in Computing

[27] V. Beekman and F. W. A. Brom, “Ethical tools to
support systematic public deliberations about the
ethical aspects of agricultural biotechnologies,” J.
Agricult. Environ. Ethics, vol. 20, no. 1, pp. 3—12,

Feb. 2007.

[28] U.S.Food & Drug Administration. (2022). Artificial
Intelligence and Machine Learning (Al/ML)-Enabled
Medical Devices. [Online]. Available: https://www.fda.
gov/media/145022/

[29] M. C. McFarland, “The public health, safety and
welfare: An analysis of the social responsibilities of
engineers,” IEEE Technol. Soc. Mag., vol. 5, no. 4,
pp. 18-26, Dec. 1986, doi: 10.1109/
MTAS.1986.5010051.

[30] M. E.Fagan, “Design and code inspections to reduce
errors in program development,” IBM Syst. J., 15, no. 3,
pp. 219-248, 1976.

Sudeep Pasricha is a professor in the Depart-
ment of Electrical and Computer Engineering, Col-
orado State University, Fort Collins, CO 80523 USA.

His research interests include the design of innovative
software algorithms, hardware architectures, and
hardware—software co-design techniques for ener-
gy-efficient, fault-tolerant, real-time, and secure com-
puting. He is a Senior Member of IEEE.

Marilyn Wolf is a Koch Professor of Engineering
and the director of the School of Computing at Uni-
versity of Nebraska-Lincoln, Lincoln, NE 68588 USA.
Her research interests include embedded comput-
ing, cyber—physical systems, the Internet of Things
systems, and embedded computer vision. She is a
Fellow of IEEE.

H Direct questions and comments about this article
to Sudeep Pasricha, Colorado State University Fort
Collins, CO 80523 USA; sudeep@colostate.edu.

IEEE Design&Test

Authorized licensed use limited to: COLORADO STATE UNIVERSITY. Downloaded on July 29,2024 at 17:05:08 UTC from IEEE Xplore. Restrictions apply.



