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Exposure to untrustworthy websites in the 
2020 US election

Ryan C. Moore    1,2  , Ross Dahlke1,2 & Jeffrey T. Hancock1

Research using large-scale data on individuals’ internet use has provided 
vital information about the scope and nature of exposure to misinformation 
online. However, most prior work relies on data collected during the 
2016 US election. Here we examine exposure to untrustworthy websites 
during the 2020 US election, using over 7.5 million website visits from 
1,151 American adults. We find that 26.2% (95% confidence interval 22.5% 
to 29.8%) of Americans were exposed to untrustworthy websites in 2020, 
down from 44.3% (95% confidence interval 40.8% to 47.7%) in 2016. Older 
adults and conservatives continued to be the most exposed in 2020 as in 
2016, albeit at lower rates. The role of online platforms in exposing people 
to untrustworthy websites changed, with Facebook playing a smaller role 
in 2020 than in 2016. Our findings do not minimize misinformation as a key 
social problem, but instead highlight important changes in its consumption, 
suggesting directions for future research and practice.

Both concern over and research on misinformation have exploded  
in recent years1. In an effort to better understand and prevent the  
spread of misinformation, much extant research documents expo-
sure to misinformation online using large-scale data on individuals’ 
internet use. This work finds that relatively few people are exposed to 
misinformation online, or at least fewer than many initially expected2–7. 
Exposure is also highly concentrated4–6,8. For example, Grinberg 
et al.4 found that 1% of Twitter users were exposed to 80% of the fake  
news on Twitter during the 2016 election. Relatedly, certain indivi
duals are more likely to be exposed to misinformation online  
than other groups. For example, during the 2016 election, people  
aged 65 years and older were twice as likely to be exposed to fake  
news on Twitter and seven times more likely to share fake news on  
Facebook than 18–29 year olds4,5.

Many studies investigating exposure to online misinformation 
have leveraged data collected during the 2016 US election, perhaps 
because concern over fake news rose during the 2016 election9. How-
ever, a consequence of focusing on the 2016 election is that we have 
little insight into how exposure to misinformation online has changed 
since then. This limitation is important given the myriad ways the 
digital (mis)information ecosystem has changed (for example, new 
platforms, new misinformation-generating world events and new 
modalities to disseminate misinformation10,11). Furthermore, in the 

wake of 2016, online platforms such as Facebook have taken steps to 
mitigate their reputation as a purveyor of misinformation12.

While most prior research focuses on 2016, some work has  
examined changes in exposure over time. For example, Guess et al.13 
found a decline in the number of Americans exposed to fake news 
websites from 2016 to 2018. In contrast, Allen et al.3 found that expo-
sure to fake news was 'generally stable' from 2016 to the end of 2018. 
Discrepancies between these two findings may partly be explained  
by the authors using different lists to identify visits to fake news  
websites in their data. Allcott et al. also examined changes in expo-
sure over time, finding that engagement with fake news on Facebook 
declined from 2016 to 2018, while engagement with fake news on  
Twitter rose over the same period14.

Given the changes in world events, the digital media landscape 
and a considerable societal effort to combat misinformation, a vital 
question remains as to how misinformation exposure during the 
2020 US presidential election compared to exposure during the 2016  
election, which served as the context for much of the existing research. 
In this Article, we investigate exposure to online misinformation  
during the 2020 election in a way that allows us to compare exposure 
in 2020 with 2016 directly. To do this, we collected web browsing data 
(that is, uniform resource locators (URLs) visited) from a nationally 
representative sample of American adults (N = 1,151) during the lead-up 
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websites in 2016—older adults and conservatives—were still more likely 
in 2020, levels of exposure for these groups were lower than in 2016. 
We found these patterns despite using a database of untrustworthy 
websites over three times the size used in Guess et al.6, meaning that 
even with a considerably larger capacity to identify misinformation 
in people’s web browsing data, we still found less. Finally, we found 
changes in how people come to be exposed to untrustworthy websites, 
namely that people were less likely to arrive at them via Facebook and 
webmail in 2020 than in 2016.

Results
Total consumption of untrustworthy websites in 2020
During the 2016 election, Guess et al.6 found that 44.3% (95% confi-
dence interval (CI) 40.8% to 47.7%) of Americans aged 18 years or older 
were exposed to at least one untrustworthy website. By contrast, we 
find that during the 2020 election, only 26.2% (95% CI 22.5% to 29.8%) 
of Americans were exposed to at least one untrustworthy website. 
This decrease represents a significant reduction (t(2, 2,493.6) = −11.12, 
P < 0.001, Cohen’s d = 0.39, 95% CI −19.8 to −16.5) in the percentage of 
Americans exposed to untrustworthy websites from 2016 to 2020 (for 
additional estimates of 2020 exposure using NewsGuard’s 0–100 'trust 
score', see page 2 of Supplementary Materials).

While a smaller percentage of Americans appeared to be exposed 
to untrustworthy websites in 2020 compared with 2016, one possibil-
ity is that those who were exposed to untrustworthy websites in 2020 
were exposed at greater rates than in 2016. However, our data suggest 
otherwise. First, the average number of untrustworthy website visits 
among those who visited at least one untrustworthy website in 2020 
(22.8 visits; 95% CI 15.2 to 30.4) was significantly lower than the aver-
age number in 2016 (32.1 visits; 95% CI 26.3 to 37.9) (t(2, 638) = −2.06, 
P = 0.04, d = 0.12, 95% CI −13.8 to −4.8). Second, the average length of 
time spent on untrustworthy websites was shorter in 2020 (38.6 s; 
95% CI 34.5 to 42.7 s) than in 2016 (64.2 s; Guess et al.6 did not quantify 
uncertainty for this quantity).

Comparing visits to untrustworthy websites in 2020 and 2016, 
we find that overall consumption of untrustworthy sites was lower in 
2020 than in 2016 (for an analysis of untrustworthy website consump-
tion from 2016 to 2020 using available estimates from other studies, 
see also page 4 of Supplementary Materials). Fewer Americans were 
exposed to untrustworthy websites in the lead-up to the 2020 election, 
and those who were exposed visited fewer and were less engaged with 
the untrustworthy sites they visited. Next, we examine how the types 
of people more likely to visit untrustworthy websites in 2016 compared 
with those who were more likely to visit them in 2020.

Who consumed untrustworthy websites in 2020?
In 2016, Guess et al.6 found that supporters of then-presidential  
candidate Donald Trump were significantly more likely to visit untrust-
worthy websites than supporters of his opponent Hillary Clinton, with 
59.5% (95% CI 54.5% to 64.5%) of Trump supporters visiting at least one 
untrustworthy website and 37.1% (95% CI 31.9% to 42.2%) of Clinton sup-
porters visiting at least one untrustworthy website (t(2, 2,000.0) = 10.6, 
P < 0.001, d = 0.46, 95% CI 20.3% to 24.5%). We find a similar difference 
between Donald Trump and Joe Biden supporters in 2020. Of Trump 
supporters, 36.2% (95% CI 29.7% to 42.6%) visited at least one untrust-
worthy website in 2020, while 17.8% (95% CI 13.7% to 22.0%) of Biden 
supporters visited at least one untrustworthy website (t(2, 742.1) = 6.6, 
P < 0.001, d = 0.42, 95% CI 15.6% to 21.1%). However, for both Trump and 
Clinton/Biden supporters, the percentages of supporters exposed 
in 2020 were significantly lower than the percentages of supporters 
exposed in 2016 (tTrump(2, 818.8) = −8.2, P < 0.001, d = 0.48, 95% CI −26.2 
to −20.5; tClinton/Biden(2, 1,654.8) = −9.5, P < 0.001, d = 0.44, 95% CI −21.3 
to −17.2).

Guess et al.6 further examined the association between political 
leaning and consumption of untrustworthy websites by classifying 

to the 2020 election (7.5 million total website visits). We identify visits 
to misinformation websites in participants’ web browsing using a 
database of websites known to repeatedly publish misinformation. To 
produce estimates of misinformation exposure directly comparable to 
those from 2016, we adopted the analytical approach of Guess et al.6, 
who studied exposure to misinformation during the lead-up to the 2016 
election using web browsing data (for full methodological details, see 
Methods). While we stuck closely to the data sources and analytical 
techniques used by Guess et al.6, we made key updates that ensured 
our analysis was up to date for the media environment in 2020, such 
as expanding the database of misinformation websites from 490 sites 
to 1,796 sites and including mobile browsing data.

What might we expect about Americans’ exposure to online  
misinformation in 2020? On the one hand, there are reasons to  
believe that exposure in 2020 was greater than in 2016. The 2020 
election was marked by a confluence of major national and global  
events that generated a considerable amount of misinformation to 
which people could have been exposed (for example, the rise of the 
Coronavirus disease 2019 pandemic, claims that the 2020 presidential 
election was fraudulent11). Furthermore, the infrastructure available 
to disinformation purveyors for disseminating and spreading false 
information across platforms has improved considerably in recent 
years15,16. On the other hand, there are also reasons to believe that  
exposure in 2020 was less than in 2016. Since the 2016 election,  
journalists and online platforms have taken several steps to curb the 
spread of misinformation. For example, social media platforms such 
as Facebook and Twitter have begun labelling and flagging untrust
worthy content on their platforms12,17,18, and journalists have intensified 
their efforts around accountability and transparency19. Furthermore, 
interventions and educational resources for helping the public  
identify online misinformation that have proliferated since 2016 may 
have improved internet users’ ability to avoid misinformation20,21. 
Finally, the few studies that have examined misinformation exposure 
post-2016 have identified a decline or no change in exposure3,13.

Understanding exposure to online misinformation in 2020 is 
important for several reasons. First, it represents an effort to see 
whether the inferences drawn about the scope and nature of misin-
formation exposure from 2016 are valid in 2020, helping to enhance 
the 'temporal validity' of the knowledge base on online misinformation 
exposure (for a greater discussion of the concept and utility of tem-
poral validity in the context of social media research, see Munger22,23). 
Second, it is relevant to the design of interventions to build resilience 
to misinformation. Understanding who is exposed to online misinfor-
mation—and when and how they are exposed—may help researchers 
identify how to make the content of interventions best suited for dif-
ferent types of users, and understanding the nature of misinformation 
exposure can inform policymaking efforts to mitigate misinformation 
(for example, requiring social media platforms to implement certain 
flagging or fact-checking practices). Finally, updates about misinfor-
mation exposure can inform public discourse around misinformation 
itself. Since 2016, misinformation has been a prominent topic in com-
munication from journalists, elites, scientists and the general public9, 
with implications for how the public trusts information sources24. 
Indeed, exposure to elite discourse about misinformation has been 
shown to reduce people’s trust in traditional news media25. If it is true 
that the vast majority of people’s news diet is composed of reliable 
news3, then the heightened discourse around misinformation could 
erode trust in reliable news.

Overall, our analysis reveals that exposure to untrustworthy web-
sites during the 2020 election was substantially lower than Guess et al.6 
determined during the 2016 election. Not only was the percentage of 
total individuals exposed to untrustworthy websites lower, but the 
average number of exposures among the exposed and the average 
amount of time spent on each site were also lower. While we also found 
that the groups who were more likely to be exposed to untrustworthy 
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users on the basis of the ideological slant of their news diets and  
examining exposure to untrustworthy websites among those with  
more liberal or conservative news diets. Once they estimated the  
average ideological position of participants’ news diets (using  
estimates of the ideological leaning of hard news websites produced 
by Bakshy et al.26), they split their participants into news slant deciles 
ranging from most liberal to most conservative. We implemented  
this same classification strategy on our sample to examine how  
exposure to untrustworthy websites across people with news diets  
with different ideological slants in 2020 compares with 2016.

This comparison is shown in Fig. 1 (Supplementary Table 7  
contains the estimates comprising Fig. 1). In 2016, there was a skewed 
V-shape in the relationship between media slant decile and the percent-
age of people exposed to untrustworthy websites. In 2016, roughly 
half of the people in the most liberal media slant deciles were exposed  
to untrustworthy websites. That percentage decreases moving  
towards more moderate media diets but then increases among the 
most conservative diets, with 85.2% (95% CI 76.7% to 93.9%) in the  
most conservative media diet being exposed to untrustworthy web-
sites. In 2020, the pattern resembles something closer to a left-skewed 
distribution, where the percentage of people exposed to untrustworthy 
websites is relatively constant moving from the most liberal to more 
moderate media diets, but then again increases dramatically among 
the most conservative diets. Due to these different patterns, the per-
centage of people exposed to untrustworthy websites in, for instance, 
the most liberal media diet in 2020 was considerably lower than in the 
most liberal media diet in 2016 (t(2, 257.5) = −7.12, P < 0.001, d = 0.74, 
95% CI −37.8% to −27.9%). Among the most conservative media diet, 
the percentage of those exposed to untrustworthy sites did not differ 
significantly across both years (t(2, 159.9) = −1.88, P = 0.06, d = 0.23, 
95% CI −13.9% to −4.3%). Put another way, these results indicate that 
decreases in untrustworthy website exposure from 2016 to 2020 were 
concentrated mainly among those with liberal media diets.

Age also played an important role in exposure to untrustworthy 
websites during the 2016 election, with older individuals generally 
being more likely to visit untrustworthy sites. In 2016, those aged 

65 years and older were 1.6 times more likely to visit untrustworthy web-
sites than adults under 30 years. During the 2020 election, it appears 
that the positive association between age and likelihood of exposure 
to untrustworthy websites persisted, with those 65 years and older 
being 2.1 times more likely to visit untrustworthy websites than those 
under 30 years. However, all age groups in 2020 were less likely to be 
exposed to untrustworthy websites than in 2016 (Fig. 2). For instance, 
while 56.2% (95% CI 49.7% to 62.7%) of people 65 years and older were 
exposed to untrustworthy websites in 2016, only 37.4% (95% CI 29.6% 
to 45.2%) of people 65 years and older were exposed in 2020.

To examine the association between a variety of individual dif-
ferences and exposure to untrustworthy websites, we followed the 
strategy used by Guess et al.6 and estimated a linear probability model 
for the 2020 election period. In this model, the dependent variable is a 
binary variable indicating whether an individual was (1) or was not (0) 
exposed to at least one untrustworthy website during the data collec-
tion period. The independent variables include presidential candidate 
support, political knowledge, political interest, level of education, 
gender, race and age. The models for 2016 and 2020 are presented in 
Table 1. Across both 2016 and 2020, many of the same demographic 
variables were significantly associated with exposure to untrustwor-
thy websites (substantively similar results are obtained when probit 
models are estimated, Supplementary Table 1). Specifically, being a 
Trump supporter, possessing greater political knowledge, being more 
interested in politics and being 65 years of age or older were associated 
with a significantly greater likelihood of being exposed to at least one 
untrustworthy website in both 2016 and 2020, while identifying as 
non-white was associated with a significantly lower likelihood of being 
exposed to at least one untrustworthy website in both years.

Taken together, these findings suggest that the groups who were 
more likely to be exposed to untrustworthy websites in 2016 were 
largely the same groups more likely to be exposed in 2020. However, 
the likelihood of exposure in 2020 for these groups still appears to be 
lower than their rates in 2016. That is, while trends in who was exposed 
to misinformation in 2016 seem to persist in 2020, the amount of misin-
formation that all groups were exposed to was lower across the board.
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Fig. 1 | Visits to untrustworthy websites by media slant decile. Estimated 
percentage of people in media diets with different ideological slants who were 
exposed to at least one untrustworthy website (N = 3,432). The left represents 
2016 and the right represents 2020. Individuals’ media diets were split into 
deciles on the basis of the ideological slant of their news consumption, as 
determined by ideological ratings of hard news websites from Bakshy et al.26. 
Along the x axis, lower values represent more liberal media diets, middle 

values represent more moderate media diets and higher values represent more 
conservative media diets. Along the y axis, higher values indicate a greater 
estimated percentage of people in that media slant decile who were exposed 
to at least one untrustworthy website. Guess et al.6 calculated 2016 deciles 
separately for Trump and Clinton supporters; we recalculated them to be among 
all participants using their publicly available replication data. Data are presented 
as weighted mean values ± 95% CIs.
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How were people exposed to untrustworthy websites in 2020?
Guess et al.6 examined how individuals came to visit untrustworthy 
websites during the 2016 election by analysing ‘referrers’ to untrust-
worthy websites, or the sites that were within 30 s and one of the three 
previous sites before an untrustworthy website exposure. We repeated 
this analysis of referrers to untrustworthy websites for the 2020 elec-
tion. The comparison in referrers between the 2016 and 2020 elections 
is shown in Fig. 3.

In 2016, Facebook was a prominent referrer to untrustworthy 
websites, with 15.1% of visits to untrustworthy websites being referred 
by Facebook. In 2020, however, only 5.6% of visits to untrustworthy 
sites were referred by Facebook, a significant reduction (χ2 (1) = 573.4, 
P < 0.001, φ = 0.10, 95% CI −10.7 to −8.9). This suggests a potential 
decline in Facebook’s role in directing people to untrustworthy web-
sites. Conversely, the share of untrustworthy websites referred by 
Google rose from 2016 to 2020, with 3.3% of visits to untrustworthy 
sites referred by Google in 2016 and 6.2% of visits referred by Google 
in 2020 (χ2 (1) = 181.2, P < 0.001, φ = 0.05, 95% CI 2.4 to 3.4). However, 
when looking at the average number of referrals to untrustworthy 
websites per exposed person (Supplementary Fig. 3), we see that while 
Facebook’s average number of untrustworthy website referrals per 
person fell from 6.4 in 2016 to 1.4 in 2020, Google’s average number of 
referrals per person stayed relatively constant, going from 1.4 in 2016 
to 1.5 2020, suggesting caution in interpreting the proportional results 
indicating that Google’s role in referring people to untrustworthy 
websites increased from 2016 to 2020. Furthermore, Google referred 
a greater proportion of visits to credible, hard news websites in 2020 
(8.5%) than in 2016 (6.2%) (χ2 (1) = 2,428.7, P < 0.001, φ = 0.20, 95% CI 
2.3 to 2.4). In addition to Facebook, webmail (for example, Gmail) also 
played a smaller role in referring people to untrustworthy websites 
in 2020 compared with 2016, both in proportional (9.5% of visits to 
untrustworthy websites referred by webmail in 2016 versus 5.7% of 
visits in 2020; χ2 (1) = 130.4, P < 0.001, φ = 0.10, 95% CI −10.1 to −8.9) 
and average-per-person (an average of 4.0 referrals in 2016 versus an 
average of 1.4 referrals in 2020) terms.

Discussion
Our goal in this paper was to examine how exposure to misinformation 
online during the 2020 election compared with exposure during the 

2016 election. By adopting the analytical approach of Guess et al.6, who 
examined exposure to untrustworthy websites during the 2016 elec-
tion, we assessed exposure to untrustworthy websites among a nation-
ally representative sample during the 2020 election and compared 
it with 2016 exposure. Our web browsing data containing 7.5 million 
URLs represent observations of N = 1,151 Americans’ real-world media 
usage during the course of real-world political events. Our analysis does 
not rely on self-reported media exposure measures, which tend to be 
inaccurate compared with passively tracked behavioural measures of 
news exposure27,28.

Overall, we found that a significantly smaller percentage of 
Americans were exposed to untrustworthy websites in 2020 (26.2%) 
compared with 2016 (44.3%). We found this decrease despite using 
a database of untrustworthy sites over three times the size of the 
database used in Guess et al.6 to identify visits to untrustworthy web-
sites in our participants’ web browsing behaviour, which increased 
our capacity to detect visits to untrustworthy websites. This decline  
runs contrary to expectations that the run up to the 2020 election 
would lead to record numbers of people being exposed to misinforma-
tion11 (but also for reasons to predict lower misinformation exposure 
in 2020, see refs. 17,19,21). We also observed that those who did visit 
untrustworthy websites in 2020 tended to visit fewer untrustworthy 
sites overall and spent less time on average on each site than in 2016.

In 2016, certain groups were more likely than others to visit untrust-
worthy websites. Older adults were found to be more likely to visit 
untrustworthy sites than younger adults, supporters of Donald Trump 
were more likely than supporters of Hillary Clinton, and those with more 
ideologically extreme media diets were more likely than those with ideo-
logically moderate media diets. We found that these groups were still 
more likely to visit untrustworthy websites in 2020 (in 2020, Joe Biden 
supporters took the place of Hillary Clinton supporters). However, the 
groups’ levels of exposure were significantly lower in 2020 than in 2016. 
While it is encouraging that the likelihood of encountering untrustwor-
thy websites appears to be declining over time for older adults, Trump 
supporters and those with ideologically extreme media diets, the data 
re-affirm the need to support these groups in terms of future research 
and the provision of resources to build resilience to misinformation.

Finally, we found differences in how people came to visit untrust-
worthy websites in 2020 compared with 2016. Specifically, Facebook 

2016 election 2020 election

0%

10.0%

20.0%

30.0%

40.0%

50.0%

60.0%

70.0%

80.0%

90.0%

100.0%

Pe
rc

en
ta

ge
 c

on
su

m
in

g 
un

tr
us

tw
or

th
y 

w
eb

si
te

s

Age (years)

Ove
r 6

5

Betw
een 45 an

d 64

Betw
een 30 an

d 44

Under 3
0

Ove
r 6

5

Betw
een 45 an

d 64

Betw
een 30 an

d 44

Under 3
0

Fig. 2 | Proportion exposed to untrustworthy websites by age group. 
Estimated average percentage of people in different age groups (under 30 years, 
between 30 and 44 years, between 45 and 64 years, and 65 years and older) 
who were exposed to at least one untrustworthy website (N = 3,676). The left 

represents 2016 and the right represents 2020. Higher values indicate a greater 
estimated percentage of people in each age group who were exposed to at least 
one untrustworthy website. Data are presented as weighted mean values ± 95% 
CIs. Lighter colours correspond to older age groups.
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and webmail referred significantly fewer visits to untrustworthy web-
sites in 2020 than in 2016. While further research is needed to elucidate 
these platforms’ changing role in propagating misinformation (see 
below), our findings suggest that Facebook and webmail may have 
played a smaller role in directing people to misinformation on the web 
in the 2020 election compared with in 2016.

While our data suggest that exposure to untrustworthy websites 
declined at the population level, our results should not be interpreted 

as indicating that misinformation is somehow less of a problem than 
it was previously. While exposure was lower in 2020 than in 2016, 
many people were still exposed to untrustworthy sites. Extrapolating  
our results suggests that nearly 68 million Americans made a total 
of 1.5 billion visits to untrustworthy sites during the 2020 election.  
Furthermore, even if a smaller percentage of Americans were exposed 
to misinformation online in 2020, those exposures could have  
played a larger role in radicalization or influencing participation in 
acts of political violence (for example, the 6 January 2021 insurrec-
tion). Altogether, exposure to fewer people can still have serious con-
sequences29. While our data and approach are limited in their ability  
to speak to the consequences of exposure, it will be essential for  
future scholarship on misinformation to consider both exposure  
to misinformation and the effect of that exposure at the population 
and individual levels.

We make several contributions to the misinformation literature. 
First, our study demonstrates the value of re-applying the same analyti-
cal approach of prior work to examine changes in a mediated process 
(for example, exposure to untrustworthy websites) longitudinally. 
By collecting the same data (URLs visited during web browsing) from 
the same source (YouGov Pulse) among the same population (nation-
ally representative sample of American adults) for a similar period of 
time around the US presidential election as Guess et al.6, we were able 
to make direct comparisons of exposure to untrustworthy websites 
between 2016 and 2020. The apples-to-apples comparisons afforded 
by this approach allowed us to precisely examine how the patterns in 
untrustworthy website exposure identified in 2016 changed in 2020. 
In addition, we incorporated improvements to Guess et al.’s6 approach 
into our analysis that accounted for differences between the 2016 and 
2020 media environments. For example, we introduced NewsGuard’s 
database of sites that repeatedly publish false content as an additional 
source to identify visits to untrustworthy websites in people’s web 
browsing. One reason the introduction of NewsGuard was impor-
tant is that the untrustworthy website databases used by Guess et al.6 
were primarily based on websites circulating during the 2016 election, 
but fake news websites are often ephemeral (that is, the domains go 
defunct after short periods of time30,31). NewsGuard’s database (which is 
updated weekly) allowed us to have more confidence that our database 
of untrustworthy sites was sufficiently up to date to match changes in 
the fake news ecosystem that have occurred since 2016.

Second, our findings indicate that the same groups who were 
more likely to visit untrustworthy websites in 2016 were largely the 
same more likely to do so in 2020. The persistence of these trends 
highlights the importance of examining why populations such as older 
adults appear to be more susceptible to online misinformation and how 
they can be supported through interventions and other resources to 
build resilience to misinformation32,33. Our updated findings, which 
reveal that approximately one-third of the older adults in our sample 
were exposed to untrustworthy websites, make clear that it is impor-
tant to continue studying the factors responsible for older adults’ 
vulnerability.

In addition to this pattern among older adults, the 2016 pattern 
of conservatives being more likely than liberals to visit untrustworthy 
sites persisted in 2020. Research has begun to identify why conserva-
tive individuals appear more likely to engage with misinformation 
online34. One reason might be that the supply of misinformation is 
greater on the ideological right than on the left35,36. Relatedly, it could 
be that more ideologically conservative media diets are more likely to 
expose users to misinformation via features such as algorithmic cura-
tion and community structures relative to liberal media diets. The left 
may also be more likely to circulate misinformation via modalities other 
than website links (for example, social media posts, memes and other 
image-based formats) that are more difficult to detect using URL-based 
web tracking methods. Our results suggest an ongoing need for future 
work to investigate these potential causes.

Table 1 | Who chooses to visit untrustworthy news websites

Exposure to at least one untrustworthy website (binary)

2016 2020

Trump supporter β = 0.164
s.e. 0.021
P < 0.001
95% CI 0.122 to 0.206

β = 0.138
s.e. 0.026
P < 0.001
95% CI 0.085 to 0.190

Political knowledge β = 0.017
s.e. 0.005
P = 0.002
95% CI 0.007 to 0.028

β = 0.049
s.e. 0.012
P < 0.001
95% CI 0.026 to 0.072

Political interest β = 0.048
s.e. 0.014
P < 0.001
95% CI 0.022 to 0.075

β = 0.043
s.e. 0.014
P = 0.004
95% CI 0.014 to 0.071

College β = 0.040
s.e. 0.022
P = 0.069
95% CI −0.003 to 0.082

β = 0.049
s.e. 0.028
P = 0.079
95% CI −0.006 to 0.104

Female β = −0.022
s.e. 0.020
P = 0.274
95% CI −0.061 to 0.017

β = 0.006
s.e. 0.025
P = 0.815
95% CI −0.044 to 0.056

Non-white β = −0.094
s.e. 0.021
P < 0.001
95% CI −0.136 to −0.052

β = −0.071
s.e. 0.029
P = 0.016
95% CI −0.128 to −0.014

Age 30–44 years β = 0.041
s.e. 0.032
P = 0.201
95% CI −0.022 to 0.104

β = −0.007
s.e. 0.041
P = 0.862
95% CI −0.088 to 0.074

Age 45–64 years β = 0.064
s.e. 0.029
P = 0.030
95% CI 0.006 to 0.122

β = 0.042
s.e. 0.038
P = 0.275
95% CI −0.033 to 0.117

Age 65+ years β = 0.129
s.e. 0.033
P < 0.001
95% CI 0.064 to 0.195

β = 0.113
s.e. 0.042
P = 0.009
95% CI 0.030 to 0.197

Constant β = 0.126
s.e. 0.046
P = 0.006
95% CI 0.036 to 0.216

β = −0.080
s.e. 0.058
P = 0.175
95% CI −0.196 to 0.036

R2 0.092 0.105

N 2,514 1,151

Ordinary least squares regression coefficients are shown with standard errors (s.e.) in 
parentheses (models estimated using survey weights). The model on the left represents 
the 2016 election, and the model on the right represents the 2020 election. The dependent 
variable in both models is a binary variable indicating whether an individual was exposed 
to at least one untrustworthy website during the data collection period (1) or not (0). 
‘Trump supporter’ variable: intending to vote for Trump in 2020 election: 1; not intending 
to vote for Trump in 2020 election: 0. ‘Political knowledge’ variable: variable ranging from 
0 to 4 representing the number of questions in Pew Research Center’s civic knowledge 
questionnaire answered correctly out of 4. ‘Political interest’ variable: variable ranging from 
1 to 4, where 4 is people who say they pay attention to what is going on in government and 
politics ‘most of the time’ and 1 is those who pay attention ‘hardly at all’. ‘College’ variable: 
1: college graduate; 0: not a college graduate. ‘Female’ variable: 1: indicates identifying 
as a female; 0: did not indicate identifying as a female. ‘Non-white’ variable: 1: indicates 
identifying as a race other than white; 0: indicates identifying as white. P values are two-sided 
and not corrected for multiple comparisons.
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Third, we provide evidence that Americans’ visits to untrustworthy 
websites were less likely to be referred by Facebook in 2020 than 2016. 
This finding is noteworthy given the amount of scrutiny from mem-
bers of Congress and the American public towards platforms’, such 
as Facebook, roles in the proliferation of misinformation37,38. Future 
work should endeavour to better understand why Facebook’s role in 
referring people to untrustworthy websites appears to be shrinking. 
Does it indicate the efficacy with which Facebook is implementing 
programmes and policies to label or flag untrustworthy content? Or 
might it suggest a more fundamental behavioural change in how people 
use Facebook and other social media platforms? For instance, people 
may be less likely to click links to external websites now than in the past, 
preferring to stay on the platform.

Finally, our findings can inform policymaking and public discourse 
around misinformation. Our findings re-affirm that certain groups of 
people are more likely to encounter misinformation, suggesting a need 
for more focused and directed policy initiatives centring on groups 
with the greatest need for support in dealing with misinformation. 
Moreover, our findings join others suggesting that the attention and 
discussion that the media, politicians and the public devote to fake 
news may be disproportionate to the extent that people are actually 
exposed to it7,24. Given evidence that (1) the overwhelming majority of 
news consumed by the population is not misinformation3 and (2) that 
exposure to discourse around fake news can erode individuals’ trust 
in news media25, we may need to consider the nature of the attention 
society pays to the problem of misinformation relative to other ongoing 
national and international crises. For example, the emphasis on misin-
formation present in the media and political discourse since 2016 may 
be partly to blame for the ongoing erosion of trust in media institutions 
occurring in the United States and worldwide39. Our findings call for 
the need for more research but also more grounded communication 
of that research to appropriately contextualize this phenomenon.

Of course, our study should be interpreted in light of its limi-
tations. The most noteworthy limitations relate to our URL logging 
methodology to estimate untrustworthy website exposure. First, 
untrustworthy websites were operationalized at the domain level. That 
is, in our data, untrustworthy websites were considered web domains 
that NewsGuard rated as repeatedly hosting false information (or 
imported from the database used by Guess et al.6) (for example, www.
obamawatcher.com), rather than specific web pages or articles (for 

example, www.obamawatcher.com/2020/03/michelles-fake-degrees). 
This operationalization is largely because most URLs captured by 
YouGov only contain domains and not full URLs to protect participant 
privacy. While many studies examining exposure to misinformation 
have taken this approach3, there is undoubtedly misinformation hosted 
on domains that do not repeatedly publish false information but may 
occasionally publish false information. Domain-level measurements 
of exposure do not capture these specific instances of misinformation.

A second limitation of URL-based browsing data is that it only 
identifies content that leads to a URL being produced40. Crucially, this 
limitation means that for web pages that display content dynamically 
while maintaining a static URL, we only know that a person visited 
that static URL but not information about any of the content they saw 
while on that static URL. Take, for example, Facebook’s feed. When a 
user visits www.facebook.com and is presented with their feed, that 
user can scroll through their feed and that does not result in the active 
URL in their web browser, www.facebook.com, changing. Thus, while 
an individual may be exposed to a variety of (mis)information while 
scrolling their feed (in either posts generated or links shared by others),  
we only observe instances in which individuals actually click on an 
external link that takes them away from their feed to a new website.

Additionally, participants collected these URL data by installing  
plugins in their web browsers. Thus, we only capture individuals’ behav-
iours within web browsers. Individuals’ online behaviours outside of 
web browsers, such as through apps, do not appear in our dataset. 
This nuance may be especially relevant for mobile internet use, which 
is more likely to occur via mobile apps than mobile web browsers41. 
Indeed, among our participants, we found that more individuals were 
exposed to an untrustworthy website on desktop/laptop comput-
ers (34.2%; 95% CI 29.4% to 39.1%) than on smartphones and tablets 
(13%; 95% CI 8.9% to 17.2%). As the consumption of news and political 
information increasingly occurs on mobile devices, it becomes all the 
more important for researchers to invest in methods that allow for the 
collection of mobile browsing and app-use data to increase the validity 
of inferences about online news exposure42.

It is important to note that these limitations affect both our 2020 
data collection and Guess et al.’s6 2016 data collection. Nevertheless, 
it is crucial for future research on misinformation exposure to con-
tend with the limitations of web browsing data. Only social media 
companies ultimately possess the data on user behaviour that could 
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most accurately shed light on why their role in referring individuals  
to untrustworthy websites appears to be decreasing over time.  
Unfortunately, social media platforms rarely share data with misin-
formation researchers43. While initiatives such as Social Science One  
have attempted to grant scholars access to data from social media 
platforms such as Facebook44, getting academic researchers access 
to platform data has proven difficult45,46. The limitations of our study 
and those that other misinformation research face highlight the impor-
tance of social media platforms working with academic and other 
third-party researchers to better understand the complex dynamics of 
exposure to and engagement with (mis)information on their platforms.

That said, other current data collection approaches could help 
fill in the gaps in online behaviour missed by the URL logging method. 
For example, Screenomics captures screenshots from individuals’ 
devices to understand their moment-by-moment smartphone usage, 
including the use of apps and information contained within system 
notifications47,48. The Screenomics method has been used to study 
exposure to political information49. Future research on exposure to 
online misinformation should triangulate across several data sources 
to gain a more complete portrait of individuals’ online media use and 
the role that misinformation plays in it.

Our findings indicate a relatively across-the-board decline in  
exposure to untrustworthy websites from 2016 to 2020, but why does 
this decline occur? We offer a few candidate explanations, but future 
work and additional data will be needed to test them more directly.

First, exposure to misinformation could have been more likely 
to be displaced in 2020 than in 2016 to other locations outside the 
web browser, such as text messaging or emergent social media apps 
such as WhatsApp and TikTok. Indeed, people increasingly report  
getting their news regularly via WhatsApp50 and social media platforms 
such as Reddit and TikTok51, and there is concern about the spread of  
misinformation on these platforms52,53.

Second, the time frame of data collection used by Guess et al. 
(2020) and adopted by us (4 weeks before election day and 1 week after 
election day) may have examined different misinformation dynamics 
around the 2020 and 2016 elections. Specifically, the 2020 election 
was marked by a post-election day period in which sitting president 
Donald Trump made a series of claims about election fraud that caused 
him to receive less votes than his opponent Joe Biden, culminating in 
the announcement that Joe Biden was the winner of the election on 
7 November, which Donald Trump refused to concede. During this 
time, much misinformation about election fraud circulated online54. 
Comparatively, the aftermath of the 2016 election may not have been as 
rife with online misinformation as the aftermath of the 2020 election. 
However, because Guess et al.’s (2020) (and thus our) data collection 
period included more time before the election than after, we may 
have missed some of the misinformation relevant to the 2020 election 
outcome that was not present in 2016. This demonstrates that when 
comparing the effects of events on media consumption behaviours, 
even similar events (for example, presidential elections) may feature 
different dynamics at different points in time.

Third, as we pointed out in the limitations section, URL-tracking 
methods only log instances in which a URL is actually clicked and vis-
ited. Visits to untrustworthy websites may have decreased from 2016 
to 2020 because people were increasingly exposed to untrustworthy 
website content within dynamic URLs, for example, scrolling through 
the Facebook feed or Twitter timeline. Indeed, evidence suggests that 
relatively few people click on news links posted on social media web-
sites55,56 yet can be influenced by the information in headlines57. This 
propensity to stay on the platform over clicking to visit external web-
sites also may be increasing over time58. Such a change in user behaviour 
could also help explain why we found that Facebook played a smaller 
role in referring people to untrustworthy websites in 2020 than in 2016.

There are two explanations for the decline in exposure to untrust-
worthy websites from 2016 to 2020 that we can address with our data. 

First, it is possible that the decline in untrustworthy website consump-
tion from 2016 to 2020 reflected a broader decline in online news 
consumption overall, both credible and untrustworthy. Using the news 
websites contained in Bakshy et al.26 and those rated by NewsGuard 
as not repeatedly publishing false content, we find that Americans’ 
exposure to hard news websites in 2016 did not significantly differ 
from exposure to hard news sites in 2020. The number of Americans 
exposed to at least one hard news site, the average number of hard news 
sites accessed, and the average amount of time spent on hard news 
sites were similar in 2016 and 2020 (Pages 5–8 of the Supplementary 
Materials). These results suggest that untrustworthy news exposure 
uniquely declined from 2016 to 2020 while exposure to trustworthy 
news remained constant.

Another possibility is that consumption of untrustworthy websites 
fell from 2016 to 2020 because individuals’ use of online fact-checking 
resources increased during that time. Exposure to fact-checking 
resources can reduce people’s engagement with misinformation 
online59–63, and using fact checks is a strategy commonly taught in effec-
tive digital media literacy interventions64,65. During the 2016 election, 
Guess et al.6 found that 25.3% (95% CI 22.5% to 28.2%) of Americans visited 
a fact-checking website. During the 2020 election, we estimate that 
13.1% (95% CI 11.2% to 15.2%) of Americans visited a fact-checking site, 
around half as many as in 2016 (Supplementary Fig. 4). In 2016, approxi-
mately 42% of those exposed to at least one untrustworthy website were 
exposed to at least one fact-checking website. In 2020, this number fell 
to less than 30%. In sum, it does not appear that the use of fact-checking 
websites increased from 2016 to 2020, either among those exposed  
to misinformation or the population as a whole, casting doubt on the 
idea that exposure to misinformation decreased from 2016 to 2020 
because the use of fact-checking resources increased during that time.

In this paper, we provide evidence that exposure to untrustworthy 
websites decreased from 2016 to 2020. More research is needed to 
understand the factors explaining this change, but our results repre-
sent an important update to our understanding of exposure to online 
misinformation. The groups most likely to be exposed in 2016 are much 
the same groups who were more likely exposed in 2020, justifying a 
more focused approach to research on and support for those groups 
in dealing with misinformation. While one could interpret our findings 
as evidence that the problem of online misinformation is improving in 
some way, they could also be interpreted as evidence that the nature 
of the problem is changing. Our work provides some initial insights 
into where researchers can start looking to understand the changing 
dynamics of online misinformation exposure.

Methods
This study was approved by the Stanford University Institutional Review 
Board (protocol no. IRB-53941). Informed consent was obtained from 
all of the participants, who also received incentives from YouGov, the 
survey company that collected the data. All analyses were conducted 
using R (v4.1.2) (ref. 66).

Review of Guess et al.6 methods
Guess et al.6 is a widely cited study examining exposure to online misin-
formation during the 2016 US election. The authors collected data from 
a national sample of American adults (N = 2,525) during the lead-up to 
the 2016 election (7 October to 14 November 2016; election day was 
8 November 2016) using the survey company YouGov. Specifically, 
they collected two types of data from participants: (1) web browsing 
data collected via YouGov’s Pulse browser plugin, which is installed by 
survey respondents on their web browsers and collects all URLs visited 
as they surf the internet and (2) demographic information collected via 
surveys. They then combined these data with a list of 490 web domains 
that ‘frequently publish factually dubious or untrustworthy content’ 
(Guess et al. p. 479) to identify visits to untrustworthy websites in their 
participants’ web browsing data.
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Similar to most research on misinformation exposure3, Guess 
et al. take a domain-level approach to identifying misinformation. 
This approach means that, rather than identifying specific web pages 
that contain misinformation (for example, www.obamawatcher.
com/2020/03/michelles-fake-degrees), Guess et al.6 rely on a list of 
domains that are known to frequently publish untrustworthy content 
(for example, www.obamawatcher.com).

By matching their list of untrustworthy websites against their 
participants’ web browsing data, Guess et al. found that 44.3% of their 
nationally representative sample were exposed to at least one untrust-
worthy website in the lead-up to the 2016 election. They also found 
that supporters of Donald Trump, those with more conservative media 
diets and those over the age of 65 years were more likely to visit untrust-
worthy websites. Finally, they found that exposures to untrustworthy 
websites frequently occurred via Facebook.

Our goal was to adopt the analytic approach of Guess et al.6 to ana-
lyse data collected via the same source (YouGov Pulse) during the same 
period (4 weeks before election day and 1 week after election day) around 
the 2020 election to compare exposure to untrustworthy websites  
during the 2020 election with exposure during the 2016 election. We do 
not repeat every analysis found in Guess et al.6 in this paper, although 
several additional analyses can be found in our Supplementary Materials. 
Similar to Guess et al.6, our data distributions were assumed to be normal 
but this was not formally tested. The central advantage of adopting 
Guess et al.’s6 analytical approach is that we can make relatively direct 
comparisons between our 2020 estimates and their 2016 estimates.

Participants
To measure exposure to untrustworthy websites during the 2020  
election, we passively gathered web browsing data (across smart-
phones, laptops and desktop computers) from 1,151 Americans using 
YouGov’s Pulse browser plugin from 2 October 2020 to 9 November 
2020 (election day was 3 November 2020). These participants also 
completed an online survey that complemented their web brows-
ing data. All participants consented to the terms of the research and 
were compensated by YouGov for their participation. Of these par-
ticipants, 58% (n = 670) supported Joe Biden in the 2020 election while 
36% (n = 419) supported Donald Trump. Twenty-nine per cent (n = 329) 
were aged 65+ years, 48% (n = 554) were 45–64 years, 15% (n = 171) were 
30–44 years and 8% (n = 97) were under 30 years. Forty-five per cent 
(n = 522) reported identifying as male and 54% (n = 624) reported identi-
fying as female. Eighty-nine per cent (n = 1,029) said they follow politics 
most or some of the time and 30% (n = 348) were considered highly 
knowledgeable about politics according to Pew Research Center’s 
civic knowledge questionnaire67. In total, these participants visited 
7.5 million websites for our data collection period. YouGov weighted 
participants to approximate the demographic attributes of the US 
population and we use these weights in all subsequent calculations 
and results. Anonymized survey data along with summary web traf-
fic data used for the analyses in the paper are available at https://osf.
io/8fy2z/?view_only=0d63bc3fd4f24938867a04efa6084552. Full web 
traffic histories are not available to protect participant confidentiality.

Unlike Guess et al.6, who included only desktop browsing data 
in their analysis of exposure to untrustworthy websites in the 2016 
election, we chose to include both desktop and mobile browsing  
data in our analysis of exposure during the 2020 election for two  
reasons. First, the consumption of news and political information 
increasingly occurs on mobile devices, and thus it is increasingly impor-
tant to document mobile exposure to (mis)information42. Approxi-
mately 20% more Americans reported using smartphones each week 
to access news in 2020 than did in 2016 (refs. 50,68), and nearly twice 
as many Americans report often getting their news on smartphones 
than on desktop/laptops69. Second, a greater proportion of our sam-
ple had mobile browsing data available than did Guess et al.’s6 sample  
(the primary reason given by Guess et al. for not including mobile data 

in their analyses6). In our sample, mobile browsing data was available 
for 30.1% of participants, while Guess et al. only had mobile browsing 
data for 19% of their participants6.

Measures
To categorize whether a website a participant visited is untrustworthy, 
we compiled a list of untrustworthy domains in two phases (of course, 
people can be exposed to misinformation outside of what is measur-
able in the websites they visit, for a greater discussion, see the limita-
tions section). First, we began with the list of untrustworthy domains  
used by Guess et al.6, which consisted of 490 unique untrustworthy 
websites collected by previous research. We supplemented this list 
of 490 websites with 66 additional untrustworthy domains collected 
by Allcott et al.14. Then, we augmented this list of 556 websites with 
websites from NewsGuard, an organization of former journalists and 
news editors who manually rate the information quality of websites. 
We added the 1,240 domains that NewsGuard rated as ‘repeatedly 
publishing false content’ to the Guess et al.6 and Allcott et al.14 list 
of untrustworthy websites, producing a total list of 1,796 unique 
untrustworthy domains. Next, we matched this list of untrustworthy 
domains to our participants’ URL-level web browsing data to identify 
visits to untrustworthy websites in our sample’s web browsing behav-
iour (for an analysis of our 2020 browsing data limited to the list of 
490 untrustworthy websites used in Guess et al.6, see pages 12–17 of  
Supplementary Materials).

Visits to hard news websites (for example, www.nytimes.com 
and www.economist.com) also played a role in Guess et al.’s analyses6. 
To identify visits to hard news websites in our sample’s browsing, we 
use a database of 500 hard news sites compiled by Bakshy et al.26, the 
same method used by Guess et al.6. To ensure that this list of hard news  
websites is up to date, we augmented this list of 500 sites with all 5,471 
websites rated by NewsGuard as not repeatedly publishing false content.

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.

Data availability
The data that support the findings of this study are available in the Open 
Science Framework at https://osf.io/8fy2z/?view_only=0d63bc3fd4f2
4938867a04efa6084552. Full web traffic histories are not available to 
protect participant confidentiality.

Code availability
The code that supports the findings of this study is available in the Open 
Science Framework at https://osf.io/8fy2z/?view_only=0d63bc3fd4f2
4938867a04efa6084552.
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