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ARTICLE INFO ABSTRACT

Communicated by X. Jing Modeling dry friction is a challenging task. Accurate models must incorporate hysteretic rise of
force across displacement and non-linearity from the Stribeck effect. Though sufficiently accu-

Il::i};ﬁzrnd&' rate models have been proposed for simple friction systems where these two effects dominate,
Backlash certain rotational friction systems introduce self-energizing and accompanying backlash effects.
Machine learning These systems are termed self-energizing systems. In these systems, the friction force is amplified
Physics-informed machine learning by a mechanical advantage which is charged through motion and released during reversing the
Structural control direction of travel. This produces energized and backlash regimes within which the friction de-

vice follows different dynamic behaviors. This paper examines self-energizing rotational friction,
and proposes a combined physics and machine learning approach to produce a unified model
for energized and backlash regimes. In this multi-process information fusion methodology, a
classical LuGre friction model is augmented to allow state-dependent parameterization provided
by a machine learning model. The method for training the model from experimental data is
given, and demonstrated with a 20 kN banded rotary friction device used for structural control.
Source code replicating the methodology is provided. Results demonstrate that the combined
model is capable of reproducing the backlash effect and reduces error compared to the standard
LuGre model by a cumulative 32.8%; in terms modeling the tested banded rotary friction device.
In these experimental tests, realistic pre-defined displacements inputs are used to validate the
damper. The output of the machine learning model is analyzed and found to align with the
physical understanding of the banded rotary friction device.

1. Introduction

Accurate friction modeling has remained an important but elusive goal in the field of control for applications areas such as
robotics and structural control. For safety-critical or high-precision applications, model-predictive control laws are developed with
integrated friction models, where the precision of movement is dependent on the accuracy of these models [1]. Under these
motivations, friction modeling has become a developed field with multiple models able to represent the experimentally observed
characteristics of friction, such as the Stribeck effect and hysteretic phenomena [2].

The first dry friction model to capture both hysteresis and the Stribeck effect was the LuGre model, which was developed as
an extension of the Dahl model to capture the Stribeck effect and viscous forces [3]. Since then, the LuGre model has become
one of the standard models to describe hysteretic friction. The name LuGre comes from a combination of the names of the cities
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where the authors’ universities are. Although the LuGre model is effective at reproducing experimentally observed behavior, there
has been persistent criticism in its physical realism. Criticisms have included its non-passivity in certain conditions and lack of
an elastic domain [4,5]. Regardless, the model has been a popular and effective choice for model-based compensation in actuator
control [6-8]. Relevant to this work, the LuGre model has been occasionally used as a starting point in the development of other
dry friction models, such as in [5,6,8-10]. Multiple papers, including [11-13], model backlash as an abrupt state-space transition.
Such analyses benefit from theoretical work of piecewise linear differential equations, such as [14-16] for stability of such systems.

The backlash effect has been noted in friction (specifically rotational systems), actuation (specifically gearing), and pneumatics.
The system temporarily operates with different properties across a fixed displacement until re-engaging and resuming typical
operation. Modeling and accounting for backlash in control schemes has been noted as a difficult problem to model in multiple
domains of engineering. However, up to this point no friction models have been proposed which capture the backlash effect of
dry friction. Often, backlash is considered a separate effect to friction [17], despite the fact analysis has shown backlash to be an
inherent effect of rotational friction mechanisms [11].

Friction models have been categorized as ‘white box’, for entirely physics-based methods, ‘grey box’, for methods and ‘black
box’, for those with no physics-derived structure [18]. Another terminology would describe models as a spectrum between physics-
informed and data-driven methods. The study of modeling hysteretic systems is an area of active research, with recent research
shifting from model-driven, to data-driven approaches [19].

The focus of white and gray box methods is parameter estimation for a chosen friction model. Multiple optimization methods
have been proposed for parameter identification in the literature. Gradient-free methods include genetic algorithms, particle
swarm, the Nelder-Mead simplex algorithm, and recursive least squares, Refs. [20-23] provide an example of each. Principally,
machine learning approaches use gradient descent optimization, and so are most related to gradient-based parameter identification
algorithms. Historically, it seems that gradient-based approaches have been less-favored as a method of parameter fitting, due to
the issue of local minimization. However, gradient-based methods such as the Levenberg-Marquardt method [24] and a moving
horizon filter [25] have been used with success.

Black box models are driven entirely by machine learning or regression models, and contain no physics-informed design.
Modeling often uses recurrent neural networks (RNNs), or its derivatives such as long short-term memory (LSTM). Recurrent neural
networks have been applied to friction modeling as early as 2007, with results having been found to be as good as gray box
models [18]. Two major issues with black box models are: (1) the inability to extract relevant dynamical properties; and (2) the
inability to produce assurances of model performance. Related to this is the ‘out of domain’ issue: that for black box models to be
effective, training data must span the space of validation data. For control systems which are tested in a laboratory before being
deployed, it may be hard to produce such a guarantee [26].

The topic of this paper is the multi-process information fusion of dry friction and backlash modeling through the integration of
machine learning into friction modeling. By modifying the physics model to introduce state-dependent parameterization provided
by an ML model, new phenomena not included in the physics model can be represented; in this case, the backlash effect. The
approach, termed physics-informed machine learning (PIML or physics-ML) has the potential to retain beneficial features of the
physics-informed model while improving generalizability and the fitting/parameterization process. The concept behind PIML is to
design models with physics-informed components interacting with black box functions which may be found via machine learning.
Physics-informed models are expected to generalize better than black-box ML models [27]. Integrating machine learning with physics
models is also known to improve model interpretability/explainability [28].

PIML approaches have been a popular area of investigation for both general problems and in civil engineering [26,29], with
common results being that combined approaches produce more accurate results than physics models and generalize better than ML
models. This paper develops the concept of ML parameterization. Leveraging the power of automatic differentiation, the ML model
is trained to minimize the output of the physics model. In effect, this replaces the need for direct parameter measurements as labeled
data for ML training. PIML is a large field, with as many as six methods approaches to combining physics-based and ML models
having been identified. [27]. Residual estimation is a technique where a black box model estimates error between experimental
data and a physics-based model. In friction modeling, Pires et al. [30] used a linear autoregressive model for residual estimation
as applied to drill string dynamics, de Sousa et al. [31] used an autoregressive neural network for residual estimation of a series
elastic actuator, while Wang and Zhang [32] use LSTM for residual estimation for the error of a transfer function on a five-axis
CNC machine. Residual estimation is a effective technique for improving model accuracy, however as the error reduction comes
from a black box model, it does not improve explainability. Olejnik and Ayankoso [33] applied physics-informed neural networks
(PINNS) to friction modeling, finding improved results over a white box model. In such approaches, PINNs use a physics-guided loss
function, along with experimental data, to guide optimization of a neural network. As such, the trained model is, in architecture, a
black-box model and no assurances can be given on its performance.

The goal of this paper to present a model with interaction between physics and ML components while retaining the constraints
and explainability of the physics model. For validation, modeling is performed on two datasets. The first dataset is a numerical
simulation with separated backlash and friction components. The second is an experimental dataset from dry friction structural
damper characterization tests where a pronounced backlash effect exists [11]. In a prior effort, the authors used long short-term
memory, a type of recurrent neural network, and sensor signals to produce the time-dependent LuGre model parameter [34]. That
differs from the work presented here in that it required extraneous measurements of band tension, and used a more complex ML
model, occluding the ability to analyze the ML model’s adherence to physical realism.



D. Coble et al. Mechanical Systems and Signal Processing 218 (2024) 111522

The contributions of this paper are threefold. First, this paper introduces a general scheme for modeling structural dampers which
captures common friction phenomena as well as backlash. Second, this paper fills a gap in the literature for the use of physics-
informed machine learning for parameter prediction. Third, this paper discusses the use of physics-informed machine learning as
a method for indirect parameter measurement, where ML can be used to measure physical and time-dependent constants from a
dataset. Experimental data and a source code reproduction of the methodology are included as supplementary files to this work.
Additionally, they and have been made available in public repositories [35,36].

2. Methodology and materials

This section presents background information on the augmented friction model, the numerical/experimental case studies, and
the banded rotary friction device.

2.1. Physics-ML friction model

The governing equations for the canonical LuGre model are given in Egs. (1)-(3).

Z=U—O’0@Z (1)

F=o0yz+0,2+ 050 )
L\2

g(v):FC+(FS—FC)<E> ®3)

Where v is velocity at the interface, F, and F; are Coulomb and static friction, vg is the characteristic Stribeck velocity, and o, o},
and o, are model parameters. It is useful to substitute Eq. (1) into Eq. (2) to remove z in the force equation.

F(z,u):00<l—alﬂ)z+(al+62)v 4

This paper considers an augmented LuGre model which allows for smooth transition between friction regimes. This will be done
by enhancing the parameter ¢, into a function dependent on state and velocity, but first it is productive to introduce the new model
with state variable y = ¢\ z. In this form, the LuGre model is given by Egs. (5) and (6).

y = ogw (1 - y> ®
F(y,v)=<1—61%>y+(0'1+0'2)u (6)

In this form, we see ¢ regulates the rate of convergence of y to its steady state value, at any time given by y,, = sgn(v)g(v). At this
point we introduce o (y, v) to be a state and velocity dependent function and replace Eq. (5) with Eq. (7).

sgn(v) )
50

¥ =0p(y,v)v (1 - )

This model preserves the state boundedness and steady state properties of the LuGre model. These values and their equivalents
in the augmented model are shown in Table 1. The augmented model of Eq. (7) is then transformed into a discrete-time model by
discretizing velocity v and assuming velocity remains constant through each timestep. Under that condition, the modified LuGre
model has a closed-form solution

Yn+1 = yss,n(l —k,)+k,y, (8)
Fn:<l—al 10| )yn+(0'1+0'2) Ups (C)]
g(,)
where
Yssu = sg(v,)g(v,,) (10)
A )
k, =exp | —oy,——A4t an
P ( " g(v,)
Oon = GO(yn’ Un)' (12)
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Table 1
Properties of the LuGre and augmented LuGre models.
Property LuGre model Augmented model
State boundedness lz| < UL Iyl < Fy
0
Steady state value Zg M Vss = sgn(v)g(v)
Steady state force Fy = sgn(v)g(v) F, = sgn(v)g(v)

G,

o

| MLP layer, 1 unit |

| MLP layer, 50 unitsl

| MLP layer, 50 units |

K (2) (b)

Fig. 1. Data flow of friction model showing: (a) interaction between physics-informed and ML component models; and; (b) architecture of the ML model.
Equations for F, yg, and k are given in Egs. (9), (10), and (11), respectively.

Fig. 1 shows a block diagram representation of the discrete, augmented LuGre model in Egs. (8)-(12), indicating the interaction
between the physics and ML component models which comprise the friction model. The ML model takes the place of the function
oo(y,v) of Eq. (12). A feedback loop exists between the two component models where the discrete LuGre model passes the state
variable y to the ML model and the ML model produces a parameter estimation of ¢, for the physics model. A three layer multilayer
perceptron (MLP) architecture with ReLu activation functions as shown in Fig. 1(b) was used in both the numerical and experimental
case studies.

Training leverages the machine learning algorithm backpropagation through time (BPTT) to solve the time-dependent properties
of the discrete-time equations. A prediction of o, affects the force prediction for timestep n but also all timesteps after; BPTT
efficiently solves for an error gradient for each ML model’s predictions which accounts for the forward-time effects of the prediction.
For clarity, the BPTT derivation for the discrete augmented model is replicated below, which is produced automatically by the
automatic differentiation engine. For N timesteps, the mean squared error is shown in Eq. (13).

| < |
£ = N (Fn ﬁ Zen (13)
n=1 n=1
Z oe OF, dy,, _ 10, oF, . 1 9e, OF,, 9y,
dyn = oF, 0y, 0y, N oF, 0y, w1 N O, 0¥y 0y,
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1 ¢, OF, L Vi1 g, OF, ay,,

N oF, 0y, N 0y, &= 9F, 0Vy 0¥
_1 5&@ + OYuy1 O
N\ 0F, 0y, 0¥y O¥up
1 . [0, ) e >
= (2(,-F)(1-0 +k 14
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Eq. (14) presents a recursive equation in the backwards time direction. The error gradient with respect to ¢, is an application of
the chain rule and Eq. (14).

de _ e OYu1 Ok,
OGO,n 0yn+l akn aO‘O,n
de

) v,
o (yn - sgn(vn)g(vn)) <_g(l)n)At> k, (15)
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Fig. 2. Model prediction computation graph unfolded for each timestep for: (a) inference; and; (b) backpropagation.

In machine learning terminology, Egs. (8)—(12) describe the forward pass while Egs. (14) and (15) encompass the backwards
pass of a recurrent relation. Fig. 2 shows an unfolded computation graph for inference and training steps. Inference first produces
an approximate output signal and an error is calculated using a mean squared error calculation compared against the true signal.
The error gradient propagates backwards to produce an error gradient with respect to the model weights. As such, the weights of
the ML component model are tuned to minimize the output error ¢, even though the ML model produces a prediction of o,. This
constitutes the indirect measurement approach of this paper, which contrasts with attempts to directly measure or parameterize o,
as means to train the ML model.

The training procedure passed through all tests with weight updating occurring every 200 timesteps. The Adam optimizer was
used with a learning rate of 0.0001, g; = 0.9, and p, = 0.999. Training was stopped when error reached sufficient convergence. The
reference implementation provided as supplemental material, and as a public repository, contains the forward pass implementation
of the modified LuGre model Egs. (8)-(12) and model training within the TensorFlow automatic differentiation engine.

2.2. Numerical case study

A multiphysics model was constructed to produce a combined friction-backlash system. The multiphysics model is described by
the force-flow system shown in Fig. 3(a). A LuGre friction device is placed between two nonlinear springs. Spring reaction force
is represented by a piecewise linear system, given in Eq. (16) and shown in 3(b). The backlash effect is reproduced by the much
smaller spring coefficient near zero displacement, enabling slipping when the friction interface produces force near zero. Table 2
contains the physical parameters used in the model. This model was developed in MATLAB’s Simulink/Simscape Environment. The
simulation was run with a step size of 0.00001 s which was then resampled to 0.005 s for training the physics-ML model. It should be
noted that the numerical model is a idealized model of a friction interface with backlash and is not an exact model of the rotational
friction mechanism presented in Section 2.3.

kix+ (kg—ki)xg x> xg
F,

spring =

kox —xp < x < X (16)

klx—(k()—kl)xo x < =X

Twenty-four forty-second simulations of sinusoidal displacement were performed through a rectangular testing regiment, varying
the amplitude and frequency of the excitation. Amplitude was varied between values of 0.05, 0.1, 0.2, 0.3, and 0.4 m; and frequency
varied between 0.05, 0.1, 0.2, 0.5, 1, and 2 Hz. Fig. 4 shows force against time, displacement, and velocity for one simulation. The
backlash region is visible immediately after reversal of travel as a deflection near zero force.
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Table 2
Parameter values of multiphysics model.
Parameter Value
x 0.005 m
ko 10000 N/m
K, 150000 N/m
F, 1000 N
F, 1050 N
v 0.01 m/s
o 40000 N/m
o 100 Ns/m
o 0 Ns/m
F;pring
translational ki
§ velocity source friction interface i
0
(A x
O e
N nonlinear spring nonlinear spring
ky
(a) (b)

Fig. 3. Systems used for numerical modeling, showing: (a) diagram of the multiphysics model construction; and; (b) piecewise linear spring force used to
represent backlash.

1000 - . .
Z
§ 0 - i}
i)
71000 ] I I l I I I l 1 1 I
0 1 2 -0.1 0.0 0.1 -0.5 0.0 0.5
time (s) displacement (m) velocity (m/s)

@) () ©)

Fig. 4. Force of the numerical friction device plotted against: (a) time, (b) displacement, and (c) velocity.

2.3. Experimental case study

The banded rotary friction device (BRFD) is a friction damper mechanism located at NHERI Lehigh Experimental Facility [37].
The device uses a rotary motion of a friction surface wrapped around a metal drum as damping force and was first proposed
in 2016 as a novel, cost-effective, mechanically robust structural damper with a high damping performance [11]. The quality of
construction has been improved upon in subsequent years but remains mechanically the same [11,34]. The device and experimental
setup is shown in Fig. 5. Its principle of action is friction force between a drum and a surrounding steel band covered in a friction
material (GGA-Cured (Rigid)). Three elastic frictional bands are wrapped around the drum, connected to two electric actuators on
either end. Under motion, rotational friction produces a linearly increasing pressure profile which is minimized at the end against
the direction of motion, termed the slack end, and reaching a maximum at the taut end. As the drum pin moves forward, a frictional
torque along the band is produced which is translated to a damping force to counteract the applied force. The mechanical advantage
C of the device is described by Eq. (17).

C= (e —1) <L) a7

b
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Fig. 5. Banded rotary friction device and experimental setup.

Table 3
Testing matrix for sinusoidal displacement profiles of the banded rotary friction device.
Frequency
0.1 Hz 0.25 Hz 0.5 Hz 1.0 Hz 2.0 Hz
12.7 mm (0.5 in) X X X X X
Amplitude 25.4 mm (1.0 in) X X X X
38.1 mm (1.5 in) X X X X
Table 4

Parameter values characterizing the
experimental model.

Parameter Value

Fineg 19763 N

Fe pos 14261 N
Fineg 20392 N

F, pos 14281 N

vs 0.01 m/s

oy 2047 kN/m
) 24845 Ns/m
) 0 Ns/m

Where r is the drum radius, ry, is the distance from the center of the drum to the lever connection, y is the coefficient of friction
and ¢ is the angular rotation of the drum. For the banded rotary friction device, theoretical analysis and experimental results both
indicate a mechanical advantage of roughly 140. The BRFD is capable of semi-active control by actuator control of the tension on
the slack end of the steel band.

As a result of its design, the BRFD exhibits the backlash phenomenon typical in rotational friction settings. During reversal of
travel, the identities of the slack and taut ends switch, and the contact pressure profile reduces to zero before being re-energized in
the opposite direction. During initial movement and reversal of travel, the friction force is momentarily decreased until activation
occurs as the band grips onto the drum. Characterization of the backlash region is important as previous work has shown that under
certain displacement profiles, damping force can be significantly reduced by the backlash effect [12].

Training tests followed a sinusoidal displacement profile where amplitude was varied between 12.7 mm (0.5 in.), and 38.1 mm
(1.5 in), frequency between 0.1 Hz and 2 Hz. In total, 13 tests were taken, following the testing matrix as shown in Table 3. Due
to the speed limitations of the hydraulic actuator, 2.0 Hz tests at 25.4 mm and 38.1 mm, were not preformed.

Sampling was done at 1024 S/s which was also taken as the inference rate of the physics-ML model. The velocity signal was
calculated through numerical differentiation from the displacement signal with a low-pass filter with a pass frequency of 50 Hz,
while no preprocessing was done on the force data. Fig. 6 shows force against time, displacement, and velocity for one test. The
similarity to Fig. 4 is evident, with backlash occurring as a deflection near zero force.

Table 4 shows the parameters used to characterize the BRFD to a LuGre model. Because the BRFD shows asymmetrical properties,
different kinetic and static friction parameters are used in the positive and negative velocity domains. These values were found by
examination to accurately represent the system, with o, and o; found through gradient descent minimization. Here, 5, encompases
both the engaged and backlash regimes.
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Fig. 6. Characterization tests: damping force (F) of the friction damper plotted against: (a) time, (b) displacement, and (c) velocity.
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Fig. 7. Data of six pre-defined displacement profiles showing: (a) time series; and; (b) the power spectral density plot.

Table 5
List of selected earthquakes and scale factors.
Earthquake Year Station name Magnitude Scale factor (DBE) Scale factor (MCE)
Diizce 1999 Bolu 7.14 0.5076 0.7614
Imperial Valley 1979 El Centro Array 6.53 1.0787 1.6181
Kocaeli 1999 Yarimca 7.51 1.4199 2.1299

2.4. Earthquake tests

The proposed model is verified over realistic pre-defined displacement inputs that are generated from previous real-time hybrid
simulation (RTHS) earthquake studies using the BRFD. In the RTHS study, the BRFD is assumed to be installed on the second floor
in a two-story reinforced concrete special moment resisting frame building [38]. The building was designed by the authors and
assumed to be located in the Los Angeles area on a stiff soil site. Three earthquake excitations are selected and scaled to two levels:
the design basis earthquake (DBE) and maximum credible earthquake (MCE). The DBE and MCE are associated with a seismic hazard
level having a probability of exceedance of 10% and 2% in 50 years, respectively [39]. The target spectrum for the scaling is based
on the ASCE-7 design spectrum [39]. The information of three earthquake excitations and scale factors are listed in Table 5. Six
pre-defined displacement inputs are generated by using the BRFD deformation under RTHS and shown Fig. 7. For the validation of
the numerical case study, all earthquake profiles were scaled to a maximum displacement of 0.25 m before being supplied to the
model.

As earthquake excitations, validation tests include multimodal and nonstationary excitation which was not included in the
sinusoidal training dataset. Therefore, good model agreement demonstrates this approach as generalizable from laboratory tests
to real-world application.
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Fig. 8. Force of numerical model, LuGre model, and physics-ML model over: (a) multiple cycles; and; (b) one reversal of travel.

3. Results and discussion
This section presents and discusses the numerical and experimental results.
3.1. Numerical case study

First the model developed in the numerical case study presented in Section 2.2 under harmonic excitation is used to investigate
the physics-ML friction model. In developing the physics-ML model, parameters other than o, were taken from the numerical model
values as shown in Table 2. For comparison, a standard LuGre model was also fit to the dataset, again using the values from Table 2
but with o, being a constant value found through gradient descent minimization. Fig. 8 compares the responses of the numerical,
standard LuGre, and the proposed physics-ML model. As can be seen in (a), the largest deviations between the LuGre and numerical
occur in the backlash region. With the physics-ML model the deviation is significantly reduced.

In the standard LuGre model, ¢, is mediated between the engaged and backlash regimes, being too small for the engaged regime
and too large in the backlash regime. In comparison, the physics-ML model is capable of reproducing the deflection in the backlash
region and a greater rising rate during the engaged phases. The prediction of ¢, produced by the ML model through a reversal
of travel is shown in Fig. 9. Backlash is actualized as the variance of ¢, between 0.5 and 4 s. De-energization (0.5-1.8 s) and
re-energization (1.8-4 s) show a symmetrical pattern, reaching a maximum of 44 kN/m and a minimum of 6.5 kN/m during full
backlash.

Fig. 10 reports the Duzcepp; earthquake excitation applied to the numerical, standard LuGre, and physics-ML models. The largest
deviations between the numerical and LuGre models occur in the regions before 3 and after 6 s, when the excitation stays within the
backlash domain. In these regions, the LuGre model overestimates the friction response, while the physics-ML properly compensates
to match the numerical model.

Fig. 11 shows a 3D plot of the function for ¢((y, v) found via the machine learning training process. The effect of the backlash
effect can be seen in the ridge formed along y = 0. The bottom plane shows the (y,v) pairs associated with the training dataset.
These points provide an indication of the envelope and density of the training dataset. Because of the nature of the damping device
and how it is utilized, little data exists in the negative-y and positive-v, or positive-y and negative-v quadrants, as only drastic
motion could produce a state value in those domains. The training set consisting of sinusoidal tests was sufficient to cover the
earthquake validation data within the y-v state space, providing evidence that the training set is capable of characterizing the
device’s dynamics under complex excitation. Furthermore, the values taken by the model in the areas not spanned by the training
data can be considered nonessential.
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Table 6
Metric results for harmonic, numerical case study.
Metric Description Standard LuGre Physics-ML Percent improvement
. . . yTy
Signal to noise ratio 10 x logy, (7(}_”,(%”) 17.99 22.40 24.51
Mean absolute error (N) ~ Ty =il 58.61 28.18 51.91
Root mean squared error (N) 1/ (y’y);(y’p) 103.70 62.40 39.81
Root relative squared error :f:ﬁ;::;:f; 0.1260 0.0759 39.81
Normalized root mean squared error O Ooh 0.0515 0.0310 39.81
N (max(y)—min(y))*
Time response assurance criterion o' 0.9841 0.9943 1.04

(G

Table 7
Metric results for earthquake, numerical case study.
Metric Standard LuGre Physics-ML Percent improvement
Signal to noise ratio 13.58 19.16 41.10
Mean absolute error (N) 76.88 36.73 52.22
Root mean squared error (N) 100.96 53.10 47.41
Root relative squared error 0.2107 0.1108 47.41
Normalized root mean squared error 0.0505 0.0266 47.41
Time response assurance criterion 0.9575 0.9881 3.20

force (kN)
error (kN)

—— multiphysics model
—-—+ LuGre model

---- physics-ML model
LuGre error

force (kN)
error (kN)

i

physics-ML error

3.0 3.2 34 3.6 3.8 4.0

time (s)

(b)

Fig. 12. Force of the friction damper and physics-ML model for one harmonic test plotted over: (a) multiple cycles; and; (b) one reversal of travel.

To evaluate the performance of the model, metrics were calculated and are shown in Table 6 for the harmonic tests and Table 7 for
the earthquake validation tests. To provide a comparison, metrics were also calculated for a standard LuGre model with parameters
taken from Table 2. The physics-ML model performed significantly better, with RMSE improving by 39.8% in the harmonic data
and 47.4% in the earthquake data.

3.2. Experimental case study
The initial investigation into modeling the experimental system used only the harmonic tests for training. The results from models
trained with only harmonic tests were by-and-large inaccurate when validated on earthquake excitations. The authors attribute the

discrepancy between the harmonic results and earthquake results to be due to the following phenomena:

11
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6000 full backlash
g full backlash
é 4000 & re-energization 4—re-energization
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time (s)

Fig. 13. For the experimental dataset, o, prediction of the ML model through one reversal of travel.

percent

metric  improvement
101 SNR 233.0
zZ MAE 60.9
= RMSE 58.7
e 0 RRSE 58.7
S NRMSE 58.7
TRAC 21.9

—10 : : : : experiment
0 1 2 3 4 ‘ LuGre model
time (s) —-=--- physics-ML model

Fig. 14. For the experimental dataset, portion of the Diizceyy; earthquake with experimental damping force and physics-ML predicted damping force.

1. The large directional asymmetry in the device’s fully activated friction force produced a strong nonlinearity which the limited
model cannot fully correct.
2. Earthquake tests spent traveled largely in the hysteretic domain without full activation, inducing drift in the model.

These issues can be corrected by introducing earthquake experiments to the training dataset. However a limitation in the amount of
earthquake excitations prevented including earthquake tests while leaving enough tests for a validation dataset. To circumvent this
issue, six models were trained, each trained on all experimental harmonic tests and five out of six earthquake excitations. LuGre
parameters other than o, were sourced from the characterization of the device as reported in Table 4.

Fig. 12 shows physics-ML prediction against experimental data and a LuGre model with parameter values from Table 4. The ML
model used to obtain these results is trained on all harmonic data plus all the earthquake data except Diizceppg. These results are
consistent with the numerical results shown in Fig. 8, with the greatest reduction in error occurring through the backlash region.
Outside the backlash region, the physics-ML model converges to the fully energized domain quicker than the LuGre model. The
considerable amount of jitter in the error is a result of the “ringing” that is present in the BRFD under test, as the model seeks to
find a best fit through the ringing rather than reproducing the ringing through time.

Fig. 13 shows the time-series output ¢ (#) of the ML parameter prediction model through two reversals of travel on a harmonic
test. In contrast to Fig. 9, behavior is noticeably different for the forward and backwards reversals of travel. This can be attributed
to the asymmetry of the device, including the asymmetrical friction properties of the friction interface. In the forward reversal of
travel (0.9-1.6 s), o drifts 3300 kN/m then drops to a minimum of 300 kN/m at 1.2 s. Re-energization reaches a maximum of 6500
kN/m then drifts to 5600 kN/m before de-energization in the backward direction begins. In the backward direction, full backlash
is sustained for a longer period of time. Re-energization reaches a maximum of 7200 kN/m then begins to drift down as the cycle
repeats.

Fig. 14 shows a force plot of the Diizcepgp earthquake, and compares the LuGre model prediction to the physics-ML model.
Table 8 compares the models’ metrics for this test. As in Fig. 10, the LuGre model overestimates force change in the non-energized
regions before and after the major excitation at four seconds, while the physics-ML model shows proper deflection in these regions.
Results for other earthquake excitations are provided in the appendix.
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Fig. 15. For the experimental dataset, o, as a function of y and v discovered through ML algorithm.

Table 8
Metric results for the validation Diizcepy; earthquake.
Metric Standard LuGre Physics-ML Percent improvement
Signal to noise ratio 3.30 10.98 233.02
Mean absolute error (N) 823.27 321.97 60.89
Root mean squared error (N) 1306.36 539.62 58.69
Root relative squared error 0.6930 0.2862 58.69
Normalized root mean squared error 0.0554 0.0229 58.69
Time response assurance criterion 0.7598 0.9261 21.89
Table 9
RMSE (N) of models for earthquake tests.
Model Validation earthquake
Diizcepgg Diizceycg Imp. Valleypgg Imp. Valleyycg Kocaelipgg Kocaeliycg
LuGre model 1306.36 1892.02 2040.92 2969.81 3131.42 3340.78
Diizcepgg 539.62 1634.66 1452.19 2278.62 1957.05 1750.51
Diizceycg 1646.99 2031.00 1702.54 2375.30 2677.86 2681.93
Excluded in trainin Imp. Valleypgg 1100.04 1621.55 1524.07 2546.10 2439.16 2686.56
J Imp. Valleyycg 1823.90 2653.24 1719.14 2239.42 1867.74 1816.44
Kocaelipgg 626.89 2735.34 1828.48 2231.57 1754.26 2070.70
Kocaeliycg 1895.60 3073.32 1566.59 2225.33 2048.35 1917.32

Fig. 15 shows the y — v state-space of the function o (y, v) found via machine learning with the associated training points plotted
on the plane. As with the numerical model, the training set was sufficient to cover the validation data, and values taken by the
model outside the span of the training set is not relevant. Comparing this learned function to Fig. 11 shows that the two models are
noticeably different. The numerical model shows symmetry along y = 0, while the experimental model shows a large ridge along
the negative portion of the v = 0 axis, which is responsible for the abrupt drop in Fig. 13 at 1.6 s. The asymmetry of the learned
function o (y, v) can be attributed to physical the physical asymmetry of the device, whereas the different shapes between Figs. 11
and 15, seem to indicate different mechanisms of backlash development between the numerical model and physical device. This
is to be expected as the numerical model is not a model of the BRFD, but rather a simplified model of a friction interface with
backlash.

Table 9 reports results for all six models in terms of RMSE, where each are trained on all experimental harmonic tests and five
out of six earthquake excitations. The first row shows the results of the LuGre comparison model, and all other rows indicate the
physics-ML model with the indicated test excluded. The validation tests, which comprise model performance on tests not included
in training, follow the diagonal. In all cases except one, of the physics-ML models outperform the LuGre comparison model. The
cumulative RMSE improvement among the validation tests is 844.53 N or 32.8%. The only case where the LuGre model outperforms
the physics-ML model is Diizcey;cg. The authors propose that this is due to drift induced by the excitation in the hysteretic domain.
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4. Conclusion

The contributions of this work are twofold. This work advances the possibility of improving accuracy of friction modeling with the
integration of ML into physics-derived models. A friction model was developed with physics-informed and ML component models,
where the ML model, informed by the system input and physics model state variable, predicts a physical parameter. The new friction
model provided a better representation of the backlash effect than a standard friction model and reduced error for both sinusoidal
tests and when excited by a nonstationary earthquake signal.

In an broader setting, this paper develops a scheme of integrating machine learning into differential, physics-derived models.
The method, used here for indirect and time-variable parameterization, does not require labeled data for the ML model output,
but instead uses backpropagation through the physics model to produce an error gradient. BPTT is used to solve forward time
dependence of the physics model. By developing a model where the ML component predicts a physical-parameter, we also address
the explainability issue of ML. The output of the ML models were analyzed and found to correlate with the expected results based
on a physical understanding of the system.
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See Figs. 16-20 and Tables 10-15.
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Supplementary material related to this article can be found online at https://doi.org/10.1016/j.ymssp.2024.111522.

Table 10
SNR of models for earthquake tests.
Model Validation earthquake
Diizcepgg Diizceycg Imp. Valleypge Imp. Valleyycg Kocaelipgg Kocaeliycg
LuGre model 3.30 4.20 7.13 6.00 3.17 5.00
Diizcepgy 10.98 5.47 10.09 8.3 7.25 10.61
Diizceycg 1.28 3.58 8.70 7.94 4.53 6.91
. o Imp. Valleypgg 4.79 5.54 9.67 7.34 5.34 6.89
Excluded in training Imp. Valleyycg 0.40 1.26 8.62 8.45 7.66 10.29
Kocaelipgg 9.67 0.99 8.08 8.48 8.20 9.15
Kocaeliycg 0.06 -0.02 9.43 8.51 6.86 9.82
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force (kN)

Table 11
Metric results for the validation Diizcey; earthquake.
Metric Standard LuGre Physics-ML Percent improvement
Signal to noise ratio 4.20 3.58 -14.67
Mean absolute error (N) 1244.75 1345.64 -8.10
Root mean squared error (N) 1892.02 2031.00 -7.35
Root relative squared error 0.6340 0.6805 -7.35
Normalized root mean squared error 0.0484 0.0519 -7.35
Time response assurance criterion 0.7089 0.6693 -5.58
percent
metric  improvement
SNR -14.7
MAE -8.1
RMSE -7.3
RRSE -7.3
NRMSE -7.3
TRAC -5.6
; r r ; experiment
0 1 3 4 —-—  LuGre model

time (s)

physics-ML model

Fig. 16. For the experimental dataset, portion of the Diizcey; earthquake with experimental damping force and physics-ML predicted damping force.
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Fig. 17. For the experimental dataset, portion of the Imperial Valley; earthquake with experimental damping force and physics-ML predicted damping force.
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Fig. 18. For the experimental dataset, portion of the Imperial Valleyy,.; earthquake with experimental damping force and physics-ML predicted damping force.
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Table 12
Metric results for the validation ImperialValleyp; earthquake.
Metric Standard LuGre Physics-ML Percent improvement
Signal to noise ratio 7.13 9.67 35.58
Mean absolute error (N) 1327.36 1092.86 17.67
Root mean squared error (N) 2040.92 1524.07 25.32
Root relative squared error 0.4404 0.3289 25.32
Normalized root mean squared error 0.0582 0.0435 25.32
Time response assurance criterion 0.8482 0.9051 6.70
Table 13
Metric results for the validation ImperialValleyy,; earthquake.
Metric Standard LuGre Physics-ML Percent improvement
Signal to noise ratio 6.00 8.45 40.85
Mean absolute error (N) 1831.51 1499.87 18.11
Root mean squared error (N) 2969.81 2239.42 24.59
Root relative squared error 0.5075 0.3827 24.59
Normalized root mean squared error 0.0755 0.0570 24.59
Time response assurance criterion 0.8265 0.8919 7.91
Table 14
Metric results for the validation Kocaeliyg; earthquake.
Metric Standard LuGre Physics-ML Percent improvement
Signal to noise ratio 3.17 8.20 158.78
Mean absolute error (N) 2418.63 1347.35 44.29
Root mean squared error (N) 3131.42 1754.26 43.98
Root relative squared error 0.7939 0.4447 43.98
Normalized root mean squared error 0.1208 0.0677 43.98
Time response assurance criterion 0.5421 0.8587 58.40
Table 15
Metric results for the validation Kocaeliy; earthquake.
Metric Standard LuGre Physics-ML Percent improvement
Signal to noise ratio 5.00 9.82 96.48
Mean absolute error (N) 2484.33 1334.72 46.27
Root mean squared error (N) 3340.78 1917.32 42.61
Root relative squared error 0.6284 0.3607 42.61
Normalized root mean squared error 0.0937 0.0538 42.61
Time response assurance criterion 0.7154 0.8977 25.49

percent

metric  improvement
_ 10 SNR 158.8
E MAE 443
e RMSE 44.0
© 07 RRSE 44.0
S NRMSE 44.0
TRAC 584

—10 A -
. ; . experiment
0 2 4 6 LuGre model
time (s) -==- physics-ML model

Fig. 19. For the experimental dataset, portion of the Kocaeliyp; earthquake with experimental damping force and physics-ML predicted damping force.
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percent

metric  improvement
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= RMSE 42.6
2] RRSE 42.6
< NRMSE 42.6
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Fig. 20. For the experimental dataset, portion of the Kocaeliy; earthquake with experimental damping force and physics-ML predicted damping force.
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